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FOREWORD 

This IMA Volume in Mathematics and its Apphcations 

COMPATIBLE SPATIAL DISCRETIZATIONS 

contains papers presented at a highly successful IMA Hot Topics Work­
shop: Compatible Spatial Discretizations for Partial Differential Equations. 
The event which was held on May 11-15, 2004 was organized by Douglas 
N. Arnold (IMA, University of Minnesota), Pavel B. Bochev (Computa­
tional Mathematics and Algorithms Department, Sandia National Labora­
tories), Richard B. Lehoucq (Computational Mathematics and Algorithms 
Department, Sandia National Laboratories), Roy A. Nicolaides (Depart­
ment of Mathematical Sciences, Carnegie-Mellon University), and Mikhail 
Shashkov (MS-B284, Group T-7, Theoretical Division, Los Alamos Na­
tional Laboratory). We are grateful to all participants and organizers for 
making this a very productive and stimulating meeting, and we would like 
to thank the organizers for their role in editing this proceeding. 

We take this opportunity to thank the National Science Foundation 
for its support of the IMA and the Department of Energy for providing 
additional funds to support this workshop. 

Series Editors 

Douglas N. Arnold, Director of the IMA 

Arnd Scheel, Deputy Director of the IMA 



PREFACE 

In May 2004 over 80 mathematicians and engineers gathered in Min­
neapolis for a "hot topics" IMA workshop to talk, argue and conjecture 
about compatibility of spatial discretizations for Partial Differential Equa­
tions. We define compatible, or mimetic, spatial discretizations as those 
that inherit or mimic fundamental properties of the PDE such as topology, 
conservation, symmetries, and positivity structures and maximum princi­
ples. 

The timing and place for this workshop were not incidental. PDEs are 
one of the principal modeling tools in science and engineering and their 
numerical solution is the workhorse of computational science. However, 
historically, numerical methods for PDEs such as finite differences (FD), 
finite volumes (FV) and finite elements (FE) evolved separately and until 
recently, in relative isolation from each other. This situation started to 
change about two decades ago when researchers working in these areas 
began to realize that robust and accurate discrete models share more than 
just a passing resemblance to each other. While FD, FV and FE methods 
have all developed specific approaches to compatibility, their successful 
discrete models were found to operate in what essentially came down to 
a discrete vector calculus structure replete with algebraic versions of the 
vector calculus identities and theorems. 

Because of their more explicit reliance on grid topology, FD and FV 
methods recognized the role of geometry earlier than FE methods. For 
FEM compatibility criteria evolved from variational theories and assumed 
the form of powerful, but non-constructive inf-sup conditions. This changed 
in the 80s with the pioneering work of Bossavit who brought to light fun­
damental connections between the DeRham complex and compatible FEs 
for the Maxwell's equations. Consequently, research in applications of dif­
ferential geometry, exterior calculus and algebraic topology to numerical 
PDEs intensified. This research led to important advances in understand­
ing of spatial compatibility and connections between different compatible 
discrete models. Among the payoffs from this work were development of 
new stable FE models for linear elasticity and rigorous convergence analysis 
of mimetic FD by variational tools. 

Thus, the organizers felt that the time was ripe for the researchers 
working in this field to get together and compare notes. The relevance 
of the topic and its impact on computational sciences helped to attract 
attendees from a broad cross-section of the community. The stature of 
IMA, its tradition and experience in organizing small focused workshops 
and its dedicated staff made the Institute a natural venue for this gathering. 
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This volume, co-edited by the workshop organizers, is representa­
tive of the topics discussed during the meeting. The papers, based on 
a subset of the plenary talks, offer the reader a snapshot of the current 
trends and developments in compatible and mimetic spatial discretizations. 
Abstracts and presentation slides from the workshop can be accessed at 
http://www.ima.umn.edu/talks/workshops/5-11-15.2004/. 

While many of the contributions in this volume address questions re­
garding spatial compatibility, each paper offers a unique perspective and 
insight into specific techniques and approaches. Arnold et al focus on a 
homological approach to stabihty of mixed FE which, in the recent years, 
has greatly contributed to the understanding of mixed methods and the 
development of stable methods for previously intractable problems. The 
first part of their contribution deals with two polynomial versions of the 
DeRham complex. One complex involves homogeneous polynomial spaces 
of decreasing degree and the second is obtained with the help of the Koz-
sul differential. The two polynomial complexes contain generalizations of 
well-known finite element pairs such as Raviart-Thomas, BDM and Ned-
elec elements of first and second kinds. Then, they proceed to show how to 
use polynomial sub-complexes and commuting diagrams to obtain stability 
of mixed methods. The second part of Arnold et al deals with application 
of the homological approach to mixed linear elasticity. They show that 
a differential complex relevant to mixed linear elasticity can be obtained 
from the DeRham complex. An analogous construction is used to develop a 
discrete elasticity complex from a polynomial DeRham complex and results 
in new stable finite element spaces for mixed linear elasticity. 

The paper by Boffi examines compatibility issues that arise in mixed 
finite element approximations to eigenvalue problems. A surprising coun­
terexample shows that the classical Brezzi theory, which provides sufficient 
compatibility conditions for mixed methods, is not enough to guarantee the 
absence of spurious modes in mixed approximations of eigenvalue problems. 
After theoretical explanation and practical demonstration of this behavior, 
Boffi proceeds to develop sufficient and necessary conditions for correct 
mixed eigenmode discretizations and then gives several examples for possi­
ble application of the eigenvalue compatibility theory. Among other things, 
Boffi shows that good approximation of evolution problems in mixed form 
is contingent upon spectral convergence of the related eigenvalue problem, 
that is, it is also a subject to compatibility conditions beyond that of the 
classical Brezzi theory. 

Application of algebraic topology to compatible discretizations is the 
central topic of Bochev and Hyman. They use two basic mappings be­
tween differential forms and cochains to define a framework that supports 
mutually consistent operations of differentiation and integration. This is 
accomplished by a set of natural operations that induce a set of derived 
discrete operations. The resulting framework has a combinatorial Stokes 
theorem and preserves the invariants of the De Rham cohomology groups. 
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The key concept of their approach is the natural inner product on cochains. 
This inner product is sufficient to generate a combinatorial Hodge theory on 
cochains but avoids complications attendant in the construction of efficient 
discrete Hodge-star operators. The framework provides an abstraction that 
includes examples of mixed FE, mimetic FD and FV methods. The paper 
also describes how these methods result from a choice of a reconstruction 
operator and explains when they are equivalent. 

An interesting perspective on compatibility and how it affects Dis­
continuous Galerkin (DG) methods is presented in the paper by Barth. 
Because of a number of valuable computational properties, DG methods 
are attracting significant attention. Their origins for elliptic problems can 
be traced to interior penalty methods and so they are not compatible in 
the sense of mixed finite element methods. Using the Maxwell's equa­
tions and ideal MHD, Barth draws attention to the different roles played 
by their involutions for the formulation of energy-stable DG methods. The 
Maxwell's equations are naturally expressed in symmetric form, while sym-
metrization of MHD utilizes the involution as a necessary ingredient. This 
leads to fundamental differences in energy stability of the associated DG 
methods. Barth shows that imposing continuity of the magnetic flux at 
interelement boundaries is beneficial for energy stabihty of DG for MHD, 
while, somewhat counterintuitively, this condition is not required for DG 
discretizations of the Maxwells equations. 

A co-volume approach to compatible discretizations is discussed by 
Trapp and Nicolaides. Building upon a solid body of work in classical FV 
methods, they use Voronoi-Delaunay grids to discretize differential forms. 
Their approach exploits the Voronoi-Delaunay grid complex to obtain a 
primal and a dual set of discrete forms connected by a local discrete Hodge 
operator. This leads to algebraic PDE models with particularly simple 
and attractive structure and a discrete setting where both the primal and 
the dual discrete differential operators have local stencils. In addition, the 
primal and dual operators are adjoint with respect to a co-volume inner 
product, which immediately gives rise to a discrete Hodge decomposition. 
To illustrate the co-volume approach, Trapp and Nicolaides develop com­
patible discretizations for two instances of the Hodge Laplacian in three-
dimensions. 

The two contributions by Wheeler and Yotov, and by Aavatsmark et 
al examine compatible methods for problems arising in reservoir simula­
tion and porous media flows. The task of devising compatible methods for 
these applications is greatly complicated by the need to reconcile mathe­
matical compatibility conditions with grid structure imposed by geological 
features such as layering, faults and crossbeddings. As a result, methods 
for geophysical applications have traditionally favored quadrilateral and 
hexahedral grids, which can cause some problems in the reconstruction 
of vector fields from normal components. In addition, permeability ten­
sor in reservoir models often has strong anisotropy and/or discontinuities 
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along geological features. The two papers offer two alternative approaches 
that lead to cell-centered, locally conservative schemes. Aavatsmark et al 
adopt a Finite Volume approach based on the concept of multipoint flux 
approximation (MPFA). In this approach, fluxes are defined by using lin­
ear reconstruction of the potential subject to specific flux and potential 
continuity conditions. In contrast, Wheeler and Yotov start from a mixed 
variational formulation and then design a quadrature rule that allows for 
a local elimination of the velocities and results in a symmetric and pos­
itive definite cell-centered potential matrix. The result is a method that 
is related to MPFA and has a variational formulation. This allows them 
to leverage approximation theory from mixed methods and prove second 
order convergence of the scalar at the cell-centers. 

A hallmark of many compatible discretizations, such as Raviart-
Thomas elements, Nedelec elements or mimetic Finite Differences, is the 
use of normal or tangential vector components. This enables discrete ver­
sions of the divergence and the Stokes theorems but poses problems when 
vector fields are needed to compute vector derived quantities such as kinetic 
energy or advective terms. The reconstructed fields may fail to provide lo­
cal conservation of the kinetic energy and the momentum. Reconstruction 
of vector fields from dispersed data is the subject of the contribution by 
Perot et al. Their paper discusses relationship between three low order 
reconstruction operators. Two of these operators are related to mimetic 
finite difference and finite element methods, respectively. The third one is 
a new reconstruction approach proposed by the authors. Perot et al dis­
cuss how explicit reconstruction can be used to define discrete Hodge star 
operators. The paper then focuses on reconstruction approaches that can 
provide local conservation for vector derived quantities such as momentum 
and kinetic energy. 

Software frameworks and computational experiments for compatible 
methods are communicated in the papers by Demkowicz and Kurtz, and 
by White et al. Both papers consider compatible methods for the Maxwell's 
equations. White et al describe an extensible, object-oriented C+-t- frame­
work that closely mimics the structure of differential form calculus. The 
emphasis is on high-order finite element basis functions that form a discrete 
De Rham complex and have the relevant commuting diagram properties. 
As a result, any electromagnetics problem that can be cast in the lan­
guage of differential forms can be easily modeled by their framework. The 
flexibility of the framework is illustrated by solving resonant cavity, wave 
propagation and eddy current problems. Demkowicz and Kurtz develop 
an /ip-adaptive implementation of a coupled finite element/infinite element 
approximation for exterior wave propagation problems. The novel aspect 
of the paper is a family of infinite elements that satisfies an exact sequence 
property. The elements in the new sequence are obtained by multiplying 
basis functions from a standard polynomial De Rham complex by an expo­
nential factor that comes from the far-field pattern. The exactness is with 
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respect to similarly modified differential operators. A series of experiments 
confirms stability of the coupling and exponential rate of convergence ob­
tained by automatic ftp-adaptivity. 

In closing, the editors want to thank the authors for contributing to 
this volume and their cooperation in the editorial process. Special thanks 
are also due to Patricia V. Brick and Dzung N. Nguyen for the excellent 
coordination of the production schedule and assistance in the final prepa­
ration of the papers for the publisher. Dr. C. Romine, formerly of the 
DOE'S MICS Applied Mathematics Research program, offered enthusias­
tic support and encouragement during the preparation of the workshop. 
His help is greatly appreciated. Funding for the workshop was provided 
by the DOE Office of Science's Advanced Scientific Computing Research 
(ASCR) Applied Mathematics Research Program. 
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NUMERICAL CONVERGENCE OF THE MPFA O-METHOD 
FOR GENERAL QUADRILATERAL GRIDS IN 

TWO A N D THREE DIMENSIONS 

IVAR AAVATSMARK*, GEIR TERJE EIGESTADt, AND 

RUNHILD AAE KLAUSEN* 

Abstract . This paper presents the MPFA O-method for quadrilateral grids, and 
gives convergence rates for the potential and the normal velocities. The convergence rates 
are estimated from numerical experiments. If the potential is in fl"l+", Q > 0, the found 
L^ convergence order on rough grids in physical space is min{2, 2a} for the potential 
and min{l, a} for the normal velocities. For smooth grids the convergence order for the 
normal velocities increases to min{2, a}. The O-method is exact for uniform flow on 
rough grids. This also holds in three dimensions, where the cells may have nonplanar 
surfaces. 

K e y words. Control-volume discretization, anisotropy, inhomogeneity, conver­
gence. 

A M S ( M O S ) subject classifications. 65M06, 76S05, 35R05. 

1. Introduction. We consider a control-volume discretization of the 
model equation 

div q = Q, q — -KgTa,du (1.1) 

on a quadrilateral grid. The conductivity K is required to be symmetric 
and positive definite. 

Our applications are solutions of multiphase flow equations in reser­
voir simulation. These equations contain an elliptic operator similar to 
the left-hand side of (1.1), and this motivates our study. The multiphase 
flow equations in reservoir simulation have properties which constrain the 
choice of grid and discretization technique used for the elliptic operator. 
By reformulation of the flow equations, a coupled set of parabolic equa­
tions appear. However, one of these equations (the pressure equation) has 
an elliptic character, while the other equations (the saturation equations) 
have hyperbolic character with a strongly nonlinear convective term. Phase 
transitions which are strongly pressure dependent, may occur. 

Due to the hyperbolicity and the strong nonlinearity of the satura­
tion equations, we require that the discretization scheme should be locally 
conservative. Also, since the phase transitions are pressure dependent, we 
require that the pressure is evaluated at the same point as the saturations. 

* Center for Integrated Petroleum Research, University of Bergen, NO-5020 Bergen, 
Norway (iveLr.aavatsmark8cipr.uib.no). 

t( ge i r teSmi .u ib .no) . 
t ( runhi ldkSif i . u io .no ) . 
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2 IVAR AAVATSMARK, GEIR T. EIGESTAD, AND RUNHILD A. KLAUSEN 

This motivates the use of a control-volume scheme for (1.1), with evaluation 
of the dependent variable u at the center of the cells. 

Stability for nonlinear hyperbolic equations is normally achieved by 
requiring that the chosen scheme is monotone. In reservoir simulation, 
stability is accomplished by upstream weighting of the phase flow. In a 
fully implicit scheme for the flow equations, a simple upstream weighting 
can only be done if the method for the elliptic operator in (1.1) yields 
the flux at the edges as an explicit function of the potential u at some 
neighboring cell centers. 

The grids used in reservoir simulation are normally quadrilateral grids 
with an aspect ratio which strongly deviates from unity. To avoid the 
difficulties of upscaling, the grid layering is normally determined by the 
geological layering. This often yields almost rectangular grids with homo­
geneous cell properties. At faults or in near-well regions, grids with a more 
complex geometry may be preferred. 

In reservoir simulation the conductivity K of (1.1) is given by the 
absolute permeability. It is a tensor which often has a strong anisotropy. 
Because of the symmetry of the tensor, the principal directions are orthog­
onal. The principal directions are often aligned with, and normal to, the 
grid layering. For layers with varying thickness, this is only approximately 
fulfilled. If the layers contain crossbeddings, the principal directions of the 
tensor may be arbitrary. 

The absolute permeability may vary strongly in reservoir simulation. 
Since the potential node should be located at the cell centers, it is therefore 
important that the discrete resistance between two nodes honors the strong 
heterogeneity. This means that for one-dimensional flow, the method 
should give a conductance equal to a harmonic average of the cell con­
ductances. 

In summary, we will describe a control-volume method for equation 
(1.1) which yields the flux at the edges as an exphcit function of the poten­
tial at the cell centers. The conductivity should be symmetric and positive 
definite, but its principal directions may be arbitrary compared to the grid 
directions. The discrete resistance between cell nodes must honor the het­
erogeneity. We will confine ourselves to quadrilateral grids. 

One method with the above properties is the MPFA (Multipoint Flux 
Approximation) method. It can be applied to quadrilateral grids [1, 2, 4, 
8, 18] and to unstructured grids [3, 5, 6, 7, 17], see [1] for a more complete 
bibliography. 

In this paper we introduce the method in a new way which emphasizes 
the connection between anisotropy and grid skewness. Then we present 
convergence results for the method. These supplement the results of [9]. 

There are many variants of the MPFA method; in this paper we only 
discuss the method known as the 0-method. 
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0:3 p2 X4 
1 

1x4 

Xl X2 I 

F I G . 1. Interaction volume (bounded by the dashed lines). 

2. The MPFA O-method. In this section we derive the equations 
for the MPFA O-method in two dimensions. Consider the four quadrilateral 
cells with a common vertex in Fig. 1. The cells have cell centers Xk, and 
the edges have midpoints Xi. The points are enumerated locally as shown 
in the figure. Between the cell centers and the midpoints of the edges we 
draw lines (shown as dashed lines in the figure). These lines bound an area 
around each vertex which is called an interaction volume (also referred to 
as an interaction region in previous papers). Hence, the interaction volume 
in the figure is the polygon with corners XiXiX2X4X4X2X2,x^. 

Within the interaction volume there are four half edges. Below, we 
will show how to determine the flux through these half edges from the 
interaction between the four cells. When the fluxes through the four half 
edges in an interaction volume around a vertex are determined, we may 
repeat the procedure for the interaction volumes of the other vertices. In 
this way, the flux through all the half edges in a grid will be determined. 
When the fluxes through the two half edges of an entire edge are known, 
we may add them to get an expression for the flux through the entire edge. 
An assembly procedure may then be performed to construct a system of 
difference equations corresponding to Eq. (1.1). 

This procedure also holds for the half edges at the boundary of a 
domain, if the boundary conditions are given as homogeneous Neumann 
conditions. Outside the real cells we can put a strip of artificial cells with 
vanishing conductivity. The same procedure as described above for the 
interaction volumes around the vertices at the boundary then gives the flux 
through the half edges separating the real boundary cells. More general 
boundary conditions are discussed in [9]. 

We now show how the fluxes through the four half edges in an interac­
tion volume may be determined. In each of the four cells of the interaction 
volume, the potential u is expressed as a linear function. The value of the 
potential in each cell center determines one of the coefficients in each cell for 
these linear functions. The linear function determines the flux through the 
half edges of the cell and the potential at the half edges. We require that 
the fluxes through the half edges in an interaction volume are continuous, 
and that the potentials at the midpoints of the edges are continuous. This 
yields eight equations for the determination of the unknown coefficients of 
the linear functions in the cells. 
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1/1 W 

» - n i 

F I G . 2. Triangle with edge normals Vi F I G . 3. Normal vect ors m ce Ilk. 

Every linear function is decribed by three coefficients, but one of them 
is already determined throught the potential value at the cell center. All 
together there are therefore eight unknown coefficients for the linear func­
tions. They are determined through the eight continuity equations. Note 
that the continuity principles used here, are exactly the same as the prin­
ciples used to derive the classical two-point flux formula [1]. 

Every cell is shared among four interaction volumes. The linear func­
tions for the potential in a cell, may vary from interaction volume to interac­
tion volume. This does not cause any difficulties, since the linear functions 
are only used to determine an expression for the flux. In the resulting 
difference equations, only the potential at the cell centers appears. 

For each interaction volume, the linear functions in each cell may be 
determined in the following way. On a triangle with corners Xi, i = 1, 2, 3, 
any linear function may be described by 

u{x) = 'Y^Ui(l)i{x). (2.1) 

Here, Uj is the value of u{x) at vertex i, and (j)i{x) is the linear basis 
function defined by (i>i(xj) = 5ij. The gradient is easily calculated to be 

gradi^ij = ——p;i (2.2) 
2F' 

where F is the area of the triangle. Here, Vi is the outer normal vector 
of the edge lying opposite to vertex i, see Fig. 2. The length of Vi equals 
the length of the edge to which it is normal. For these normal vectors the 
following relation holds 

E^* = o- (2.3) 

i= l 

Thus, the gradient expression of the potential in the triangle may be written 

3 

grad u 
2F ^ 2F 

[{U2 - Ui)l'2 + ("3 - -"1)1/3] . (2.4) 
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Now consider the grid cell in Fig. 3. The grid cell has index k and cell 
center Xk- Using local indices, the midpoints on the edges are denoted xi 
and X2, and the associated normals on the connection lines between the 

{k) ,ik) cell center and the midpoints of the edges are denoted t ' j ^^^ ^ i > see 
Fig. 3. Later, it will appear suitable to let the vectors u] point in the 
direction of increasing global cell indices. In this cell we therefore reverse 
the direction of these vectors. Other locations of the points Xi and X2 on 
the edges are also allowed [8], but tha t will not be considered in this paper. 
Using the formula (2.4) on the triangle a;fcSiS2 yields 

1 
g r a d u = - — [u\ '{ui - Uk) + v\ ' {u2 

^i'k 
Uk) (2.5) 

where Ui = u[Xi), i = 1,2, and u^ = u{xj.). Obviously, for Eq. (2.5) to be 
valid, the vectors v\ ' and t/j have to be hnearly independent. Each of the 
edges can be associated with a global direction, defined through the unit 
normal n^. We will also let rii point in the direction of increasing global 
cell indices. The flux through half edge i as seen form cell k is denoted /^ . 
The flux may now be determined from the gradient of the potential in the 
cell. For the fluxes in the cell in Fig. 3, the following expression appears 

Ak) 
_J2 

= -

(• 
1 T 

F 

K, 

T 

T 

Kk grad u 

Ku ik) „(fc) 
" 2 

Uk 

Uk 

(2.6) 

where Fj is the length of half edge i. By defining the matr ix 

Gk = 
1 

1 

FanJ Kk Ak) ,(k) 
'1 Uo 

ik) TmiKki^T' T^niKki^'^ 
(k) 

T2n'^KkV 

Eq. (2.6) may be writ ten in the form 

•fiky 

Ak) 
J2 

(k) 
1 r2n^Kkt^2 

(fc) 

(2.7) 

• U i 

U2 

•Uk 

•Uk 
(2.8) 

Now consider the interaction volume in Fig. 4. Through the normal vectors 
introduced here, the matr ix Gk is defined for all the four cells. Thus, 

(2.9) Ai) 
J3 
' Ai) 
J2 
A3) 

= - G l 

= -G3 

Ui — Ui 

M3 - Ui 

U2 -Uz 

Us - U3 

) 

5 

A-i) 

>(4)" 
J2 
f(4) 

= -G2 

= -G4 

U2 - Ui 

U4 — U2 

Ui — U2 

U\ — U4 
(2.10) 
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FIG. 4. Normal vectors with local numbering in an interaction volume. 

Here, as before, Uk = u{xk) and Uj = u{xi), see Fig. 4. Compared to cell 
1, we have reversed the directions of i^l', U2 \ I'l , and u^ (see Fig. 4). 
The differences u i — W2, U3 — U3, U2 — U4, and U4 — U4 therefore appear in 
the expressions (2.9) and (2.10) with opposite sign. 

The continuity conditions for the fluxes now yield 

/ I — J i — / i > 
f _ f(4) _ f(3) 
J2 — J2 — /2 ' 
f _ f(3) _ f(l) 
73 — Js — /3 I 

U — h — h • 

Using the expressions (2.9) and (2.10), these equations become 

J- ( 1 ) / - ^ ( 1 ) / - ^ ( 2 ) / - \ ( 2 ) / - \ 

/ l = -5 l , i (Wl -Wl ) -5 l , 2 (^ ' 3 -Wl ) = 3 j I ( M I - M 2 ) - 5 I , 2 ( " 4 - W 2 ) , 

/2 = 91^}{U2-U4) + g^^l{Ui-U4) = -g'^l{u2-U3) + 5^^^ (U3-U3), 

J- ( 3 ) / - \ , ( 3 ) / - X ( 1 ) / - \ ( 1 ) / - \ 

h = -52 , l (^ i2-W3)+P2,2("3-U3) = -52,1 ( " l - " l ) - 0 2 , 2 ( " 3 - " l ) , 
.c (2)/- \ (2)/- x (4)/_ s , (4)/_ -, 
74 =52 , l (Wl -"2 ) -52 ,2 ( ' "4 -M2) = 52,1 ("2--"4) + 52,2( '"4-"4)-

(2.11) 

(2.12) 

The Eqs. (2.12) contain the edge values u i , U2, M3, and M4. Tacitly we have 
here used the same expression for the edge value of the cells at each side 
of an edge, and thereby implicitly demanded continuity of the potential at 
the points Xi, X2, S3, and X4. 

If the matrix Gk is diagonal for all cell indices k, the grid is called 
K-orthogonal. The system of equations (2.12) is then no longer coupled, 
and the flux through the edges can be determined by eliminating the edge 
values Ui. This gives a two-point flux expression. If the grid is not K-
orthogonal, the edge values u, may still be eliminated in each interaction 
volume. We then proceed in the following way. 
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h 

- A 

FIG. 5. Flux stencil. FIG. 6. Flux through the cell edge 
of a cell. 

The fluxes of the system of equations (2.12) can be collected in the 
vector / defined by / = [/i, /a, /a, fii^- The system of equations further 
contains the potential values of the cell centers u = [ui, 1x2, W3, W4] and 
thepotentialvaluesat the midpoints of the cell edges t; = [ui, U2, O3, •1*4]'̂ . 
The expressions on each side of the left equality sign of (2.12) can therefore 
be written on the form 

f = Cv + Fu. (2.13) 

The expressions on each side of the right equality sign in the system of 
equations (2.12) may after a reorganization be written in the form 

Av = Bu. (2.14) 

Hence, v may be eliminated by solving Eq. (2.14) with respect to v and 
putting V = A~^Bu into (2.13). This gives the flux expression 

f = Tu, 

where 

T==CA-'B + F 

(2.15) 

(2.16) 

The entries of the matrix T are called transmissibility coefficients. Equation 
(2.15) gives the flux through the half edges expressed by the potential values 
at the cell centers of an interaction volume. 

Having determined the flux expression for all half edges, the two flux 
expressions of the two half edges which constitute an edge, can be added. 
This is shown in Fig. 5, where the cells 1, 2, 3, and 4 constitute one in­
teraction volume, and the cells 1, 2, 5, and 6 constitute another. The flux 
stencil of the edge between cell 1 and 2 will therefore consist of the six cells 
of the figure. When the flux expressions have been found, these may be 
used in a discrete variant of Eq. (1.1). For the cell shown in Fig. 6 this 
yields the equation 

h + f2-h-h = VQ, (2.17) 
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*-a 
(fc) 

F I G . 7. Normal vectors in parallelogram cells. 

where fi is the flux through the entire edge i, V is the volume of the cell, 
and the source term Q has been approximated by a constant in the cell. 
This is a difference equation with u at the cell centers as the unknowns. 

If two neighboring cells have vanishing conductivity, the corresponding 
row in the matrix A vanishes, and hence, the matrix A is singular. Because 
there is no need to determine the flux across the interfaces of cells with 
vanishing conductivity, the system may be reduced, and this will remove the 
singularity. However, it is more favorable to retain the system of unknowns 
and redefine the matrix A such that it becomes nonsingular. This is easiliy 
done by setting the diagonal elements of the vanishing rows in the matrix 
A equal to 1. The new system of equations has for the interfaces between 
cells with nonvanishing conductivity the same transmissibility coefficients 
as the reduced system. 

For homogeneous media, test runs indicate that the matrix A is well 
conditioned, also for geometrically distorted cells. On the tested rough 
grids, the condition number satisfied cond2 A < 50. 

If cell k in Fig. 3 is a parallelogram, the expression for the matrix Gk, 
Eq. (2.7), is simplified. For a parallelogram-shaped cell with index k, we 
denote the normal vectors of the edges with aj ' , i = 1,2. These have 
length equal to the length of the edges. The normal vectors are shown in 
Fig. 7. Obviuosly, T^rii = of' jl and i/f^ = af^jl. Further, Fk = Vfc/8, 
where V^ is the area of cell k. It follows that for a parallelogram-shaped 
cell. 

G h =̂  a 
(k) (k) 

i T 

O o Kk a 
(fc) „ W (2.18) 

Letting Jk = [a\ , a2 ] , one gets Vk = |det Jfc|, and Eq. (2.18) becomes 

1 
Gk 

idet Jfc Jk^kJk- (2.19) 
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Hence, for a parallelogram cell the tensor G^ is symmetric. Equation (2.19) 
is a congruence transformation. Thus, the tensor Gk, as given by (2.18), 
is symmetric and positive definite if and only if Kk has these properties. 
If the tensor Gk is diagonal for all cell indices fc, i.e., if 

af'jK.af^ 0, jy^ J, (2.20) 

then the grid is ii'-orthogonal. 
In the matrix Gk it is sometimes useful to perform a splitting, such 

that anisotropy and grid skewness appears in one matrix and the mesh 
distances in another. If Ar)k is the length of a\ and A /̂c is the length of 
02 , then for a parallelogram grid, 

1 
G, 

A f̂cAr?/c 
DkHkDk, (2.21) 

where 

Hk 
det[ni, 712] 

det[ni, 712] 

[ni 712] Kk [ni 712] 

njKkni njKkn2 
njKkTii n2Kkn2 

(2.22) 

and 

Dk = diag(A77fc, A^/c). (2.23) 

Here, TIJ is the unit normal vector which is parallel with a^ , see Fig. 7. 
If Hk is diagonal, the grid is /iC-orthogonal. 

2.1. Extension to three dimensions. The principles of the MPFA 
0-method carry over to three dimensions. In three dimensions, an inter­
action volume contains 8 subcells and 12 interfaces, see Fig. 8. The linear 
functions in the eight cells are described by 32 coefficients. Eight of these 
are determined by the potential values at the cell centers. The rest of them 
are determined by the two continuity conditions at each of the 12 interfaces: 
the flux is required to be continuous at the interfaces, and the potential is 
required to be continuous at the interface midpoints. 

The generalization of the equations of section 2 to three dimensions is 
straight forward. However, a three-dimensional cell described by its eight 
corners, generally does not have planar surfaces. The unit normal vector 
Tij of an interface is therefore not a constant across the interface. This can 
be accounted for by integrating the normal vector over the interface of the 
subcell in question. If a cell interface has corners x^, fe = 1 , . . . , 4, see Fig. 
9, the integrated normal vector over the interface of the subcell at vertex 
Xi is 
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-^ ̂  
^ 
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^. 

; : » : * " 

t^ 1 

^K 

$ 

jj 

^ ^ 

^ 

^ 

\ ^ ^ 3 

Xi^ 

3 
X4 

Xi 

\^4 

\ 
:zl^ 

FIG. 8. Tree-dimensional interac­
tion volume (thin lines) with 8 subcells 
and 12 interfaces (thick lines). 

X-z 

FIG. 9. Replacing a quadrilateral 
(solid) by its associated parallelogram 
(dashed). 

n 64 
9(X2 - Xi) X (0:3 - Xi) + 3{X2 - Xi) X {X4 - X2) 

+ 3(034 - X3) X (0:3 - Xi) + (CC4 - X3) X {X4 - X2) 

(2.24) 

The vector n has length equal to the area of the subcell interface, see [1] 
for details. 

2.2. Symmetrization. The method described above yields a system 
of equations 

Mu = b. (2.25) 

This is the discrete approximation of Eq. (1.1). Since the differential oper­
ator of Eq. (1.1) is self adjoint, one would like the matrix M of Eq. (2.25) 
to be symmetric. Further, the matrix M should be positive definite, to 
ensure that (2.25) approximates an elhptic equation. 

Unfortunately, on a general quadrilateral grid the matrix M is not 
symmetric. However, if the matrices Gk, given in Eq. (2.7), are symmetric, 
one may show that the matrix of coefficients M is symmetric [4]. Therefore, 
if all the cells are parallelograms (parallelepipeds in 3D), then the matrix 
of coefficients M is symmetric. For general quadrilaterals, this can be 
accomplished by replacing each cell with its associated parallelogram cell. 
This is shown for two dimensions in Fig. 9. The associated parallelogram 
is constructed as follows. Let S^, k = 1,...,4, be the four midpoints 
of the edges of the quadrilateral, see Fig. 9. Draw the lines S1X2 and 
S3X4. Through each of the midpoints Xi and X2, lines parallel to 3:3^4 are 
drawn. Through each of the midpoints S3 and S4, lines parallel to X1X2 
are drawn. The resulting quadrilateral (shown with dashed lines in Fig. 9) 
is the associated parallelogram. 

Replacing each quadrilateral with its associated parallelogram yields 
a symmetric MPFA method. However, the order of convergence is gen­
erally lower, as shown in subsection 3.1. The described symmetric MPFA 
method is equivalent to the method which appears when each quadrilateral 
is transformed to a reference space with a bilinear mapping, and the flux 
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is calculated in the reference space, using the Jacobian matrix evaluated 
at the cell center [1]. For a parallelogram, the matrix J~ of Eq. (2.19) 
equals the Jacobian matrix dx/d$, of the bilinear mapping. 

3. Convergence. In this section we test the convergence properties of 
the MPFA 0-method on quadrilateral grids by numerical experiments. In 
the derivation of the method, we made use of the cell center, without defin­
ing the location of this center. We will first test which location is the best 
in terms of convergence. Further, we investigate different grids for the same 
reference solution (on homogeneous media). We also compare the solutions 
obtained by discretizing on the physical quadrilaterals and discretizing on 
the associated parallelograms. Finally, we discuss the convergence rates on 
physical quadrilaterals for solutions with different smoothness. Most of the 
test runs are in 2D, but at the end we supplement with 3D test runs. 

In this section, the potential u is termed the pressure as in reservoir 
simulation. Except for the test runs of subsection 3.2, the convergence rates 
are measured by the following discrete L^ norms for both the pressures and 
the edge normal velocities [9], 

/ \ 1/2 

| |w/ j -W|IL2 = ( X^^i( '" / i . , i - •" i )^] . (3-1) 

hh - g|L. = ( E W^+ + V3-){qKi - l^f) • (3-2) 

Here, q = q-n\& the edge normal velocity. Subscript h refers to the discrete 
solution. Further, Vi is the volume (area) of cell i, and V ±̂ are the volumes 
of the two cells separated by edge j . The total volume of the simulated 
domains is for all test cases equal to unity. 

3.1. 2D results in iP' norm. Figure 10 shows some of the grids 
used in the test runs. One grid is constructed such that the entire grid 
has to account for an internal 120° grid line (Fig. 10.a). Another grid is a 
uniform parallelogram grid with internal acute angles of 45° (not shown in 
the figure). A third grid is a zig-zag parallelogram grid (Fig. 10.c). 

A randomization may be performed for the grids [10, 11, 15]. By 
displacing the corners of the grid in Fig. 10.a by a random hP pertubation, 
a grid with an arbitrary roughness appears. Such a rough grid is shown 
in Fig. 10.b. Finally, the grid shown in Fig. 10.d will be applied for a test 
case found in [8]. 

The first test cases are performed with the solution 

u{x,y) = cosh(7ra;) cos(7ry) (3-3) 

of the problem (1.1) on an isotropic, homogeneous medium. The bound­
ary conditions are given by Dirichlet conditions, and are implemeted by 
interpolation [8, 9]. 
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F I G . 10. Grids used for simulations. From left ro right: (a): Smooth grid, (b): 
Random h^ perturbution of the smooth grid, (c): Zig-zag parallelogram grid, (d): Grid 
used for simulation of (3.7). 

F I G . 11. Vertex center Xy and area center Xa of a quadrilateral. 

We begin by testing different cell center locations. For quadrilaterals, 
there are two "natural" cell centers. The first is the vertex center 

Xy = | ( x i +X2 + X3 + Xi), (3.4) 

where Xi, i = 1,.. 
the area center 

,, 4, are the vertices of the quadrilateral. The second is 

(3.5) 

where V is the quadrilateral. These centers are shown in Fig. 11. The 
area center is the barycenter of the area, whereas the vertex center is the 
barycenter of the vertices. 

The use of these two cell centers is tested on the grid shown in Fig. 
10.b for the solution (3.3) in a homogeneous medium. Since the grid is 
rough, the two different cell centers may deviate significantly. 

As seen in Fig. 12, the convergence order is the same for both cases, but 
the normal-velocity error is smaller when using the vertex center compared 
to the use of the area center. In the following we therefore use the vertex 
center in all test runs. 

Test runs on the different grids of Fig. 10 with the solution (3.3) are 
now performed. The convergence for the discretization in physical space 
is considered for these cases. As seen from Fig. 13.a, the convergence is 
second order for the pressure for the skew grid in Fig. 10.a, the uniform 
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Pressure Convergence Normal-velocity convergence 

FIG. 12. Test on cell center location with solution (3.3) on the grid in Fig. 10.h. 
Left (a): Pressure. Right (b): Edge normal velocities. 
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logJI/h) 

FIG. 13. Convergence behavior for the solution (3.3), Left (a): Pressure. Right 
(b): Edge normal velocities. 

parallelogram grid, and the zig-zag parallelogram grid in Fig. 10.c. The 
velocity convergence is second order for both the parallelogram grids and 
the skew grid. Note that the domain of the uniform parallelogram grid 
is different from the domain in the other test cases. Therefore, only the 
order, and not the magnitude of the error, may be compared. 

Figure 13 also shows the solutions on the rough grids shown in Fig. 
10.b. For a random h} perturbation, the pressure is still seen to converge 
as h?, whereas the convergence rate for the velocities gradually decreases 
to h^, although almost h^-^ is observed in the first refinement levels. If the 
perturbation is of order h? ̂  the velocity convergence is again of order h?. 
Various h^ perturbations have been tested for 1 < /3 < 2, and the specific 
case /3 = 1.5 is plotted in Fig. IS.b. Convergence of order h^-'^^ is observed 
in the latest refinement step here. 

Next, we compare the symmetrized version with the unsymmetric ver­
sion, i.e., we compare the use of associated parallelograms with the use of 
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F I G . 14. Convergence behavior of pressure and edge normal velocities for the piece-
wise quadratic solution (3.7) on the grid in Fig. 10.d. 

the physical quadrilaterals. Use of associated parallelograms may also be 
referred to as calculation in a reference space, since this method is identical 
to the method achieved by using the bilinear mapping of Sec. 2.2. 

The example uses a reference solution which is a piecewise quadratic 
pressure, taken from [8] for a case where the medium is layered. The domain 
is [0,1] X [0,1], and the discontinuity line follows x = 1/2. Conductivities 
of the medium are specified by 

K, 
50 0 
0 1 

Kr 
1 0 
0 10 

for which the following analytical solution holds 

u{x,y) 
ClX" diy'^, a ; < l / 2 . 

flj. + brX + CrX"^ + dr'lp', X > 1 /2. 

(3.6) 

(3.7) 

The coefficients of (3.7) are comprised of the defined conductivities [8]. 
This case is simulated on the grid in Fig. lO.d, and the results are 

shown in Fig. 14. The asymptotic order of convergence again seems to be 
h? for both the pressure and normal velocities in physical space (the nor­
mal velocities converge as h^-^ in the last refinement level). The order of 
convergence seems to be h? in the limit for both the pressure and normal 
velocities in computational space for an unperturbed grid, but initial er­
rors are larger for the computational space discretization. When /I'^-order 
perturbations are introduced for the corners of the grid, we see that the 
convergence of the normal velocities decreases to h^, whereas ft-^-order con­
vergence is retained for the pressure. The velocity convergence in physical 
space is still close to h?, and the curve will here almost coincide with the 
curve for the unperturbed grid. Increasing the perturbations to order h^, 
our tests show that the pressure may converge slower than h^, whereas the 
velocities may not even converge. For discretization in physical space, the 
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\ "̂  

FIG. 15. Corner with 
regions 1, 2, 3, and 4. 

FIG. 16. Solution (3.8) wiLh a « 1.4787. 

pressure converges as order h'^, whereas velocities converge as order h^. 
Convergence on perturbed grids for the reference space discretization wiU 
be an issue for further research. 

We conclude that although symmetry is achieved by this discretization, 
the price to pay is in general less accuracy, and even loss of convergence 
for the velocities. 

The third test series consists of cases where internal corners of the 
medium exist and impose singularities on the velocity field [14, 19]. Such 
cases have been extensively tested for MPFA in [9]. Areas where grid 
cells with different conductivities meet, are encountered extensively for 
grids used in reservoir simulation, and may give rise to singular solutions. 
Nonorthogonal grid cells must also be used to handle the geo-description. 

In Fig. 15, each of the regions labeled 1 to 4 may have different con­
ductivities, and this may yield a singularity at the corner where the regions 
meet. We assume that the medium is isotropic, and use w = 27r/3 = 120°. 
Let the distance from the corner be r and the angle from the a;-axis be 0. 
In the case where the conductivities in the regions 2, 3, and 4 are equal, 
there exists a solution of (1.1) of the form 

u{r, 6) = r" 
cosa{0~n/3) for 61 G [0,27r/3], 

cfcosa(47r/3 - 0) for 0 e [27r/3,27r], 
(3.8) 

where a = (S/TT) arctan y^l + 2//c and d = cos(a7r/3)/cos(2a7r/3). Also, 
K = ki/k2 is the conductivity ratio. For K > 0 one gets exponents a G 
[0.75,1.5]. The solution (3.8) belongs to the space ^ 1 + " - " for any e > 0. 

The case K = 10"^ yields a w 1.4787. This solution is shown in Fig. 
16, and is simulated on the grids shown in Figs. 10.a and 10.b. As seen 
from Fig. 17, the convergence rate in L^ norm is h? for the pressure on 
both grids. The convergence rate for the edge normal velocities is h^-^'^ for 
the grid in Fig. 10.a and h^ for the grid in Fig. 10.b. The convergence rates 
in maximum norm shown in the figures are discussed in subsection 3.2. 
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Pressure Convergence Normal-velocity convergence 

log,(1/h) 

F I G . 17. Convergence behavior for the H solution (3.8). Left (a): Pressure. 
Right (h): Edge normal velocities. 

o 
X 

r ^ r ^ . - " 

-+-Refinement 2^ 

-0-Refinement 2° 

1 a 

FIG. 18. Convergence behavior of pressure for varying a in the refinement steps 
2'^ —> 2'"" (dashed) and 2 —> 2 (solid). The ordinate is the h exponent divided by a. 
The asymptotic region is not reached for a < 0.4 for the solid curve. 

The case K = 10-̂  yields the solution a « 0.7547. A similar test as the 
above gives the convergence rates h^-^^ for the pressure and /i°'^^ for the 
edge normal velocities, and is discussed in [9]. These rates hold on both 
grids (Figs. 10.a and 10.b). 

If we let the conductivities in region 1 and 3 be equal, and likewise 
the conductivities in region 2 and 4 equal, solutions with a € [0, 1.5] exist. 
The solution satisfies u{r, 9) = —u{r, 6 — n) with 

u(r, 9) 
cosa(6' — 7r/3) 

(isina(57r/6 — ( 

for 6lG [0,277/3], 

for 61 e [27r/3,7r]. 
(3.9) 

Here, a = (6/7r) arc tan( l / \ / l + 2K) and d = cos(a7r/3)/sin(a7r/6). As 
above, K = ki/k2 is the conductivity ratio. 

Several cases of the form (3.9) with varying regularity (described by a) 
are tested in [9] for the 0-method in physical space for various nonorthog-
onal grids. Finite-element theory [16] yields pressure convergence of order 
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h^". The convergence behavior of the pressure in two grid refinement steps 
for different values of a is plotted in Fig. 18. The refinement steps are 
given as the number of nodes in each direction, and are 2'* —> 2^ for the 
dashed curve and 2'^ —» 2^ for the solid curve. As seen from the diagram, 
the convergence is not fully h'^" yet for the pressure when a decreases. 
However, as the curves show, the smaller a is, the later the asymptotic 
region of convergence is entered. The same trend is seen for mixed finite 
element formulations, see [9] for a specific implementation. 

Normal velocities are seen to converge with order h°' for the same 
refinement levels for examples with a > 0.3, and then experience a decrease 
for smaller a's which is similar to the decrease in pressure convergence. 

In conclusion, the simulated runs indicate the following error bounds 
for discretization on arbitrary grids in physical space, 

\\uh -•"11^2 ~ h^, (3.10) 

kh-qh^-^h. (3.11) 

These error bounds require that u £ H^. If u S H^ and the grid is a 
parallelogram grid or a smooth quadrilateral grid, the convergence order 
in (3.11) becomes /i^. 

If u e iJ^+", a < 1, the simulated runs indicate the following error 
bounds for discretization in physical space, 

| | M ^ - W | | ^ . - / i 2 " , (3.12) 

\\qh-qh2^h". (3.13) 

Equation (3.13) stih holds for u G H^+°', a e [1,2], provided the grid is 
smooth. 

3.2. 2D results in maximum norm. Figure 13 shows convergence 
results in L^ norm for the solution (3.3). For these test examples we have 
also measured the error in maximum norm. These results are shown in 
Fig. 19. As can be seen in Fig. 19.a, the convergence rate for the pressure 
is /i^ for the grids shown in Figs. 10.a, 10.b, and 10.c, as well as for the 
uniform parallelogram grid. This is the same convergence rate as found for 
the error in L^ norm. 

Figure 19.b shows the error of the edge normal velocities in j-direction. 
Here, the convergence rate is h^ for the grids shown in Figs. 10.a, 10.b, and 
10.c. Only the uniform parallelogram grid gives second order convergence 
in the maximum norm. Thus, for the normal velocities, the L^ error is 
second order for smooth grids, but the L°° error is second order only for 
uniform grids. 

The error in maximum norm has also been measured for the H'^-^^ 
solution shown in Fig. 17. As can be seen, the convergence rate for the 
pressure is roughly /i^-^^ for the grids shown in Figs. 10.a and 10.b. The 



18 IVAR AAVATSMARK, GEIR T. EIGESTAD, AND RUNHILD A. KLAUSEN 

Velocity Convergence; L 

-Unperturbed 
• Randomized; h 

- « - Zig-zag. Parallel 
-e-Unif. Parallel 

F I G . 19. Convergence behavior in maximum norm, for the solution (3.3). Left (a): 
Pressure. Right (h): Edge normal velocities. 

convergence rate for the edge normal velocities is roughly hP-^"^ on the grid 
shown in Fig. 10.a. There was an oscillatory behavior for the edge normal 
velocities on the /i-perturbed grid of Fig. 10.b. 

The above results can be summarized as follows. For u G H^^^, a > 0, 
the error bound in the pressure seems to be 

W-u\\^ Lmin{2,a} (3.14) 

For smooth solutions, the found error bound for the edge normal velocities 
is h^. The discussed test runs do not clarify the regularity required to 
achieve this convergence rate for rough grids. For smooth grids, however, 
the error bound in the edge normal velocities seems to be /jmin{i,Q:-i}^ 
provided u G H^^°', a > 1. 

The L°° convergence rates which are indicated above, must be taken 
with precaution. For example, it is by no means clear that only the Sobolev-
space regularity and the grid smoothness determine the L°° convergence 
rates. A property like the monotonicity of the method [13] might be im­
portant for these convergence rates. 

3.3. 3D results on uniform flow. Numerical test runs are next 
performed on three-dimensional grids in physical space. When going from 
2D to 3D, general positioning of corners of the control volumes implies 
that bilinear cell surfaces may arise. These surfaces may for some methods 
create additional difficulties for handling of fluxes across cell interfaces [12]. 
In particular, methods that rely on a transformation from the physical grid 
to an orthogonal reference grid, will not be able to reproduce uniform flow 
exactly. 

This is not the case with the 0-method discretization in physical space. 
As an example, a 3D grid created by random h perturbations of the corners 
in all directions of an initial orthogonal grid, is shown in Fig. 20. The 
numerical pressure is exact to working precision (10^^®) when uniform flow 
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; 
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F I G . 20. 3D grid. All comers 
perturbed randomly in x, y, and z 
direction. 

FIG. 21. Convergence behavior for pres­
sure and normal velocities of i-edges of 3D 
grids. 

is used as a reference case for all possible conforming grids that we have 
tested. This applies for both of the cell center definitions (3.4) and (3.5). 
The exact solution property is explained by the way the transmissibilities 
are derived in 3D in physical space. The term — J^ n^Kgraduda for each 
edge is discretized by the assumption of piecewise linear pressure as in 2D. 
The normal vector n is parametrized in (2.24) for general bilinear surfaces, 
and — f^nda is hence evaluated correctly. For linear pressure, gradw is 
constant, and the flux discretization that the transmissibility calculations 
apply, is therefore exact. Together with the uniform flow result for 2D cases 
in [9], this then implies that the pressure solution for the 0-method in 3D 
is exact for uniform flow, and this is verified by our numerical results. This 
again shows the superiority of the discretization in physical space. 

3.4. 3D results in L norm. Next, a case of nonuniform flow is 
tested for our 3D implementation of the 0-method. It is trivial to verify 
that the function 

i{x, y, z) = sin(-\/27rx) sinh(7ry) sinh(7rz) (3.15) 

is a solution to the problem (1.1) when the medium is isotropic and homo­
geneous. The convergence is examined for both the pressure and normal 
velocities for the set of i-edges in a parallelepiped grid and the grid in Fig. 
20, and is depicted in Fig. 21. Dirichlet boundary conditions which cor­
respond to the reference solution, are implemented by artificial layers of 
grid cells. The first test shows the numerical results for a uniform paral­
lelepiped grid on a given domain. As is expected, both the pressure and 
normal velocities converge as K^ when the grid is refined uniformly. 

The second test shows the convergence behavior for an orthogonal 
initial grid for which all corners are arbitrarily perturbed by terms of order 
h in all directions, but for which nonoverlapping grid cells do not occur. 
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The pressure still converges as /i^, but the normal velocity convergence 
decreases to h as is expected from the results in 2D. 

The 3D test runs agree with the estimated convergence rates in 2D. 
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DIFFERENTIAL COMPLEXES A N D STABILITY OF FINITE 
ELEMENT METHODS I. THE DE R HA M COMPLEX 

DOUGLAS N. ARNOLD*, RICHARD S. FALKt, AND RAGNAR WINTHER* 

Abstract . In this paper we explain the relation between certain piecewise polyno­
mial subcomplexes of the de Rham complex and the stability of mixed finite element 
methods for elliptic problems. 

K e y words. Mixed finite element method, de Rham complex, stability. 

A M S ( M O S ) subject classifications. 65N12, 65N30. 

1. Introduction. Many standard finite element methods are based 
on extremal variational formulations. Typically, the desired solution is 
characterized as the minimum of some functional over an appropriate trial 
space of functions, and the discrete solution is then taken to be the mini­
mum of the same functional restricted to a finite dimensional subspace of 
the trial space consisting of piecewise polynomials with respect to a trian-
gulation of the domain of interest. For such methods, stability is often a 
simple consideration. For mixed finite element methods, which are based on 
saddle-point variational principles, the situation is very different: stability 
is generally a subtle matter and the development of stable mixed finite ele­
ment methods very challenging. In recent years, a new approach has added 
greatly to our understanding of stability of mixed methods and enabled the 
development of stable methods for a number of previously intractable prob­
lems. This approach is homological, involving differential complexes related 
to the problem to be solved, discretizations of these complexes obtained by 
restricting the differential operators to finite dimensional subspaces, and 
commutative diagrams relating the two. See, e.g., [1, 2, 14, 18]. In this pa­
per we will survey these ideas. While the presentation aims to be relatively 
self-contained, it is directed primarily at readers familiar with the classical 
theory of mixed finite element methods as exposed in, for instance, [12]. 

We will concentrate first on the problem of steady state heat conduc­
tion. In this problem we seek a scalar temperature field u and a vector flux 
field (T defined on the domain of interest Q. C M". These satisfy Fourier's 
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law of heat conduction 

Aa + gxadu = 0 on Q, (1.1) 

and the equation of thermal equilibrium 

divCT = / o n f i . (1.2) 

Here A is the thermal resistivity tensor (the inverse of the thermal conduc­
tivity tensor), an n x n symmetric positive-definite matrix field (scalar for 
an isotropic material), and / the given rate of heat generated per unit vol­
ume. To obtain a well-posed problem, these differential equations must be 
supplemented by suitable boundary conditions, for example, the Dirichlet 
condition u = 0 on dfl. 

Multiplying the constitutive equation by a test field r and integrating 
by parts over il (taking into account the homogeneous Dirichlet boundary 
condition), we obtain 

f Aa-Tdx- f udivTdx^O Vr e F(div,fJ;R"), (1.3) 
Jn Jn 

while from the equilibrium equation we obtain 

divavdx= / fvdx Vv e L^(fi). (1.4) 
n Jn 

The space i7(div,r2;E") consists of all vector fields r : f2 ^ M" which 
are square integrable and for which the divergence d ivr is also square 
integrable. The pair of spaces H{div,Cl;E.'^), L'^{Cl) are the natural ones 
for this problem. Indeed, it can be shown that for any / S L^(f2), there 
is a unique pair (u, w) € i7(div, f2; R") x L'^{fl) satisfying (1.3) and (1.4), 
and so providing a (weak) solution to (1.1) and (1.2) and the boundary 
conditions. 

Equivalent to the weak formulation is a saddle-point variational for­
mulation, namely 

(cr, u) = argcrit 
(T,-u)eH(div)xL' ' ' L 

/ {—AT • T — wdivr) dx + fvdx (1.5) 

A more familiar variational characterization of the solution of the heat 
conduction problem is Dirichlet's principle, which involves the temperature 
field alone: 

u = argmin ( - / A~^gradt; • gvadvdx — fvdx 

This is connected to the second order scalar elliptic equation 

— div A~^ gradu = f on fl 
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and its natural weak formulation. A standard finite element methods uses 
a finite element subspace V^ of H^{Q.) and defines the approximate solution 

Uk = argmin I - / A~^ gradu • graduda; — fvdx) . 
veVh V 2 y J J 

Such a method is automatically stable with respect to the H^ norm, and 
consequently the quasioptimal estimate 

11" - UhWm < C inf ||u - V\\HI 
veVh 

holds (with C depending only on A and Q,). 
Returning to the saddle-point formulation, a mixed finite element 

method defines an approximation solution ah, Uh belonging to finite el­
ement subspaces S^ c iJ(div, f2;R"), T4 C i^(fi), by 

{<yh,Uh)= argcrit 
{T,v)eT,hXVh 

-AT -T — VdivT)dx + j fvdx (1.6) 

The corresponding quasioptimal estimate 

Ik - cr/ilk(div) + \\u - UhWi^ < C{ inf \\a - T||^(div) + inf ||w - V\\L2) 

will, however, not hold in general. This requires stability, which holds 
only for very special choices of the finite element spaces. The method 
(1.6) falls into a well-studied class of saddle-point discretizations for which 
sufficient (and nearly necessary) conditions for stability can be given [8, 12]. 
Namely the discretization will be stable if there exist constants ci and C2, 
independent of the discretization parameter h, such that 

(Al) ||T||//(div) < ci||T||i2 whenever r £ S/j satisfies J^vdivrdx = 0 
for all V eVh. 

(A2) For all nonzero v GVh, there exists nonzero r e S/j with 
J^vdivrdx > C2||r||H(div)||^^||L2. 

The development of finite element methods satisfying these stability 
conditions is quite subtle. In the next section, we illustrate this in the 
simplest case of 1 dimension. In Section 3, we review the two main fam­
ilies of stable finite element spaces for this mixed problem in arbitrary 
dimensions. Section 4 is a concise review of the main relevant concepts of 
exterior algebra and exterior calculus, particularly the de Rham complex, 
the Hodge Laplacian, and the Koszul complex. With these preliminaries, 
we develop families of finite element discretizations of differential forms of 
all orders in all dimensions, and show how to combine them into piece-
wise polynomial subcomplexes of the de Rham complex, obtaining 2"~^ 
such subcomplexes in dimension n for each polynomial degree. The finite 
element spaces involved in these subcomplexes provide most of the stable 
finite elements that have been derived for mixed problems closely related 
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to a Hodge Laplacian. In the final section, we show how to use these sub-
complexes and the commutative diagrams relating them to the de Rham 
complex to obtain stability of mixed finite element methods. For reasons 
of space, many results are stated in this paper without proof. Proofs for 
most of the assertions can be found in the cited references, while for the 
material new here (the 2"~^ subcomplexes and the degrees of freedom in 
(5.1)), a more complete presentation will appear elsewhere. 

2. Some 1-dimensional examples. The subtle nature of stability 
of finite elements for this problem arises already in the simplest case of 
one-dimension, with A = 1. Thus we are approximating the problem 

(7 + u' = 0, CT' = / o n (-1,1) , u (± l ) = 0. 

We shall present some examples to illustrate both stable and unstable 
choices of elements for this problem. Although in this simple 1-dimensional 
context, these results can be fully analyzed theoretically, we will limit our­
selves to displaying numerical results. 

A stable choice of elements in this case consists of continuous piece-
wise linear functions for the flux and piecewise constant functions for the 
temperature, which we shall refer to as the Vi°'^^-Vo method. The exact 
and numerical solution are shown in Figure 1 for uniform meshes of 10, 
20, and 40 subintervals, first in the case where u{x) = 1 — |a;|^'^, and then 
for the rougher solution case, u S H^ and 
a G i7^, but in the second case, u £ H^ and a G i?^~^ for s < 7/4 but 
not larger, which limits the order of convergence of the best approximation 
by piecewise linears to a. In the first part of Table 1, we see clearly that 
II''' ~ ^/ilU^ = 0{h?) and \\u — ^̂ 11̂ 2 = 0{h), both of which orders are op­
timal. In the second part of the table, the order of convergence is lowered 
due to the lowered smoothness of the solution, but the convergence order is 
as high as that of the best approximation, illustrating the stability of this 
method. 

By contrast, if we use continuous piecewise linear elements for both 
a and u (e.g., in the hope of improving the order of convergence to u), 
the method is not stable. For the smoother problem, u{x) = 1 — \x\''/'^, we 
again have second order convergence for a and first order (not second order) 
convergence for u. But for u{x) = 1 — |x|^/*, the convergence is clearly well-
below that of the best approximation, a manifestation of instability, which 
is plainly visible in Figure 2 and Table 2. This example has been analyzed 
in detail by Babuska and Narasimhan [5]. 

In Figure 3, we show the result of using continuous piecewise quadratic 
elements for a and piecewise constant elements for u (e.g., in hope of im­
proving the order of convergence to a). The method, which was analyzed 
in [9], is clearly unstable as well. 

Although this 7'|°"'-Po method is not stable, the V^°'^^-Vi method 
is. In fact, in one dimension the 'P^°"*-'Pr-i method (continuous piecewise 
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F I G . 1. The 7'j°"'-'Po mixed method (which is stable) for meshes of 10, 20, and 40 
elements. Lines 1 and 2: a^ versus u and Uh versus u for the V^°"^-Po mixed method 
when u{x) = 1 — |x | ' ' '^ . Lines 3 and 4: same with u{x) = 1 — | x p ' * . 

polynomials of degree r for the flux and arbitrary piecewise polynomials of 
degree r — 1 for the temperature) is stable for any r > 1. 

3. Basic mixed finite elements in higher dimensions. Consider 
now the saddle point problem (1.5) in n dimensions and its discretization 
(1.6) using finite element spaces E^ and Vh consisting of piecewise polyno­
mials with respect to a simplicial decomposition Th of Q.. A simple choice 
of elements, which we saw to be stable in one dimension, is Vi°"'*-Po: 

E^ = { rGi / i ( f i ;M") | T | T e P i ( T ) VT G T^ }, 

Vh = {v€ L\n) I V\T e VoiT) VT e % }. 
(3.1) 

However, for n > 1, this choice is highly unstable. In fact, on generic trian­
gular meshes the discrete problem is singular and Uh is undetermined. And 
even if a^ could be determined, it would belong to the space of divergence-
free continuous piecewise linear functions, which reduces to the space of 
global constants on many triangular meshes, so does not offer any approx­
imation. 

However, there are several stable choice of elements in higher dimen­
sions that may be regarded as natural extensions of the simple •pJ°"'-'Po 
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TABLE 1 

Errors and orders of convergence for the Pf°"*-Po mixed method. 

U 1 17/2 

n 

10 
20 
40 
80 

160 

| | (7 -

err. 

4.78e-02 
1.20e-02 
2.99e-03 
7.49e-04 
1.87e-04 

- c r / i | | L 2 

% 

3.348 
0.838 
0.210 
0.052 
0.013 

order 

2.00 
2.00 
2.00 
2.00 

\\u 

err. 

1.18e-01 
5.87e-02 
2.93e-02 
1.46e-02 
7.31e-03 

- M / I | | L 2 

% 

10.141 
5.027 
2.508 
1.253 
0.627 

order 

1.01 
1.00 
1.00 
1.00 

15/4 

n 

10 
20 
40 
80 

160 

ll'̂  
err. 

1.75e-01 
1.04e-01 
6.17e-02 
3.67e-02 
2.18e-02 

- CT/l L 2 

% 

17.102 
10.169 
6.047 
3.595 
2.138 

order 

0.75 
0.75 
0.75 
0.75 

\\u-

err. 

8.47e-02 
4.20e-02 
2.09e-02 
1.04e-02 
5.22e-03 

-UhWh^ 

% 

9.503 
4.712 
2.349 
1.173 
0.586 

order 

1.01 
1.00 
1.00 
1.00 

element. First, we consider the first order Brezzi-Douglas-Marini elements 
developed in [11] in two dimensions and [20] and [10] in three dimensions: 

E;, = {rGif(div,J7;K") ] TJT € Pi(T;M") ^T €Th], 

Vh = {v& L\n) 1 V\T G VO{T) V T G Th } . 
(3.2) 

The difference from the previous choice is that for (3.1), the trial functions 
for flux are restricted to H^{fl;M."), which means that full interelement 
continuity must be imposed (a piecewise polynomial belongs to H^ if and 
only if it is continuous). But for the stable choice (3.2), the flux functions 
need only belong to H{div), which requires only interelement continuity 
of the normal component (a piecewise polynomial vector field belongs to 
H{div) if and only if its normal component is continuous across each (n— 1)-
dimensional face shared by two elements). 

In order that the spaces given in (3.2) are implementable via the stan­
dard finite element assembly procedure—in fact, in order that they that 
are finite element spaces in the sense of [13]—we must be able to specify 
degrees of freedom for the local shape function spaces Vi (T; E") and Vo{T) 
which enforce exactly the required interelement continuity. For the former, 
we choose the moments of degree at most 1 of the normal component of 
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FIG. 2. p^°'^t--peont ^^^^.j^ method (unstable) for meshes of 10, SO, and 40 elements. 

the field on each face of the element: 

J{T-I^)P, peViif), f^^r, iiT). (3.3) 

(We use the notation Afc (T) to denote the set of subsimplices of dimension 
k of the simplex T, i.e., the set of vertices for fc = 0, edges for fc = 1, etc.) 
Since the normal component of the field is itself linear, these functionals 
exactly impose the desired continuity of the normal component. Choosing 
a basis for each of the n-dimensional spaces Vi{f) for each of n + 1 faces 
/ G A„_i(T), we obtain n{n + 1) = dimPi(T;K") degrees of freedom. 
These degrees of freedom are clearly unisolvent, since if they all vanish for 
some T G V\{T), then at each vertex T • n vanishes for the vector n normal 
to each face meeting at the vertex. These normal vectors span R", so T 
itself vanishes at each vertex, and therefore vanishes on all of T. Since the 
space Vh involves no interelement continuity, we make the obvious choice 
of degree of freedom for VQ (T) : 

(3.4) 

The moments (3.3) determine a projection operator IIs^ : H^{Q; 
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TABLE 2 

Errors and orders of convergence for the 'p^ont_'pcont ,^^xed method. 

U X 
7/2 

n 

10 
20 
40 
80 
160 

\w-
err. 

2.09e-02 

5.07e-03 
1.25e-03 

3.11e-04 
7.76e-05 

-0-/1 L2 

% 

1.464 
0.355 
0.088 
0.022 
0.005 

order 

2.04 
2.02 
2.01 

2.00 

\\u 

err. 

2.38e-01 

1.17e-01 
5.85e-02 
2.92e-02 
1.46e-02 

-Uh\\L^ 

% 

20.429 

10.066 
5.011 

2.502 
1.251 

order 

1.02 
1.01 
1.00 
1.00 

= 1 - |a;|5/4 

n 

10 
20 
40 
80 
160 

Ik 
err. 

3.96e-01 
3.36e-01 
2.83e-01 
2.39e-01 
2.01e-01 

-(^hh^ 
% 

38.769 
32.875 
27.759 
23.391 

19.689 

order 

0.24 
0.24 
0.25 
0.25 

||w 

err. 

2.24e-01 
1.42e-01 
1.04e-01 
8.23e-02 
6.77e-02 

- W/I||L2 

% 

25.182 
15.974 
11.663 
9.243 

7.601 

order 

0.66 
0.45 
0.34 

0.28 

onto the first-order Brezzi-Douglas-Marini space, given by 

J{YIY:,T).VP = j{T-v)p, peViif), / G A „ _ I ( T ) , 

while the projection operator Ily^ : L'^(fi) -^ V/, determined by the degrees 
of freedom (3.4) is simply the usual L^-projection. An important relation 
between these operators is expressed by the commutativity of the following 
diagram: 

H\n;R'') -"^ T2 

ns . 

div 

L^(fi) 

Vh 

(3.5) 

(This can be verified via integration by parts.) Note that we have taken 
H'^{^;W), rather than i7(div,fi;R"), as the domain of Hs;.. This is be­
cause HY,^ defines a bounded operator H^{Q,\W^) —> L^(0;]R"). In fact, it 
is bounded uniformly in the mesh size h if we restrict to a shape-regular 
family of triangulations. However, IIs^ does not extend to a bounded op­
erator on all of i7(div, f2; K"), because of lack of sufficiently regular traces. 
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I j . "^ 

F I G . 3. -Vo mixed method (unstable). 

The commutative diagram (3.5) encapsulates the properties of the 
spaces S/i and Vh needed to verify the stability conditions (Al) and (A2). 
First, since divS/j C V/,, any r G E/j satisfying J^vdivrdx = 0 for all 
V G Vh is in fact divergence-free, and so (Al) holds. In order to verify 
(A2), let V e Vh he given. Since div maps i7^(fi;R") onto L^(f2) and 
admits a bounded right inverse, c.f. [16], we can find f G H^(^;W^) with 
divf = V and ||f||//^i < c||̂ ;||jr,2. Now let r = Hs^f. From the commutative 
diagram (3.5) we see that 

divT = divILsf^f = 11 v̂  divf = 11 v,,^ = v. 

Invoking also the i7i(f2;K") -^ L'^{9,) boundedness of Hs^, we obtain 

/ vd\VTdx=\\v\\\2, | | r | |H(div) <c ' | |w | | j r ,2 , 

from which (A2) follows. Thus the first-order Brezzi-Douglas-Marini ele­
ments (3.2) are stable in n dimensions. 

Note that (3.2) coincides with (3.1) in the case n = 1, so these elements 
are indeed a generalization to higher dimensions of the simple Vi°"^~Vo 
elements. Moreover, they can be viewed as the lowest order case of a 
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family of stable elements of arbitrary order: 

E^ = {rGF(div , f i ;M") | T\TGVr{T;W) ^T &%}, 
(3.6) 

The interelement continuity for S/i can be specified by continuity of the 
moments 

T I—» / ( T • n ) p , 
•If 

P&Vrif), / G A „ - I ( T ) , 

and a set of degrees of freedom determined by these moments with p 
restricted to a basis in each Vr{f), together with and an additional 
(r — l)("^r~^) moments over T, about which more will be said below. 
In one dimension, this is just the 'P^°"*~'Pr-i element discussed at the end 
of the last section. The first two elements in the Brezzi-Douglas-Marini 
family in two dimensions are pictured in Figure 4. 

TTJ 
F I G . 4. Brezzi-Douglas-Marini element pairs for r = 1 and 2 in two dimensions. 

Although the Brezzi-Douglas-Marini family of elements provide a nat­
ural analogue of the V^°'^^-'Pr-i family of elements to higher dimensions, 
it is not the only such analogue. Another is the Raviaxt-Thomas family in­
troduced in [21] and improved and extended from two to three dimensions 
in [19]. To describe it, we define for T C M" and integer r > 0, 

n%{T) = {T:T-^W\T{x)=a{x)+x(3{x), a£Vr{T;W),(3&Vr{T)}. (3.7) 

Then the Raviart-Thomas elements of index r > 0 are 

S^ = { r G i 7 ( d i v , 0 ; E " ) l r | r e 7 l T , ( T ) ^T &%], 

Vh = {veL\9)\v\T&Vr{T) yT€Th}, 

with some element diagrams shown in Figure 5. These elements are defined 
in all dimensions. In dimension one, the Raviart-Thomas elements (3.8) 
coincide with the Brezzi-Douglas-Marini elements (3.6) with r replaced by 
r + 1. But for n > 2, these famiUes are distinct. 

4. Exterior calculus. The finite elements described above, and oth­
ers, can better be understood with the help of differential forms and exterior 
calculus. We begin by recalling the basic notions of exterior algebra. (For 
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F I G . 5. Raviart-Thomas element pairs for r = 0 and 1 in two dimensions. 

details see, e.g., [3], Ch. 7. Let V̂  be a vector space of dimension n. We 
denote by Alt V the space of exterior fc-forms on V, i.e., of alternating 
A;-linear maps V x • • • xV ^t'R. That is, an element of Alt V assigns a real 
number to k elements of V, is linear in each argument, and reverses sign 
when two arguments are interchanged. In particular, Alt^y is simply the 
dual space V* and Alt°7 may be identified with E. For k > n, Alt'^F = 0, 
while for all k we have 

dimAlt '=y= ( ^ 

A form in the one-dimensional space Al t"^ is uniquely determined by its 
value on any one coordinate frame (i.e., ordered basis). The value of the 
form on any other ordered n-tuple of vectors can be obtained by expanding 
the vectors in the coordinate frame to obtain a matrix, and multiplying 
the value of the form on the coordinate frame by the determinant of the 
matrix. 

An inner product on V determines an inner product on each Alt V by 
the formula 

{'^,V}= Yl w(^<Ti,...,v„Jr7(v„,,..., «<,,), w,7y G Alt^^y (4.1) 

for any orthonormal basis vi,... ,Vn (the right hand side is independent of 
the choice of orthonormal basis). 

We recall also the exterior product A : Alt-'V x Alt'^y —^ AW'^'^V 
defined by 

{u;Ar]){vi,...,Vj+k) = Y " {signa)u;{v^-^,... ,v„Jr]{va^+,,... ,Va^^^), 
aGS{jJ + k) 

eAlt^V,VieV, 

where Ti(j,j + k) is the set of all permutations of { 1 , . . . , j + k}, for which 
ai < (72 < • • '(^j and CTJ+I < (TJ+2 < • • • Cj+fc. 

In the case V = R", there is a canonical basis, and we denote by 
dx^,... ,dx" the elements of the dual basis, which form a canonical basis 
for Alt^M". Then a canonical basis for Alt M" consists of the forms dx°"' A 
• • • A dx"^*, where 1 < CTI < • • • < a/; < n. 
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For readers less familiar with exterior algebra, it is worthwhile to ex­
amine in detail the example V = M ,̂ endowed with the usual inner product 
and orientation. In this case 

• The general element of Alt°R^ is c, c G M. 
• The general element of Alt^K'̂  is {u, •), or, equivalently, 

uidx^ + U2dx'^ + U'idx^, u S R^. 
• The general element of Alt̂ E^^ is {w, • x •), or, equivalently, 

widx"^ A dx^ — W2dx^ A dx^ + wsdx^ A dx'^, w G R^. 
• The general element of Alt'̂ R'̂  is 5( •, • x •), or, equivalently, 

gdx'^ A dx'^ A dx^, g GR. 

Thus we may identify Alt^K^ and Alt^R^ with R and Alt^R^ and Alt^R^ 
with R 3 . 

Next we identify the exterior product Alt^R^ x Alt'^R^ -^ Alt^+'^R^ for 
0 < i < fc, j + fc < 3. (The exterior product for other values of j , k either 
follows from these or is identically zero.) If j = 0, the exterior product is the 
ordinary scalar multiplication. The exterior product Alt R'̂  x Alt R^ -^ 
Alt R^ corresponds under our identifications to the usual cross product 
R3 X R3 ^ R^ Finally, the exterior product Alt^R^ x Alt^R^ -^ Alt^R^ 
corresponds to the usual inner product R-̂  x R^ -^ R. It is straightforward 
to check that given the identifications mentioned, the inner product defined 
above on Alt R^ is the usual product in M for fc = 0 or 3, and the Euclidean 
product in R'̂  for fc = 1 or 2. 

Having reviewed the basic definitions of exterior algebra, we now turn 
to exterior calculus. If il is any smooth manifold, we define a smooth 
differential fc-form on il as a mapping w which assigns to each x G fi an 
alternating linear form w^ G Alt (T^ f̂i) on the tangent space T^Q, to Q. at 
X. We denote the space of all smooth differential fc-forms on Q by A'^(fi). 
We write C°A''(fi) to denote the larger space of all continuous differential 
forms, and use a similar notation for other functional spaces. For example, 
if f2 is a Riemannian manifold, we can talk about L^A'^(f2), etc. 

Differential forms can be integrated and differentiated without the 
need for any additional structure, such as a measure or metric, on the 
manifold $7. If 0 < fc < n is an integer, / is an oriented piecewise smooth fc-
dimensional submanifold of f2, and w is a fc-form, then the integral J , a; G R 
is well-defined. Thus, for example, 0-forms can be evaluated at points, 
1-forms can be integrated on curves, and 2-forms can be integrated over 
surfaces. Also, for each such fc, the exterior derivative dk is a linear operator 
mapping A'^{fl) into A'^+^(i7). The de Rham complex of fl is the sequence 
of maps 

R - ^ A ° ( n ) - ^ A\n) ^ . . . ^ A " ( f i ) ^ 0 (4.2) 

where we have followed the usual convention of suppressing the subscript 
on the dk. This is a complex in the sense that the composition of two con­
secutive maps is zero {dkdk-i = 0), and we can consider the fcth de Rham 
cohomology space, defined to be the quotient of the null space of d^ modulo 
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the range of dk-i- If the manifold is contractible, this complex is exact in 
the sense that the cohomology spaces all vanish, or, equivalently, the range 
of each map is precisely equal to (and not just contained in) the null space 
of the succeeding map. 

Assuming that fl'isa. Riemannian manifold, so each tangent space Tx^ 
is endowed with an inner product, we have an inner product on each A'̂ (f2) 
which can be completed to a Hilbert space L'^A''{Q.). We can define the 
Sobolev space of differential fc-forms: 

HA'^iQ) = {w G L^A'-'in) I du G L2A'=+i(f2) }. 

The L^ de Rham complex 

R^HA°{n) - ^ HA^{n) - 1 . . . . - iU F A " ( Q ) ^ 0 

has the same cohomology as the smooth de Rham complex. 
Viewing dk as a (closed, densely-defined) unbounded linear operator 

mapping L'^A'^{Q,) to L^A'°+^(i7) with domain HA''{Q,), we may use the 
inner product of differential forms to define the adjoint d^. which maps a 
dense subspace o{L^A''+^{n) to L'^A^{n). Namely, w G L'^A''+'^{Q) belongs 
to the domain of dl if there exists d^uj G L'^A'^{Q) such that 

{d*u!,r])L2f,k = {u},dri)L2f,k+i, ij G HA'^^Q). 

The Hodge Laplacian is then the map d*d + dd* (or, more precisely, d'^dk + 
dk-id*f._i) which maps a part of L^A'̂ (f2) into L^A''(f2). 

In case Q. is an open subset of K", every differential A;-form may be 
written uniquely in the form 

^x= Yl ai^...id^)dx'' A--- Adx*'', (4.3) 
il<-<ik 

for some smooth functions ai^...ik : f̂  —» IR. This is useful for computing 
the exterior derivative since: 

diadx'^ A • • • A dx'<') = V —^ dx^ A dx^^ A • • • A dx'''. 
^ ' ^^ dxi 

i= i 

For use later in the paper, we introduce the Sobolev space H^A''{fl) consist­
ing of differential forms of the form (4.3) for which the coefficients ai^,,,i,^ G 
i/^(r2). The corresponding norm is given by \\UJ\\S = (5^ ||«ii...ifc Hs)^''^, 
which we write simply as ||a;|| if s = 0. 

For Q. C R", we can also define the notion of polynomial differential 
forms. Namely, we say that uj G A'=(fi) is a (homogeneous) polynomial 
fc-form of degree r if for any choice v^ , . . . , u*̂  G K", the map 



36 DOUGLAS N. ARNOLD, RICHARD S. FALK, AND RAGNAR WINTHER 

is the restriction to f2 of a (homogeneous) polynomial of degree r. For 
u) given by (4.3), this is equivalent to saying that each of the coefficients 
0'n...ik is a (homogeneous) polynomial of degree r. We denote the spaces 
of polynomial fc-forms of degree r and homogeneous A;-forms of degree r 
by •prA'̂ (f2) and Hr^^i^), respectively. We shall verify below that the 
polynomial de Rham complex 

R-->7'rA°(fi) - ^ Vr-i^^{^) - ^ ••• -U P ^ _ „ A " ( f i ) ^ 0 (4.4) 

is exact for every r > 0 (with the understanding that Tim = Vm = 0 
for TO < 0). The same is true for the homogeneous polynomial de Rham 
sequence 

R^UrhPi^) - ^ Hr-iA^n) -±, ... -U ?^^_„A"(1^)^0 (4.5) 

where i? = ]R if r = 0 and R = 0 otherwise. 
Finally, still in the case Q, C M", we introduce the Koszul differential 

K = Kk : h!^ ^ A.^"^, defined by 

{KLO),{V\ ..., v''-') = co,{x, v\ .. .,v''-'). (4.6) 

Note that Kk-i^k = 0. Also, K maps WrA'^(Q) into Wr+iA'^~^(r2), i.e., the 
Koszul differential increases polynomial degree and decreases the order of 
the differential form, exactly the opposite of exterior differentiation, which 
maps 7ir+iA'^~^(fi) into ?YrA'̂ (f2). The two operations are connected by 
the formula 

{dK, + Kd)ij = (r + fc)w, w G W^A''(fi). (4.7) 

This can be used to establish exactness of the homogeneous polynomial 
de Rham sequence (4.5), and also of the homogeneous Koszul complex 

O ^ H r - n A " ( f i ) ^ ^ K _ „ + i A " - l ( « ) ^ % . . . ^ % nrA°{n)^R^O 

where again i? = R if r = 0 and R = 0 otherwise. Adding over polynomial 
degrees we get the exactness of (4.4) and of the Koszul complex 

O^P^_„A"(f i ) - ^ P^_„+iA"-i(f^) - ^ ••• ^^ P^A°(f2)-> R - ^ 0 

We use the Koszul differential to define an important space of polyno­
mial forms on a domain T C R": 

P+A'=(r) = VrA'^iT) + KVrA''+\T), 

where K is the Koszul differential defined in (4.6). Clearly 

V+A^T) = VrA'^iT) + KnrA''+\T) 
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and, in view of (4.7), 

For 0-forms and n-forms, the V'^ spaces are nothing new: 

V+A°{T) = Vr+iA°{T), P+A"(T) = P^A"(T). 

However, for 0 < fc < n 

P,A'=(T) C VtA\T) C Vr+iA''{T). 

If we identify A"-i(T) with C°°{T; M"), then P+A"- i (T) corresponds ex­
actly to the space of Raviart-Thomas polynomial fields defined in (3.7). In 
the general case, we may compute their dimensions: 

dimP+A^T)=f" + ̂ V " V ^ " ^ ' ^ ^ ' ^ ' 
n 

while 

dimP^A'=(T) 

kj \n — k — ij \ k 

n + r\ /n 
n )\k 

Finally, we specialize to the case fi c R^. Then T^l^ = E^ and 
Alt'^TjM^ may be identified with R for A; = 0, 3 and with R^ for fc = 1, 2. 
We can then interpret the integral in the sense of differential forms as 
follows. If a; is a 0-form, and v a point in Q,, then J uj = LU{V). If O; is a 
function on Q which we identify with a 1-form and e is an oriented curve 
in fl, then the differential form integral J to = J u • tdSJi where t is the 
unit tangent to e (determined uniquely by the orientation) and Sji is 1-
dimensional Hausdorff measure. If a; is a function on fi which we identify 
with a 2-form and / is an oriented surface in ft, then the differential form 
integral L w = JfCO • ud^2 where v is the unit normal to / and f)2 is 
2-dimensional Hausdorff measure. Finally, if T is an open subset of Q and 
to a 3-form, then / ^ w is equal to the usual integral of the corresponding 
function with respect to Lebesgue measure. 

Continuing with the identification of forms on R^ with functions and 
vector fields, we find that do = grad, di = curl, (̂ 2 = div, K3 is multiplica­
tion of a scalar field by x to get a vector field, K2 takes the cross product of 
a vector field with x to produce another vector field, and KI takes the dot 
product of a vector field with x. Thus the differential complexes discussed 
above can be written as follows. 
The smooth de Rham complex: 

R-^C°° (Q) - ^ C°°(fi;M3) ^ ^ C°°(17;R3) ^ C°°(fi) ^ 0. 

The L^ de Rham complex: 

m^H\n) ^ ^ F(curl,fi;R3) - ^ H{dw,n;R'') ^ L''{n)^0. 
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The polynomial de Rham complex: 

The Koszul complex: 

The Hodge Laplacian on 0-forms and 3-forms is the ordinary Lapla-
cian A = divgrad viewed as an unbounded operator on L'^{Q,) with certain 
boundary conditions imposed in its domain (basically, Neumann conditions 
in the case of 0-forms and Dirichlet conditions in the case of 3-forms). Sim­
ilarly, the Hodge Laplacian on 1-forms and 2-forms gives the vector Lapla­
cian curl curl — grad div with two different sets of boundary conditions. We 
will say more on this in Section 6. 

5. Piecewise polynomial diflferential forms. Let T be a triangu-
lation by simplices of a domain Q. C M". In this section we define, in a 
unified fashion, a variety of finite-dimensional spaces of differential forms 
on J7 which are piecewise polynomials with respect to the triangulation T. 
In the cases where we can identify differential forms with functions and 
vector fields on ft, these spaces correspond to well-known finite element 
spaces, such as the Lagrange space, the Brezzi-Douglas-Marini spaces, the 
Raviart-Thomas spaces, and the Nedelec spaces of [19, 20]. 

We begin by describing a set of degrees of freedom for the polynomial 
spaces 'PrA'^(T) and 'P^h!^{T), which will reveal a strong connection be­
tween the Vr and V^ spaces. For T a simplex in M", 0 < fc < n, and 
r > 0, an element LO G VrA''(T) is uniquely determined by the following 
quantities (see [20] for the case n = 3): 

JLO AC, C e :Ptd-i+fcA''-'=(/), / e A d ( T ) , k<d<n. (5.1) 

(For r < 0, we interpret P+A'=(T) = Vrh^iT) = 0.) Note that for w £ 
A'^(T), w naturally restricts on the face / to an element of A'°(/). Therefore, 
for C £ A'^~''(/), the wedge product w A C belongs to A''(/) and hence the 
integral of w A C on the d-dimensional face / of T is a well-defined and 
natural quantity. A set of degrees of freedom for VrA''{T) is obtained 
from the quantities in (5.1) by restricting the weighting forms C to bases 
of the spaces P^^_^_|_^.A'^~'^(/). Notice that the degrees of freedom for 
a VA type space involve the moments on faces weighted by elements of 
•P+A type spaces. The reverse is true as well. The degrees of freedom for 
u) e V^A''{T) are obtained in a similar way (by selecting bases) from the 
moments 

a; AC, CeVr-d+kA'^-'^if), feAd{T), k<d<n. (5.2) 
/ 
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This set of degrees of freedom was presented in [17]. See also [19]. 
In this way, we obtain two famiUes of piecewise polynomial fc-forms, 

each indexed by polynomial degree r: 

V+A''{T) = {ioG HA'^in) I w,^ G V+A^T) VT G T}. 

We believe these should be regarded as the most natural finite element 
approximations of the Sobolev differential form spaces HA''{fl). This is 
certainly true in n = 1 dimension, where for each r > 0 and partition of 
the domain, we obtain a unique finite element discretization of H^{i}) and 
of L^(Q.): the P^^"* space of continuous piecewise polynomials of degree 
r + 1 and the Vr space of all piecewise polynomials of degree r, respectively. 
For A; = 0 in any number of dimensions, then 

V+A°{T) = Vr+iA\T) 

is the usual Lagrange space of all continuous piecewise polynomials of de­
gree r + 1, the most natural discretization of H^{Q.) = HA^{D,). For k = n, 
we get 

P+A"(T) = P,A"(T) 

is the space of all piecewise polynomials of degree r, the most natural dis­
cretization of L^{n) ^ ii'A"(fi). For fc = n - 1 , we may identify HA"-\n) 
with i7(div,fi;R"), and V+A"-^{T) is the Raviart-Thomas space of in­
dex r and PrA"~^(T) the Brezzi-Douglas-Marini space of index r, the 
best known discretizations of H{div). Finally, for k = 1, n = 3, i7A^(f2) 
can be identified with i7(curl,Q;]R3) and V+A'^iT) and VrA^{T) are the 
Nedelec finite element spaces of the first and second kind, respectively, the 
best known spaces of i7(curl) elements, illustrated in Figure 6. 

FIG. 6. Lowest order Nedelec H(curl) elements of the first kind and the second kind. 

These spaces fit together to provide a number of piecewise polynomial 
analogues of the de Rham complex. For any r > 0, we have the complex 

R^V+A°{T) -^ V+A\T) -^ ... ^ p + A " ( T ) ^ 0 . (5-3) 



40 DOUGLAS N. ARNOLD, RICHARD S. FALK, AND RAGNAR WINTHER 

In case r = 0, this is the complex of piecewise polynomial forms introduced 
by Whitney to calculate de Rham cohomology [22]. It has the same coho-
mology spaces as the smooth de Rham complex, so, in particular, is exact 
if ft is contractible. The connection betweens Whitney's forms and mixed 
finite elements was recognized by Bossavit [7]. Using an element diagram 
to stand in for the corresponding finite element space, in n = 3 dimensions 
the complex of Whitney forms may be represented 

grad / I \ curl div 0. 

The degrees of freedom in (5.1) and (5.2) determine projection oper­
ators n^ : A'=(0) -^ VrA'^iT) and nj+ : A'=(n) -> V+A''(T) respectively. 
These may be used to relate the smooth de Rham complex (4.2) to the 
piecewise polynomial de Rham complex (5.3). Namely, the following dia­
gram commutes: 

R^ A°{n) ^ AH^) ^ . . . ^ A"(17) —> 0 

R^P+A°{T) ^ V+h\T) - A , . . . _ 1 ^ P+A"(T) —> 0. 

Another piecewise polynomial differential complex with the same co­
homology uses the VrA!' spaces: 

R^Vr+nA\T) ^ Vr+n-lA\T) - ^ . • • ^ P , A " ( T ) ^ 0. (5 .4) 

The complex (5.3) is a subcomplex of (5.4), in the sense that each space 
occurring in the former complex is a subspace of the corresponding space 
in the latter complex. The complex (5.4) appears, generalized to the case 
of degree varying by the element, in [14]. Note that this complex ends with 
the same space VrA^{Cl,) — •p+A"(n) as (5.4), but in contrast with (5.3) 
the degree index r decreases with increasing differential form order k. 

In one dimension the two complexes (5.3), (5.4) coincide, but in two 
dimensions they are distinct. In n > 2 dimensions there are additional 
piecewise polynomial complexes which can be built from the same P̂ A*̂  
and VrA^'^^ spaces, have the same cohomology, and end in the same space 
VrA°{T). These are intermediate between (5.3) and (5.4), and strictly 
ordered by the subcomplex relationship. Specifically, there are 2"""^ such 
piecewise polynomials complexes in n dimensions. In three dimensions the 
other two are 

R^Vr+2A°iJ) -^ Vr+iA\T) -^ V+AHT) ^ VrA^T)^0 

and 

R-^Vr+2A°iT) -^ V+^,A\T) -^ Vr+iA^T) ^ VrA^{T)^0. 
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6. Differential complexes and stability. Let fi be a contractible 
subdomain of M" and 0 < fc < n an integer. Given / € L^A*(f2), define 
C : HA'^-^n) X HA'^iQ) ^ M by 

C{T,V)= (-(r,r) - {dr,v) ~ -^{dv,dv) + ( / , v ) \ dx, 

where the angular brackets indicate the inner product of forms as defined in 
(4.1). Then C admits a unique critical point, {a,u) G HA''-\n) x HA^{n) 
determined by the equations 

[{a,T)dx= f{dT,u)dx \/T e HA''-\n), (6.1) 

I {da, v)dx+ I {du, dv) dx = / (/, v) dx Vv G HA'' (n). (6.2) 
Jn Jn Jn 

Note that this critical point is a saddle point—a minimizer with respect to 
CT and a maximizer with respect to u—but is not generally obtained from 
a constrained minimization problem for u via introduction of a Lagrange 
multiplier. Equations (6.1) and (6.2) are weak formulations of the equations 

a = d*u, da + d*du = f, 

respectively, and hence together, give the Hodge Laplacian problem {dd* + 
d*d)u = f. Implied as well are the natural boundary conditions that the 
trace of u as a /c-form on dfl and the trace of du as a (A; + l)-form on 9 0 
both must vanish. 

Let us consider more concretely the situation in n = 3 dimensions, 
identifying the spaces L^A'^(Q) with function spaces as described at the 
end of Section 4. For fc = 3, (6.1), (6.2) become: find a G F(div,f2;E3), 
u G L^(fi) such that 

/ a-Tdx= / divTudx W G H{div,n;M.^), (6.3) 
Jn Jn 

f dwavdx = I fvdx Vu G L^(f2), (6.4) 
Ja Jn 

i.e., the weak formulation of the steady state heat conduction problem 
(with unit resistivity) discussed in Section 1. This is the standard mixed 
formulation for the Dirichlet problem for the Poisson equation: (6.3) is 
equivalent to the differential equation a = — grad u and the boundary 
condition u = 0, while (6.4) is equivalent to diver = / . 

For k = 2, the unknowns a G i?(curl, f2;M2) and u G i7(div,Q;]R^) 
satisfy the differential equations 

a = curl u, curl a — grad div u = f, 
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and the boundary conditions ux u = 0, divw = 0 on dQ,, so this is a mixed 
formulation for the vectorial Poisson equation 

(curl curl — grad div)u = / (6.5) 

with the auxiliary variable a = curlu. For k = 1, (6.1), (6.2) is a different 
mixed formulation of the vectorial Poisson equation (6.5). Now a G i7^(f2) 
and u G H{cui\, Q,; R^) satisfy 

cr = —divu, (grader + curl curl)u = / , 

with boundary conditions u • u = 0, (curlu) x v = 0. 
Finally, we interpret the case k = 0. Here, in view of the L^ de Rham 

sequence, we interpret HA~^{Q,) as E with the operator i7A'"^(J7) —> 
HA°{Q,) just the inclusion of R in H^{fl). Thus, the unknowns are cr G R 
and u e H^{fl), (6.1) just gives the equation a = f^udx/ineas{Q,), while 
(6.2) is 

/ grad u • grad f da; + cr / vdx= / fvdx Wv G H^{fl). 
Jn JQ Jn 

Thus we just have the usual weak formulation of the Neumann problem for 
the Poisson equation (if f^fdx = 0, then cr = 0). 

Returning now to the case of general n, suppose we are given a trian-
gulation, and let 

K -^ AO ^ Ai ^ • • • ^ A5J ^ 0 (6.6) 

denote any of the 2"~^ piecewise polynomial de Rham complexes discussed 
in Section 5, e.g., (5.3) or (5.4). Here we use d^ to denote the restriction 
of the exterior differential d, and we shall denote by d'^ its adjoint. We 
further suppose we have a commuting diagram of the form 

R-^A°(fi) - ^ Ai(fi) - ^ ... - ^ A"(fi) > 0 

n j 

A O <ih , A l dh ^ dh . „ 

(6.7) 

We shall demonstrate stability of the finite element method: find a G 
A^~\ w e A^ such that 

f{a,T)dx= f{dT,u)dx V T G A ^ - \ (6.8) 
Jn Jn 

I {da, v)dx+ I {du, dv) dx = f (/, v) dx Vu G A^ (6.9) 
Jn Jn Jn 
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Let B : [iJA'=-i(fi) x HA''{n)] x [HA^-^n) x HA>'{n)] -^ R denote the 
bounded bilinear form 

5(cr, M; T,V) = / ({cr, T) — {dr, u) + {da, v) + {du, dv)) dx. 
Jo. 

Stability of the method (6.8), (6.9) is equivalent to the inf-sup condition for 
B restricted to the finite element spaces [4]. That is, we must establish the 
existence of constants 7 > 0, C < oo such that for any (u, u) G A^~ x A^ 
there exists {T,V) G A^""-^ X A^ with 

B{cj,u-T,v) > 7 ( | | (T | |^A._I + | | « | | ? ,AO, (6.10) 

I|T||HA^-I + II^IIHA^ < C'(I|O-||HA^-I + WnWuKi-)- (6.11) 

We shall do so by proving the existence of a discrete Hodge decom­
position (Lemma 6.1) and some estimates associated with it (Lemma 6.2). 
Such discrete Hodge decompositions have been used to establish the sta­
bility of mixed methods in specific cases going back at least as far as [15]. 
See also [6] for a more recent exposition. 

LEMMA 6.1. Given u G A^, there exist unique forms p G dJ^(A^) C 
A^-^ and (p G 4 (A^) C A^+^ with 

dhp + dl4>, dip = 0, dh(j) = 0, 

\\uf = \\dupf + \\dm\ 
(6.12) 

(6.13) 

Proof. This is a special case of a more general result. Let 

0 - > X - ^ y - ^ Z ->Q 

be a short exact sequence where X,Y, and Z are finite-dimensional Hilbert 
spaces and / and g linear maps. Then Y decomposes into orthogonal 
summands A := 7^(/) = M{g) and B := Afif*) = Tl{g*). Thus any y G F 
may be decomposed as y = fx -\- g*z for some unique x G X, z G Z, and 
we have ||2/||y = ||/x||y- -|- ||5*z|jy. We apply these results with Y = A^, 
Z = dn{Al) c Al+\ and X = dl{Al) C A ^ ^ . D 

LEMMA 6.2. Suppose that for any u G A^ of the form (6.12), 

\\dU\\<K\\dHul \\p\\<K'\\dhpl 

where K and K' are constants independent of p, 4>, and h. Then the 
stability conditions (6.10) and (6.11) are satisfied. 

Proof LetT = (T-tpG A^~^ and i; = u-f dha G A^ with t = 1/{K')^. 
Using (6.13), the hypotheses of the lemma, and a simple computation. 
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we get 

B{a, u; T, v) = \\af + \\dhaf + \\dhuf + t\\dhpf -t [ {a, p) dx 
Ja 

>l\Wf + \\dH<7f+\\dHuf + t\\d,pf-^^\\pf 

> ^\\af + Wd^af + Wd^uf + \\dhpf{t - t\K'fl2) 

2 '' " ' 2" " " 2(K')^ 2if^ 

where K" = max(i<'',ii'). Hence, we obtain (6.10) with 7 > 0 depending 
only on K and K'. The upper bound (6.11) follows from the fact that 

IHI<^'ll4p||<-?^'IHI- ^ 

The hypotheses of the lemma are easily seen to be valid if we allow 
the constants K and K' to depend on h, with K the norm of the inverse 
of dh restricted to the orthogonal complement of its kernel in A^ and K' 
is the norm of the inverse of dh restricted to the orthogonal complement 
of its kernel in A^"" .̂ To show that the constants K and K' can be taken 
independent of h, we need to make use of approximation properties of the 
interpolation operators 11^ and elliptic regularity of appropriately chosen 
boundary value problems. We shall assume that for u G H'^h!'-'^{n) with 
du € A^, 

| | u - n ^ - i u | | <Ch\\u\\i. 

We note that the condition du G A^ is needed in some cases for the inter-
polant n^~"'w to be defined. We next consider boundary value problems 
of the form: Given an G A ^ - \ find {a,u) G HK''-^{n) x dHh^-'^{n) 
determined by the equations 

[ {a,T)dx= f {dT,u)dx VTGffA'=-i(f2), (6.14) 

[ {da,v)dx= [ {dh(Th,v)dx Vv € dHA''''^{ft). (6.15) 
Jn Jn 

This is a weak formulation of the equations 

a = d*u, da — dh<Jh, du = 0, 

together with the natural boundary condition that the trace of M as a fc-form 
on dft vanishes. We shall assume that the solution satisfies the regularity 
estimate: 

Ml<C\\dhC7>,\\. 
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We apply this result first in the case when <Jh = p. Since d'^p = 0, 
there exists Uh G c?/iA^~^ such that p = d\uh, i.e., 

[{p,T)dx= f{dT,Uh)dx V T G A ^ - ^ (6.16) 
JQ JO, 

Since da = d^Ch € A^, we have by the commuting diagram (6.7) that 
rfn^~^cr = li^da = da = dhah = dhP- Choosing T = p — 11^" V , we get 

\\p\\ < | | ^ ^ V| | < ||a|| + ||a - n ^ V| | < C||a||i < \\d,p\\. 

To establish the first inequality of the lemma, it is enough to show 
that ||< |̂| < C\\dl(j)\\, since 

||c;;;<̂ f = (.^,44</') = (0.4«) < ||<^||||4«||. 

Because dk(t> = 0, we can write (f> = dhW, w £ A^. We then apply our 
regularity result in the case when ah = w and k is replaced by A; + 1. 
Hence, ||cr||i < C||c!/ji(j|| < C||(?!>||. Since da = dha^ G Â "*"̂ , we again use 
the commuting diagram (6.7) to write 

Now 

But 

dU'^a - U'l'^^da - da = dnah = dhW = (p. 

:|0f - {dnia,ct>) = {uta,di4>) < ||n^a||||d;;<^||. 

l|n^<^ll<lkll + ik -n^ ' ^ | |<q | a | | i<c | | 0 | | . 

Combining these results establishes the first inequality. 
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DIFFERENTIAL COMPLEXES A N D STABILITY OF FINITE 
ELEMENT METHODS II: THE ELASTICITY COMPLEX 

DOUGLAS N. ARNOLD*, RICHARD S. FALRt, AND RAGNAR WINTHER* 

Abstract . A close connection between the ordinary de Rham complex and a cor­
responding elasticity complex is utilized to derive new mixed finite element methods 
for linear elasticity. For a formulation with weakly imposed symmetry, this approach 
leads to methods which are simpler than those previously obtained. For example, we 
construct stable discretizations which use only piecewise linear elements to approximate 
the stress field and piecewise constant functions to approximate the displacement field. 
We also discuss how the strongly symmetric methods proposed in [8] can be derived in 
the present framework. The method of construction works in both two and three space 
dimensions, but for simplicity the discussion here is limited to the two dimensional case. 

K e y words. Mixed finite element method, Hellinger-Reissner principle, elasticity. 

A M S ( M O S ) subject classiflcations. Primary: 65N30, Secondary: 74S05, 

1. Introduction. In this paper we discuss finite element methods 
for the equations of hnear elasticity derived from the Hellinger-Reissner 
variational principle. The equations can be written as a system of the form 

Aa — eu, divcr = / mfl. (1.1) 

The unknowns a and u denote the stress and displacement fields engendered 
by a body force / acting on a linearly elastic body that occupies a region 
n C M", where n = 2 or 3. Then a takes values in the space § = M.^^^ of 
symmetric matrices and u takes values in R". The differential operator e is 
the symmetric part of the gradient, the div operator is applied row-wise to 
a matrix, and the compliance tensor A = A{x) : S ^ § is a bounded and 
symmetric, uniformly positive definite operator reflecting the properties of 
the body. We shall assume that the body is clamped on the boundary d^ 
of fl, so that the proper boundary condition for the system (1.1) is M = 0 
on dfl. 

Alternatively, the pair {a, u) can be characterized as the unique critical 
point of the Hellinger-Reissner functional 

J{T, V) = {-^^T '• T + divr • v — f • v) dx. 
Jn 2 

(1.2) 
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The critical point is sought among all T G i?(div, fl; S), the space of square-
integrable symmetric matrix fields with square-integrable divergence, and 
all V G L^(fi; R"), the space of square-integrable vector fields. Equivalently, 
{cr,u) G i7(div, fi;§) x L^(fi;IR") is the unique solution to the following 
weak formulation of the system (1.1) 

/ {Aa : T + divT •u)dx = 0, T G ii'(div,fi;§), 
Jn 

f diva-vdx= f fvdx, v £ L^ifl-MJ"). 
(1.3) 

A mixed finite element method determines an approximate stress field 
CT/i and an approximate displacement field Uh as the critical point of J' over 
S/j X V/i where S/j C H{div, fi; S) and 14 C i^(f); M") are suitable piecewise 
polynomial subspaces. To ensure that a unique critical point exists and 
that it provides a good approximation of the true solution, the subspaces 
S/j and Vh must satisfy the stability conditions from Brezzi's theory of 
mixed methods [11, 12]. However, the construction of such elements has 
proved to be surprisingly hard, and most of the known results are limited 
to two space dimensions. In this family of stable finite elements was 
presented in [8]. For the lowest order element, the space S^ is composed 
of piecewise cubic functions, while the space Vh consists of piecewise linear 
functions. Another approach that has proved successful in finding stable 
elements is the use of composite elements, in which V/, consists of piecewise 
polynomials with respect to one triangulation of the domain, while S/i 
consists of piecewise polynomials with respect to a different, more refined, 
triangulation [3, 15, 17, 23]. 

In the search for low order stable elements, several authors have re­
sorted to the use of Lagrangian functionals that are modifications of the 
Hellinger-Reissner functional given above [1, 2, 4, 19, 20, 21, 22], in which 
the symmetry of the stress tensor is enforced only weakly or abandoned 
altogether. In order to discuss these methods, we extend the compliance 
tensor A{x) to a symmetric and positive definite operator mapping M into 
M, where M is the space of n x n matrices. In the isotropic case, the 
mapping a H^ Aa has the form 

Aa = —(a- tr(o-)/), 
2/i^ 2/i + nA ^ ^ '" 

where X{x),^{x) are positive scalar coefficients, the Lame coefficients. A 
modification of the variational principle discussed above is obtained if we 
consider the extended Hellinger-Reissner functional 

Je{T,v,q) ^ J{T,V) + T-.qdx (1.4) 

over the space i7(div,n;M) x L'^{Q.\W) x L'^{9.]K), where K denotes the 
space of skew symmetric matrices. We note that the symmetry condition 
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for the space of matrix fields is now enforced through the introduction 
of a Lagrange multiplier. A critical point {a,u,p) of the functional J7e is 
characterized as the unique solution of the system 

/ {Aa : T + d i v r - u + r •.p)dx = 0, r S H{div,Q;M), 
Jn 

f diva-vdx= [ fvdx, v e L^(n;R''), (1.5) 
JQ Jn 

a:qdx = 0, qeL'^{n;K). 

In fact, it is clear that if {a,u,p) is a solution of this system, then a is 
symmetric, i.e., a G i7(div, r2;S), and the pair {cr,u) S i^(div, fi;S) x 
^•^(QjM") solves the corresponding system (1.3). In this respect, the two 
systems (1.3) and (1.5) are equivalent. However, the extended system (1.5) 
leads to new possibilities for discretization. Assume that we choose finite 
element spaces S/̂  x V,, x Q/̂  c F(div,fi;M) x 1^(0;M") x L'^{n;K) and 
consider a discrete system corresponding to (1.5). If {ah, Uh,Ph) G S?i x 14 x 
Qh is a discrete solution, then a^ will not necessary inherit the symmetry 
property of a. Instead, ah will satisfy the weak symmetry condition 

/ ah : qdx = 0, for all q £ Qh-
Jn 

Therefore, these solutions will in general not correspond to solutions of the 
discrete system obtained from (1.3). 

Discretizations based on the system (1.5) will be referred to as mixed 
finite element methods with weakly imposed symmetry. For two space 
dimensions, such discretizations were already introduced by Praejis de 
Veubeke in [15] and further developed in [2]. In particular, the so-called 
PEERS element proposed in [2] used an augmented Cartesian product of 
the Raviart-Thomas finite element space to approximate the stress a, piece-
wise constants to approximate the displacements, and continuous piecewise 
linear functions to approximate the Lagrange multiplier p, as suggested in 
the element diagram depicted in Fig. 1. In this paper we use homological 

FIG. 1. Approximation of stress, displacement, and multiplier for PEERS. 

techniques to construct a new family of stable mixed finite elements for 
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elasticity with weakly imposed symmetry, the lowest order case of which is 
depicted in Fig. 2. The stresses are approximated by the Cartesian prod­
uct of two copies of the Brezzi-Douglas-Marini finite element space, which 
means that the shape functions are simply all linear matrix fields and that 
there are four degrees of freedom per edge. The displacements are approx­
imated by piecewise constants, as for PEERS, but the multipliers are as 
well, which means that, in contrast to PEERS, the multipliers can be elim­
inated by static condensation. We will also introduce a reduced version of 
the element with the same displacement and multiplier spaces, but only 
three degrees of freedom per edge for the stress. Let us also mention that 
there exist other mixed elements for elasticity with weakly imposed sym­
metry, although perhaps none as simple as those presented here. Prior to 
the PEERS paper, Amara and Thomas [1] developed methods with weakly 
imposed symmetry using a dual hybrid approach. Other elements based 
on the formulation in [2], including rectangular elements and elements in 
three space dimensions, have been developed in [20], [21], [22] and [18]. 

F I G . 2. Approximation of stress, displacement, and multiplier for an element in­
troduced below. 

Just as there is a close connection between mixed finite elements for 
Poisson's problem and discretization of the de Rham complex, there is 
also a close connection between mixed finite elements for elasticity and 
discretization of another differential complex, the elasticity complex. The 
importance of this complex was already recognized in [8], where mixed 
methods for elasticity in two space dimensions were discussed. However, 
the new ingredient here is that we utilize a close connection between the 
elasticity complex and the ordinary de Rham complex. This connection is 
described in Eastwood [13] and is based on a general construction given 
in [10], the Bernstein-Gelfand-Gelfand resolution. By mimicking this con­
struction in the discrete case, we will be able to derive new mixed finite 
elements for elasticity in a systematic manner from known discretizations 
of the de Rham complex. The discussion here will be limited to two space 
dimensions. However, in a forthcoming paper [7], we will carry out the 
analogous construction and so obtain mixed finite element methods in three 
space dimensions. 

An outline of the paper is as follows. In Section 2, we describe the 
notation to be used and recall some standard results about the stability 
of mixed finite element methods. In Section 3, we give two complexes 
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related to the two mixed formulations of elasticity given by (1.3) and (1.5). 
In Section 4, we use the framework of differential forms to show how the 
elasticity complex can be derived from the de Rham complex (basically 
following the work of Eastwood [13]). In Section 5, we derive discrete 
analogues of these elasticity complexes beginning from discrete analogues 
of the de Rham complex, identify the required properties of the discrete 
spaces necessary for this construction, and explain how a discrete elasticity 
complex leads to stable finite element methods. In Section 6, we provide 
examples of finite element spaces that satisfy these conditions. The PEERS 
element is also discussed in this context. Finally, in Section 7, we show how 
an element with strongly imposed symmetry, previously obtained in [8], 
can be derived from discrete de Rham complexes using the methodology 
introduced in this paper. 

2. Nota t ion and preliminaries. We begin with some basic nota­
tion and hypotheses. We denote by M the space of all 2 x 2 real ma­
trices and by S and K the subspaces of symmetric and skew symmetric 
matrices, respectively. The operators sym : M ^ S and skw : M —» K 
denote the symmetric and skew symmetric parts, respectively. We assume 
that n is a simply connected domain in M.'^ with boundary F. We shall 
use the standard function spaces, like the Lebesgue space L^(r2) and the 
Sobolev space H^{Q,). For vector-valued functions, we include the range 
space in the notation following a semicolon, so L'^{Q;Y) denotes the space 
of square integrable functions mapping U into a normed vector space V. 
The space i/(div, fi;]R^) denotes the subspace of (vector-valued) functions 
in L^(ri;M^) whose divergence belongs to L^(r2). Similarly, iJ(div,f2;M) 
denotes the subspace of (matrix-valued) functions in L^(fi;M) whose di­
vergence (by rows) belongs to L^((7;R^). 

Assuming that V is an inner product space, then L^(f2; V) has a nat­
ural norm and inner product, which will be denoted by || • || and (•, •), 
respectively. For a Sobolev space H^{Q;Y), we denote the norm by || • \\s 
and for ^(div, fi; V), the norm is denoted by ||t;||div := ( l l ^ f + || div v f )i/2. 
The space •pfc(f2) denotes the space of polynomial functions on Q, of total 
degree < k. Usually we abbreviate this to just Vk-

We recall that the mixed finite element approximation derived from 
(1.5) takes the form: 

Find {ah,Uh,Ph) &^h xVh x Qh such that 

{A(Th,r) + (divT,u/j) -f- {T,ph) = 0 , T e T,h, 

{divah,v) = {f,v) vGVh, (2.1) 

(cr/i,g)=0, qGQh, 

where S/j C F(div,fi;M), Vh C L'^{Q;R^), and Qh £ L^{Q.;K) are finite 
element spaces with h a mesh size parameter. Following the general theory 
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of mixed methods, cf. [11, 12], the stabihty of the saddle-point system (2.1) 
is ensured by the following conditions: 

(Al) llTJÎ jy < CI{AT,T) wheneverr G S^ satisfies {divT,v) = 0 \/v £ Vh 
and {T,q) = 0\/qG Qh, 

(A2) for all nonzero {v,q) E Vh x Qh, there exists nonzero r G S/j with 
(divT,z;) + {r,q) > C2||r||div(||«|| + H^H), 

where ci and C2 are positive constants independent of h. 
If we instead derive the mixed finite element method from the weak 

formulation (1.3), we need to construct finite element subspaces E/j C 
H{diY, fi; S), i.e., with the symmetry condition strongly imposed, and Vh C 
L^(f2;]R^). The discrete system then determines {(Th,Uh) G S/i x V/j by the 
equations 

{Aah,T) + {div T,Uh) =0, TG'Eh, 
(2.2) 

{div ah,v) = {f,v) v£Vh. 

In this case, the stability condition is that E/j and Vh must satisfy (Al) and 
(A2) with Qh = 0. As we shall see below, it is much harder to construct 
stable elements for elasticity with strongly imposed symmetry than it is 
with weakly imposed symmetry. 

In the preceding paper [6], we have seen the close connection between 
the construction of stable mixed finite element methods for the approxima­
tion of the Poisson problem 

Ap = f in fi, p = 0 on dQ, (2.3) 

and discrete versions of the de Rham complex. In this paper, we pursue 
an analogous approach for the elasticity problem. 

3. The elasticity complex. We now proceed to a description of two 
elasticity complexes, corresponding to strongly and weakly imposed sym­
metry of the stress tensor. For the case of strongly imposed symmetry, 
corresponding to the mixed elasticity system (1.3), we require a characteri­
zation of the divergence-free symmetric matrix fields. In order to give such 
a characterization, define J : C°°{n) -^ C°°(f2;S) by 

/ d'^q/dxl -d'^q/dxidx2\ 

^ ~ \-d'^q/dxidx2 d^q/dxj J ' 

It is easy to check that div o J = 0. In other words, 

P i -^ C°° ^ C°°(§) - ^ C°°(]R2) _ 0, (3.1) 

is a complex. Here, and frequently in the sequel, the dependence of the 
domain Q is suppressed, i.e., C°°(S) is short for C°°(fi;S). When D, is 
simply connected, then (3.1) is an exact sequence, a fact which will follow 
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from the discussion below. The complex (3.1) will be referred to as the 
elasticity complex. If we followed the program that has been outlined 
in [6] for mixed methods for scalar second order elliptic equations, the 
construction of stable mixed finite elements for elasticity would be based 
on extending the sequence (3.1) to a complete commuting diagram of the 
form 

Vi 

V, 

c° 

WH 

C°°(§) 

^h 

div 

div 

C°°(M?) -^ 0 

Vh 0 

where WH C H'^{9), T,h C ff(div,fi;S) and Vh C 1^(0; M )̂ are suitable 
finite element spaces and ZI^, 11^, and 11° are corresponding interpolation 
operators. This is exactly the construction performed in [8]. In particular, 
since the finite element space W^. is required to be a subspace of iJ^(fi), 
we can conclude that the piecewise polynomial space Wh must contain 
quintic polynomials, and therefore the lowest order space S/i will at least 
involve piecewise cubics. In fact, for the lowest order elements discussed in 
[8], Wh is the classical Argyris space, while E/i consists of piecewise cubic 
symmetric matrix fields with a linear divergence. In Section 7 we shall 
show how the element proposed in [8] arises naturally from the general 
construction outlined below. 

If instead we consider methods with weakly imposed symmetry, i.e., 
finite element methods based on the mixed formulation (1.5), we are led to 
study the complex 

Vi c= c° 
(skw,div) 

C°°(Kx 0. (3.2) 

Observe that there is a close connection between (3.1) and (3.2). In 
fact, (3.1) can be derived from (3.2) by performing a projection step. To 
see this, consider the diagram 

Pi 

Vi 

c° 
id 

c° 

C°°(M) 

C°°(S) 

(skwjdiv) 

div 

C°°(Kx 

C° ') 

0 

0, 

(3.3) 

where 7r(q', u) = u — divq. The vertical maps are projections onto subspaces 
and the diagram commutes. It follows by a simple diagram chase that if 
the first row is exact, so is the second. 

As we shall see below, the complexes (3.1) and (3.2) are closely con­
nected to the standard de Rham complex. In two space dimensions, the 
de Rham complex is equivalent to the complex 

C° grad 
c° c° 0, (3.4) 
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which is exact when Q is simply connected. Here rot v, where u is a vector 
field, is defined as the scalar field rotf = dvijdx2 — dv^jdxx. 

An alternative identification of the de Rham complex in two space 
dimensions, that we shall use below, is the sequence 

M ^ (7°° ^ ^ C^^i^^) iil> C°° ^ 0, (3.5) 

where curl^ is the vector field defined by curl^ = {—d(j)/dx2id(j)/dxi)^. 
The two complexes (3.4) and (3.5) are equivalent. To see this just note 
that curli^ = (grad</>)"'- and rotf = div(i;"'-), where v^ denotes the vector 
perpendicular to v given by v^ = {—V2,viY'. 

4. From the de Rham complex to Unear elasticity. In this sec­
tion we demonstrate the connection between the de Rham complex (3.4) 
and the elasticity complexes (3.1) and (3.2). Later, we will give an analo­
gous construction to derive discrete elasticity complexes from correspond­
ing discrete de Rham complexes. 

We follow the notations of [6] for differential forms. Thus for fi a do­
main in E", A*̂  = A'=(fi) = C°°(f2; Alt''(R")) denotes the space of smooth 
differential fc-forms on Q.. Any u £ h!^ can be represented as 

^x= Y. fn...iMdx''^---^dx'" =:Y,fi{x)dx' (4.1) 

with coefficients / / G C°°(fi). In particular, 0-forms can be identified with 
scalar functions, 1-forms with vector fields under the identification fidx'^ <-» 
fiBi, and n-forms can be identified with the scalar function fi2...n- The 
spaces Z/-^A'̂ (fi), i7^A''(fi), . . . , consist of those to which can be represented 
as in (4.1) with the / / G L^{n), H'^{n), . . . . 

The exterior derivative d : A'' —> A'̂ +'̂  satisfies 

dio = \^ ——dx^ A dx , 
dxj 

and the de Rham complex is simply 

R ^ A° ^ Ai i . . . ^ A" ^ 0. (4-2) 

When n = 2, (4.2) becomes (3.4) under the identifications mentioned above. 
If we instead identify the 1-form w = fidx^ + f^dx"^ with the vector field 
( - / 2 , / i ) ^ , we obtain (3.5). 

A differential A;-form u; on fi, admits a natural trace, Trw, which is a 
differential fc-form on F = dO,. Namely, given k vectors wi, • • • , ffc tangent 
to r at a point x, we have 

(Trw)^(wi,--- ,i>fc) =LO^{vi,--- ,Vk). 
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Denoting by dr : A'^(r) —» A'^+^(r) the exterior derivative operator associ­
ated with r , we have a commuting diagram relating the de Rham complexes 
on fl and T 

A°{n) ^ A\n) S ••• ^ A"- i (n) - i A"(Q) ^ 0 

Tr Tr 

dr 1 1 /T-tx <ir ^r 

Tr (4.3) 

AO(r) ^ Ai(r) - ^ ... ^ A"-i(r) -̂  o. 

The extension to vector-valued differential forms will be important in 
the sequel. If V is a vector space, then A'̂ (V) = A'^(fl; V) refers to the k-
forms with values in V, i.e., all elements of the form (4.1), but where / / £ 
C°°(fi;V), i.e., A'=(V) = C°°(f2; Alt'=(V)), where Alt''(V) are alternating 
fc-linear forms R" x • • • x E" -» V. 

The exactness of the V-valued de Rham complex 

V ^ A°(V) ^ Ai(V) ^ . . . ^ A"(V) ^ 0, (4.4) 

for Q contractible is an obvious consequence of the exactness of (4.2). 
We now specialize to the case n = 2 and fi C K^, and derive the 

elasticity complex from the de Rham complex with values in the three-
dimensional vector space V = M x M .̂ Define a map K from A'̂ (]R )̂ to 
A'=(R) by 

If (w, fi) G A'=(R) x A'=(R2) = A'=(V), then the map $(a;, fi) := (w + K^, JJL) 

is an automorphism of A'^(V), with inverse $~^(w, /i) = {uj — Kji, jj). Define 
the operator A : A''(V) -^ A''+^(V) by ^ = $c!$~^ Then the complex 

$(V) -^ AO(V) ^ Ai(V) ^ A2(V) ^ 0 (4.5) 

is exact when Q. is simply connected, since (4.4) is. The operator A has 
the simple form A{u), n) = {duj - Sfi, d^), where S = dK - Kd : A''(]R^) -^ 
A'=+i(K). Since (iod = 0, 

dS = d^K-dKd = -{dK-Kd)d = -Sd. (4.6) 

Furthermore, S is purely algebraic. In fact, an easy calculation shows that 
if u! is represented as in (4.1) then 

Siv = 2.ift ' ^2dx^ A dx — fj • Eidx^ A dx ) . 
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More specifically the action of S = Sk : A'=(R2) ^ A'=+i(]R), fc = 0,1 
is given by 

5 -* -5 

/ l 2 

/22 
dx^ - (^^^\ dx^ 3 U (/i2 - f2i)dx^ A dx^ 

It is important to note that So is invertible (with SQ ^{fidx^ + /2<ix^) = 
( - /2 , / i ) ^ ) - The map Si is surjective but not invertible. If we identify 
A1(M2) wi thC~(f i ,M) by 

dx' - •;" dx' ^ ifij), (4.7) J. ] dx — J. ] dx ^-^ \jijj, 

then the kernel of Si corresponds to the symmetric matrices. 
Note that 

$(V) ^{{io + ^l•x^,^l)\iueR,^xeR^} = {{p,s-^dp)\pe Vi}^Vu 

so (4.5) may be viewed as a resolution of Vi-

We now consider a projection of (4.5) onto a subcomplex. Let 

r ° = { {LO,^l) e A°(V) : dw = Sofi}, r^ = {(w,/x) e Ai(V) : w = 0} 

and define projections 7r° : A°(V) -» r ° , TT̂  : A^{Y) -^ T^ by 

n°{uj,fj,) = {uj,SQ^doj), 7r^(w,//) = (0,/i + c?S'^^w). 

Then the diagram 

$(V) c_̂  A°(V) ^ Ai(V) - ^ A2(V) ^ 0 

n-0 id (4.8) 

$(v) ^ r ° A r i - ^ A2(V) ^ 0, 

commutes, and so when the first row is exact, the second is EIS well. Making 
the obvious correspondences {u>,SQ^dui) <-̂  to and (0,/x) <-» fx, we may 
identify r ° and T^ with A°(K) and A1(]R2), respectively. Thus the bottom 
row of (4.8) is equivalent to 

Vi ^ AO(E) ^ ^ ^ ^ Ai(M2) ± : ^ 1 ^ A2(V) ^ 0. (4-9) 

But this is just another way to write (3.2). In fact, A°(E) = C°° and we 
may identify A1(R2) with C°°(M) as in (4.7). Also, we may identify A 2 ( V ) 
wi thC°° (KxR2) by 

/ . (Q).x. . . .^„-((_;/ , /f).(;;)). ,4.10) 
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It is easy to check that, modulo these identifications, (4.9) coincides with 
(3.2). 

Let us summarize the above construction. We began with the V-
valued de Rham complex (4.4) and introduced the automorphisms A to 
get (4.5). We then projected onto a subcomplex in (4.8) and made some 
simple identifications to obtain the elasticity complex with weakly imposed 
symmetry, (3.2). (Of course, we can make the further projection in (3.3) 
to obtain the elasticity complex with strongly imposed symmetry.) 

5. The construction of a discrete elasticity complex. In this 
section we mimic the above construction on a discrete level to derive dis­
cretizations of the elasticity complex from discretizations of the de Rham 
complex, and use these to derive stable mixed finite elements for elasticity 
with weakly imposed symmetry. 

As explained in [6], there exist a number of discrete de Rham com­
plexes, i.e., complexes of the form 

E ^ AO ^ Ai ^ A2 ^ 0. (5.1) 

Here the spaces A^ are spaces of piecewise polynomial differential forms 
and there exist projections II/i = 11^ : A*̂  —> A^ such that the diagram 

AO A Ai ^ A2 

n^ (5.2) 

A° i^ Ai ^ A? - . 0 h h h 

commutes. 
Our discrete construction begins by taking two discretizations of the 

de Rham complex, one scalar-valued and one vector-valued. The Cartesian 
product of these then gives a discretization of the V-valued complex (4.4) 
which we write 

V ^ AO(V) - i Ai(V) ^ A^(V) ^ 0. (5.3) 

Next we define a discrete analog of the operator K, Kh '• A^(]R^) —» A^(R) 
by Kh = H/jii', where II/j is the projection onto A^(]R) and set Sh = 
dKh - Khd : A^(IR2) ^ A^+^(E). Observe that the discrete version of 
(4.6), 

dSh = -Shd (5.4) 

follows exactly as in the continuous case, and in light of the commutativity 
(5.2), we find that Sh is simply given by 

Sh = dliuK - lihKd = Iih{dK - Kd) = UhS. 
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In analogy with the continuous case, we define automorphisms $/; on A^(V) 
by $h('^, /n) = (w + Khfi, fj.) and obtain the exact sequence 

$,(V) ^ AO(V) ^ Ai(V) ^ A2(V) ^ 0, (5.5) 

where A = ^hd^n^ : A^(V) ^ A^+i(V), so A ( C ^ , M ) = (o^^ " Shli,dfi). 
We now make some requirements on the choice of spaces used in the 

discrete de Rham complexes. A minor requirement is that the global linear 
polynomials are contained in the space A^(R) and the constant forms dx^ 
and dx'^ are contained in Ajj(R). The key requirement is that the operator 
Sfi = 5o,/i : A°(]R^) —> Aĵ (M) is onto, and so admits a right inverse 5^ : 
A^(R) -4 A ^ ( R 2 ) . We can then define the subspaces T^ of A^(V), fc = 0,1, 
by 

r^ = { iuj,fx) G A°(V) : du; = 5; .^}, TJ, = {(a;,/.) € Ai{Y) : a. = 0} , 

and define projections TT̂  : A^(V) -^ T^, TT;̂  : A^(V) -^ r\ by 

7r^(w,M) - ( a ; ,M-4^ / . / i + ^/i^'^). T ^ ' K / ^ ) - (0,M + ^^^^w). 

It is easy to check that these are indeed projections onto the relevant sub-
spaces and that the following diagram commutes: 

$(V) ^ AO(V) ^ Ai(V) ^ A2(V) - . 0 

i(i (5.6) 

•Ah T i l . ^ h $(v) ^ r" ^ r;, ^ AliY) -. 0 

Here we have used the fact that A^(M) contains the linears to see the 
$;j(V) = $(V) and the fact that Ajj(R) contains the constants to see that 
$(V) c r°. 

The diagram (5.6) is the desired discrete analogue of (4.8), and the 
bottom row is a discrete analogue of the elasticity complex with weakly 
imposed symmetry. Under the identification (4.7), F^ = A^(M^) corre­
sponds to a finite element space T,h C jF/"(div,r2;M), while under the iden­
tification (4.10), A^(V) corresponds to a finite element space Qh x Vh C 
L^{Q,;K) X L'^{'[l;M.'^), and the mapping 

corresponds to 

n - ^ Â ( 

(-n«skw,div) 
S/i > Qh X Vh, 

which is the key operator for the stability of a mixed method with weakly 
imposed symmetry (2.1). The fact that divE/j C Vh, built into our con­
struction, ensures the stabihty condition (Al), since then we need only 
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show that | |r |p < CI{AT,T). It is straightforward to check this condition 
for fixed A and fi This condition is also true with ci independent of A for r 
satisfying divr = 0 and /^ tr(T) = 0. Note this latter condition is implied 
by the first equation in the mixed method (choosing r = / ) , and a simple 
reformulation of the problem and slight modification of the analysis allows 
this extra constraint to be easily handled (cf. [3]). The surjectivity of the 
operator Ah implies the inequality in (A2), but only for a constant C2 de­
pending on the mesh size h. Just as in the last section of [6], to obtain a 
constant independent of h requires a more technical argument, using the 
properties of the continuous de Rham sequence, the commuting diagram, 
the approximation properties of an appropriately chosen interpolation op­
erator, and elliptic regularity results. This can be done for all the spaces 
we consider in the next section. A detailed proof for the three-dimensional 
case will be provided in a forthcoming paper [7]. 

Before closing this section, we establish a sufficient condition for the 
key requirement that S^ = So^h be surjective which we shall use in the next 
section. First note that the surjectivity of Sh follows from the commuta-
tivity of the diagram 

A°{n,R^) ^ Ai(fi,E) 

Alim -^ A a/ 
Indeed, since 11^ is surjective and S is surjective (even invertible), this 
certainly implies that Sh is surjective. Recalling that Sh = 11^5, the com-
mutativity condition 5/111^ = TLj^S may be rewritten 

n^S ' ( / -n^ )==0onA°( f i ,R2) . (5.7) 

Now (/ - n^)A°(fi,R2) is exactly the null space of n ° . Thus we may 
summarize the condition as follows: 

Whenever the projection of w G A°(0,R^) into A°(]R^) vanishes, 
then the projection of Suj = u)2dx^ — cuidx"^ into Ajj(R) vanishes. 

We close with a summary of the main conclusion of this section. In 
order to construct stable mixed finite elements for the formulation (2.1), 
we begin with a discrete de Rham complex 

R ^ AO(R) ^ Ai(R) ^ Aim -^ 0, 

and a discrete vector-valued de Rham complex 

R2 ^ A^(R2) ^ Ai(R2) ^ A^(R2) ^ o. 

If these choices satisfy the boxed condition, then the finite element spaces 
S/i corresponding to Ajj(R^), Vh corresponding to A^(R^), and Qh corre­
sponding to A^(R) can be expected to furnish a stable choice of spaces. 
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6. Examples of stable finite elements. In this section, we apply 
the construction just presented to derive stable finite element methods for 
the approximation of the Hellinger-Reissner formulation of linear elasticity 
with weakly imposed symmetry. The simplest example of such a method 
will require only piecewise linear functions to approximate stresses and 
piecewise constants to approximation displacements and multiplier. 

Let T denote a triangular mesh of Q, one of a shape regular family of 
meshes with mesh size decreasing to zero. We need to select a scalar-valued 
and a vector-valued discrete de Rham complex, both of which will be based 
on piecewise polynomials with respect to T, for which we can verify the 
boxed condition of the previous section. Starting with the simplest case, 
we use the Whitney forms for the scalar-valued complex, i.e., 

R->7 ' iA°(T;R) ^ V^A^T;R) -^ VQA^{T-R)-^ Q, 

which is the complex (5.3) of [6] in the case n = 2 and r = 0. For the 
vector-valued de Rham complex, we use instead the sequence (5.4) of [6] in 
the case n — 2 and r = 0, i.e., 

These choices lead to the element choice E/i = V\h^{T\'E?) for the stress, 
Vh ^ VoA?{T;M?) for the displacement, and Qu ^ Voh^{T;R) for the 
multiplier, depicted in Fig. 2 above. 

The boxed condition requires that whenever w is a smooth vector field 
on Q. whose projection into the Lagrange space V2^{T\B?) of continuous 
piecewise quadratic vector fields vanishes, then the projection of uj2dx^ — 
ujidx^ into the Raviart-Thomas space VQA^ ( T ; M) vanishes. The vanishing 
of the projection into the vector-valued quadratic Lagrange space implies 
that 

/ • 
,ide = 0, 1 = 1,2, e e A i ( T ) , (6.1) 

since the edge integrals are among the degrees of freedom (Ai(T) denotes 
the set of edges of the mesh). We then require that 

ITreioj2dx^-u>idx^) = 0, e G Ai(T) , 

since the quantities J Tre(T) determine the projection of a 1-form r into 
P Q + A H T I R ) . Now, for any 1-form r = ndx^ + T2dx'^, 

jTre{T)= f{nt'+T2t^)de, 

where {t^,t'^) is the unit tangent to e. Thus we need to show that 

l{u2t^-iOit^)de = 0, e £ A i ( T ) , 
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whenever (6.1) holds, which is obvious. 
A similar argument can be used to verify the boxed condition for the 

choice of discrete de Rham sequences 

and 

P,+2A°(T;]R2) ^ Vr+iA\T;R^) ^ PrA' (T; 

for any r > 0. Thus we obtain a family of stable finite element methods 
with S^ ^ P,+iAi(T;R2), Vh = PrA\T;R^), and Qh = PrA2(T;M). 

We also remark that it is possible to reduce the space Ti^ without 
changing V/^ or Qh and still maintain stability. Returning to the case 
r = 0, we see that we did not use the vanishing of the edge integrals of 
both components Wj, but only of the combination uj2t^ — u)it^ (the normal 
component). Hence, instead of the vector-valued quadratic Lagrange space 
•p2A°(T; R^) we can use the reduced space obtained from it by imposing the 
constraint that the tangential component on each edge vary only linearly 
on that edge. This space of vector fields, which we denote "P;̂  A°(T; R'^), is 
well-known as a possible discretization of the velocity field for Stokes flow 
[9, 14]; see also [16, p. 134 ff., 153 ff.]. An element in it is determined by 
its vertex values and the integral of its normal component on each edge. 
In order to complete the construction, we must provide a vector-valued 
discrete de Rham complex in which the space of 0-forms is V2 A^{T]M?). 
This will be the complex 

R 2 ^ 7 ' 2 " A ° ( T ; R 2 ) ^ PfAi(T;R2) ^ VoK^{T;B?) ^Q, 

where it remains to define 'Pf A^(T;R^). This will be the set of r G 
•piA^(T; R^) for which Tre(T) • t is constant on any edge e with unit tan­
gent t and unit normal n. (In more detail: for r s •PiA^(T;R^), Tre(r) 
is a vector-valued 1-form on e of the form g ds with /u : e —> R-̂  linear 
and ds the volume form—i.e., length form—on e. If /x • t is constant, then 

"Ai(T;R2).) The natural de grees of freedom for this space are the 
integral and first moment of Tre(T) • n and the integral of Tre(T) • t. It is 
straightforward to verify the commutativity of the diagram 

R2 ^ A°(fi;R2) ^ Ai(^;R^) ^ A2(fi;R2) -> 0 

R2 ^ p2"A°(T;R2) ^ P f A 1 ( T ; M 2 ) J ^ VoA^iJ-R?) -^ 0 

and so the construction may precede. If we use (4.7) to identify vector-
valued 1-forms and matrix fields, then the condition for a piecewise linear 
matrix field F to correspond to an element of V^h^{T\R?) is that on 
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each edge e with tangent t and normal n, Fn • t must be constant on e. 
This defines the reduced space E/j, with three degrees of freedom per edge. 
Together with piecewise constant for displacements and multipliers, this 
furnishes a stable choice of elements. 

We end this section by outlining how the original PEERS element, 
described in Section 1, cf. Fig. 1, can be derived from a slightly mod­
ified version of the theory outlined in Section 5. For this element, the 
scalar sequence is chosen to be a discrete de Rham sequence with reduced 
smoothness. The subscript in the spaces defined below indicates this re­
duced smoothness. Consider the sequence 

R^ViA°_{T;R) ^ VoM{T;R) ^ ViA°{T;R)* ^ 0. (6.2) 

Here •PiA*^(T;M) is the space of piecewise linear 0-forms with con­
tinuity requirement only with respect to the zero order moment on each 
edge, i.e., 'PiA^(T;R) is the standard nonconforming Vi space. Similarly, 
P O A L ( T ; M ) consists of piecewise constant 1-forms, while the space of 2-
forms ViA°{T;Ry is the dual of PiA°(T;E) with respect to the pairing 
J^UJAH. The operator d = do : PiA°_{T;R) -^ VoA}_{T;R) is defined lo­
cally on each triangle, and d ^ di : PoAl{T;R) -» ViA°{T;R)* is defined 
hy J^duj A1^ = - J^Lo Adu for to G VoA\_(T;R) and /z e PiA°(T;R). The 
orthogonal decomposition implied by the exact sequence (6.2) has been 
used previously (e.g., see [5]). 

The corresponding vector-valued sequence needed for the PEERS ele­
ment is dictated by the element itself. We consider the sequence 

R^^ViA''{T-R^) + B ^ V^A\T;R^) + dB ^ VoA^{T;R^)-^ 0, 

which is exact. Here B denotes the space of vector-valued cubic bub­
bles, i.e., piecewise cubic vector fields which vanish on the element edges. 
Note the spaces V^A^{T;R'^)+dB, VoA^{T;R^), and ViA°{T;R)* can be 
identified with the finite element spaces used in PEERS. If we choose the 
interpolation operator Hh onto VoA^_{T;R) to be the L^ projection, then 
clearly 

So,h = lihSo : ViA\T-R^)+B^ VoA\{T-R) 

is onto. Hence, the theory from Section 5 can be applied. 

7. An element with strongly imposed symmetry. In this sec­
tion, we shall discuss finite elements with strongly imposed symmetry, i.e., 
we consider the system (2.2). A family of stable elements was derived in [8], 
where, in the lowest degree case, the stress space E/j C i7(div, Q; §) consists 
of piecewise cubics with linear divergence, while the space Vh C L'̂ (f2; R?) 
consists of discontinuous linears. The purpose here is to show how this el­
ement can be derived from discrete de Rham complexes using the method­
ology introduced above. 
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As in the previous section, we start with one scalar-valued and one 
vector-valued discrete de Rham complex, which we denote here 

R ^ P5AJ(T;R) ^ ViAliTiR) S P3A?(T;R) ^ 0 (7.1) 

and 

R2 ^ P4A0(T;12) A, P3Ai(T;E2) ^ P 2 A 2 ( T ; R 2 ) ^ o. (7.2) 

On a single triangle, the scalar-valuded complex will be simply 

M ^ V^K°{T) ^ Vik\T) ^ PsA^T) ^ 0, 

but the degrees of freedom we use will impose extra smoothness on the 
assembled spaces. This extra smoothness appears to be necessary for the 
final construction. 

For the quintic 0-form space, 7'5A?(T;R), we determine a form on a 
triangle T by the following 21 values: 

./.(x), grad0(x), grad2 0(x), x G Ao(T), J ^ , e G Ai(T). (7.3) 

The resulting space, 'P5A?(T;E), is then the well-known Argyris space, a 
subspace of C^{Q.). 

An element u) G V4A^{T) of the form ui = —g2dx^+gidx'^ is determined 
by the 30 degrees of freedom given as 

gi(x), giadgi^x), x G Ao(r) , / gi, / pdivg, p G 'Pi{e),e G Ai(T), 

and these determine the assembled space ViAj{T]M.). Here div5 is the 
divergence of the vector field 5 = (51,52). It is straightforward to check 
that these conditions determine an element of •P4A^(T) uniquely. For if all 
of them are zero, then the cubic polynomial div g is zero on the boundary, 
and by the divergence theorem, the mean value of div g over T is zero. 
Hence, divg, or duj, is zero, and therefore u = d(f>, where (f) G VsiT), and 
where we can assume that 4> is zero at one of the vertices. However, it 
now follows that all the degrees of freedom for (p given by (7.3) vanish, 
and hence oj = dcp is zero. If w G P4AQ{T;M.), then u) is continuous, and, 
moreover, doj = div 5 is also continuous. 

We complete the description of the desired scalar discrete de Rham 
complex, by letting P3A?(T;R) denote the space of continuous piecewise 
cubic 2-forms, with standard Lagrange degrees of freedom, i.e., if w = 
gdxi A dx2, we specify 

g{x), xeAo{T), fgp, p G Pi(e), e G Ai(T), and /" 5. 
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It is easy to check that d[r5A°^{T;R)] C P4Aj(T;R) and d[P4Al{T;R)] 
= P3A?(T;R). Further, the complex (7.1) is exact. To check this, it is 
enough to show that 

dim:PsAj(T;R) +dimP3A^(T;R) - dimP4Aj(T;R) + 1, 

and this is a direct consequence of Euler's formula. 
We now turn to the description of the spaces entering the vector-valued 

de Rham complex (7.2). The space 'P4A°(T;R^) consists of continuous 
piecewise quartic vector valued 0-forms w = {fi,f2)'^- The degrees of 
freedom are taken to be 

fi{x), gvad fi{x), X e Ao(T), j fi, [pdivf, peVi{e), e e Ai(T). 

Note that the space •P4A°(T;R^) is not simply the Cartesian product of 
two copies of a space of scalar-valued of 0-forms. However, the spaces 
are constructed exactly such that the operator So (defined in Section 4) 
maps P4AJ(T;R) isomorphically onto ' P 4 A ^ ( T ; R 2 ) . Thus SQ^H is simply 
the restriction of ^o in this case. It is invertible, and, certainly the key 
requirement of Section 5, that it is surjective, is satisfied. 

The space •P3Aj(T;R^) corresponds to a non-symmetric extension of 
the stress space used in [8]. On each triangle, the elements consist of cubic 
1-forms 

/ l2^ j„ i ffn , ,dx^-{ ';' dx' (7.4) 
722/ V/21/ 

such that d ivF is linear, where F = (fij). This space has dimension 
40 — 6 = 34. In fact, 34 unisolvent degrees of freedom are given by F{x) 
for X S Ao(T), Jj, F and basis elements for the spaces of moments 

/ 
(Fn) -p , pe7 ' i (e ;R2) , f pskw{F), p G Pi(e;K), e G Ai(T). 

If all these degrees of these degrees of freedom vanish, then skw(i^) = 0 
on the triangle T, and the corresponding unisolvence argument given in [8] 
implies w = 0 on T. 

Finally, the space PiA^(T; R^) = Vih^{T\ R?) is the standard space of 
discontinuous linear vector-valued 2-forms, with degrees of freedom Jj,u>Afi 
for /u in a basis for •PiA°(T, R^). By definition, we have the inclusion 
d[V3Al{T;M.'^)] C P I A ^ ( T ; R 2 ) , and from [8] we know that the symmetric 
subspace of P 3 A 1 ( T ; R 2 ) is mapped onto ViA'^{T;R^) by d. Therefore, 
d[p3Aj(T;R2)] = PiA2(T;R2). Furthermore, clearly d[V4A^{T;R'^)] c 
P 3 A J ( T ; R 2 ) . Hence, as above we can use a dimension count to show that 
the complex (7.2) is exact. 

Since we have already noted that So,h is surjective, it follows from 
the general theory of Section 5, that the bottom row of diagram (5.6) 
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is exact. Furthermore, since SQ^ is invertible, we can identify the space 
r ^ with A^(]R). Now, if w given by (7.4) belongs to PgAjCTiR^), then 
SiLO = (/i2 — f2i)d^^ A dx"^ belongs to •p3A^(T;R). Hence Si^h is just the 
restriction to 'P3Aj(T;R^) of Si in this case, and the bottom row of (5.6) 
can be identified with 

-p^ ^ AO(E) ^ ^ ^ ^ Ai(R2) Sz^l^ A2(V) - . 0, (7-5) 

which, in the present case and notation, takes the form 

Vi ^ P5A°(T;R) - ^ ^ ^ ^ P3AJ(T;R2) 

- ^ ^ ^ ^ P3A2(T;R) X P I A 2 ( T ; R 2 ) ^ 0. (7.6) 

Identifying the spaces of differential forms with spaces of piecewise polyno­
mial scalar, vector, and matrix fields as usual, the form space •P3Aj(T;R) 
corresponds to the space Qh of all continuous piecewise cubic skew matrix 
fields, 7^iA^(T;R) corresponds to the space Vh of all piecewise linear vec­
tor fields, and P5A?(T;R) corresponds to the Argyris space of piecewise 
quintic scalar fields. The space P3Aj(T;R^) corresponds to a space Eh 
consisting of all piecewise cubic matrix fields in iJ(div, fi; M) which have 
piecewise linear divergence, are continuous at the vertices, and for which 
the skew part is continuous. With these identifications, the sequence (7.6) 
is equivalent to 

„ „ , J „ (skw.div) ^ ^ xr „ 
Vi ^ Wh ^ ^h > Qh^Vh ^ 0, 

which is a discrete version of (3.2). 
In order to derive the desired discrete version of (3.1), we develop a 

discrete analogue of the projection done in (3.3). Observe that of the 34 
degrees of freedom determining an element F G S/j on a given triangle 
T, there are 10 that only involve skw(F), i.e., skw(F) at each vertex, 
JrpSk.w(F), and / pskw(F) for p € 7^i(e;K). Moreover, these are exactly 
tihe degrees of freedom of skw(i^) in Q^- Let L^ denote this set of degrees 
of freedom, and Ljj the remaining 24 degrees of freedom. Then we can 
define an injection ih • Qh -^ ^/D determining ihQ on T by 

Kihq)=Kq), leLh, l{ihq) = 0, I & Lf,. 

By construction, skwf;,^ = q for all q £ Qh- The operator ih may be 
considered a discrete analogue of the inclusion of C°°{ft; K) '—^ C°°(n, M). 
(However Qh is not contained in H/j, and ihq need not be skew-symmetric.) 
The operator sym^ := / — ihskw is a projection of Eh onto the subspace 
T,h consisting of the symmetric matrix fields in S/j. That is, 

E,, := sym;,(Sh) = H,, n i7(div, Q; S). 
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A discrete version of the diagram (3.3) is now given by 

Vi 

where Ilh.{q,v) = v — dWihq. It is straightforward to check this diagram 
commutes and hence the bottom row is exact. This is exactly the discrete 
sequence utihzed in [8]. 
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ON THE ROLE OF INVOLUTIONS IN THE 
DISCONTINUOUS GALERKIN DISCRETIZATION OF 

MAXWELL A N D MAGNETOHYDRODYNAMIC SYSTEMS 

TIMOTHY BARTH* 

Abstract . The role of involutions in energy stability of the discontinuous Galerkin 
(DG) discretization of Maxwell and magnetohydrodynamic (MHD) systems is examined. 
Important differences are identified in the symmetrization of the Maxwell and MHD 
systems that impact the construction of energy stable discretizations using the DG 
method. Specifically, general sufficient conditions to be imposed on the DG numerical 
flux and approximation space are given so that energy stability is retained. These 
sufficient conditions reveal the favorable energy consequence of imposing continuity in 
the normal component of the magnetic induction field at interelement boundaries for 
MHD discretizations. Counterintuitively, this condition is not required for stability of 
Maxwell discretizations using the discontinuous Galerkin method. 

K e y words. Nonlinear conservation laws, energy stability, Maxwell equations, 
magnetohydrodynamics, symmetrization, discontinuous Galerkin finite element method. 

A M S ( M O S ) subject classifications. 35L02, 65M02, 65K02, 76N02. 

1. Overview. Various mathematical models such the Maxwell equa­
tions governing electrodynamics and the magnetohydrodynamic (MHD) 
equations modeling fluid plasmas have the added complexity of possess­
ing involutions. An involution in the sense of conservation law systems 
is an additional equation that if satisfied at some initial time is satisfied 
for all future time for both classical and weak solutions [Boi88, Daf86]. 
Involutions should not be confused with constraints that are needed for 
closure of the system. An example of such a constraint is the continu­
ity equation in incompressible flow. In this note, the role of involutions 
in obtaining energy stable discretizations using the discontinuous Galerkin 
method [RH73, LR74, JP86, CLS89, CHS90] is briefly examined. Specif­
ically, the surprisingly different role played by involutions in the discon­
tinuous Galerkin (DG) discretization of Maxwell and ideal compressible 
MHD systems is contrasted. Although both systems possess solenoidal in­
volutions, it is the interplay between involutions and symmetrization of 
the Maxwell and MHD systems that enters fundamentally into the con­
struction of stable discretizations. In this regard, the two systems are 
vastly different. The Maxwell equations are naturally expressed in essen­
tially symmetric form. Consequently, the analysis given in Sects. 2.1 and 
3.1 shows that "standard" DG discretizations can then be used. In con­
trast, symmetrization of the MHD system utilizes the solenoidal involution 
as a necessary ingredient in the symmetrization process. Details of this 
symmetrization process are given in Sect. 2.2. Thus, the precise sense in 

*NASA Ames Research Center, M.S. T27A-1, Moff^ett Field, CA 94035-1000, USA 
(Timothy.J.Barth@nasa.gov). 
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which involutions are satisfied in element interiors and across interelement 
boundaries enters prominently into the MHD discrete energy analysis. The 
analysis of Sect. 3.2 gives general sufficient conditions to be imposed on the 
DG numerical flux and approximation space in the presence of involutions 
so that energy stability is retained. These sufficient conditions reveal the 
favorable consequences of imposing continuity in the normal component 
of the magnetic induction field at interelement boundaries for MHD dis­
cretizations. This is a condition that is not required for stability of Maxwell 
discretizations using the discontinuous Galerkin method but is often a re­
quirement of other methods that build satisfaction of solenoidal conditions 
into the discretization. Techniques for achieving this include staggered 
mesh and specialized differencing techniques [Yee66] as well as edge, face, 
and volume finite element formulations [NedSO, Bos98, BR02] or the dis­
crete mimetic approximations as given in [HS99]. The present analysis for 
MHD also provides alternatives to the "divergence cleaning" procedures 
designed to exactly or approximately satisfy the solenoidal condition, see 
[BB80, TOO, DKK+02, BK04] and references therein. Since the DG method 
reduces to the simplest finite volume method in the special case of piecewise 
constant basis approximation, the results given here impact finite volume 
discretization as well. 

2. Symmetrization of conservation laws without involution. 
Consider the Cauchy initial value problem for a system of m coupled first-
order differential equations in d space coordinates and time which repre­
sents a conservation law process. Let u(a;, t) : IR x IR"̂  i—> H ' " denote the 
dependent solution variables and f (u) : IR™ i-» IR™^'' the flux vector. The 
model Cauchy problem is then given by 

u(a:,0) = Uo(a:) 
(2.1) 

with implied summation on the index i = 1,... ,d. Additionally, the system 
is assumed to possess a convex scalar entropy extension. Let U{u) : IR"' H^ 
IR and -F'(u) : IR™ i—> ]R denote an entropy-entropy flux pair for the system 
such that in addition to (2.1) the following inequality holds 

U,t + Fi,x, < 0 (2.2) 

with equality for classical (smooth) solutions. In the symmetrization the­
ory for first-order conservation laws without involution [God61, Moc80], 
one seeks a mapping u(v) : IR"* H^ IR™ applied to (2.1) so that when 
transformed 

u, vv,t + fi,v v,^. = 0 (2.3) 

the matrix u_v is symmetric positive definite (SPD) and the matrices fĵ v 
are symmetric. Clearly, if twice differentiable functions W(v) : IR™ t-^ IR 
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and ^i(v) : M™ <—> IR can be found so that 

u = W^, f i = ^ ^ (2.4) 

then the matrices 

are symmetric. Further, we shall require that W(v) be a convex function 
such that 

lim ^ ^ = +00 (2.5) 
V—»oo V 

so that C/(u) can be interpreted as a Legendre transform of W(v) 

[ / ( u ) = s u p { v - u - W ( v ) } . 
V 

Prom (2.5), it follows that 3 v* € IR™ such that v • u — W(v) achieves a 
maximum at v* 

f / (u)==v*-u-W(v*) . (2.6) 

At this maximum u = Wv(v*) which can be locally inverted to the form 
V* = v(u). Elimination of v* in (2.6) yields the simplified duality relation­
ship 

C/(u) = v ( u ) . u - W ( v ( u ) ) . 

Differentiation of this expression 

f^,u=v + v , u U - v , u W ^ = v (2.7) 

gives an explicit formula for the entropy variables v in terms of derivatives 
of the entropy function U(u). Using the mapping relation v(u), a duality 
pairing for entropy flux components is defined 

f i ( u ) = v ( u ) - f i ( u ) - . F i ( v ( u ) ) . 

Differentiation then yields the flux relation 

Fi,u = V • fi,u + V,ufi - ^,M^J',v = V • fi,u 

and the fundamental relationship for classical solutions 

v- (u , t + fi,,.) = C/,t + Fi,,. = 0 . 

These relationships are used extensively in the discrete energy analysis of 
the discontinuous Galerkin method. 
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2.1. Maxwell equations in symmetric form. The time-dependent 
Maxwell equations are given by 

d fE 
dt \B 

+ V X E 0 (Maxwell equations) 

where E G IR'', B e IR'̂ , Pc G IR, and j G IR'' denote the electric field, 
magnetic induction, charge and current density with eo and c the free-space 
permittivity and speed of light, respectively. If the charge conservation 
equation 

{Pc),t + y-i=0 (2.8) 

is satisfied for all time then the Maxwell system possesses the following 
involutions 

V • E = pc/eo 
V - B = 0 . 

Writing the Maxwell system in matrix coefficient form reveals that the 
above system is essentially already in symmetric form using the variables 
u = (E ,B)^ 

' 0 
u,t -f Ai u,^; = q(u) , Ai 

where in three space dimensions 

M l 

M} 0 

0 
0 
0 

0 
0 

- 1 

0 
1 
0 

, M2 = 
0 0 
0 0 
1 0 

0 
0 

Ms 
0 

1 0 
0 0 
0 0 

Consequently, a suitable entropy-entropy flux pair for the Maxwell system 
are given by the scaled "square entropy" and square entropy flux 

t/(u) - i ( |E |2 + c2 |B|2) , F(u) = c2 (E X B) . 

Using this entropy function, the symmetrization variables and right sym-
metrizer are then obtained 

E 
c^B 

• 'dxc 

C ^ /dxd 
V = t//„ = 

thus rendering the coefficient matrices symmetric as expected 

0 
MT 

Mi 
0 

Observe that the Maxwell system has been successfully symmetrized 
without utilizing the involutions. Consequently, the energy analysis for 
Maxwell's equations in a vacuum domain is identical to the energy anal­
ysis for conservation law systems without involution as also observed in 
[CLS04]. 
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2.2. Ideal M H D in symmetric form. The equations of ideal com­
pressible MHD are given by 

d_ 
di 

( P\ ( PV \ 

E ^ ^ ' ' (E + p + | B | V 2 ) V - ( V - B ) B 
B B 
i ) B 

VB - B V / 

= 0 (Ideal MHD) 

where p G IR, V e ffi,'', B G H'^, and p G IR denote the fluid density, 
velocity, magnetic induction, and pressure with £ G IR the total specific 
energy given by 

£ = ^ + / 3 | V | V 2 + |B|V2 
7 - 1 

and 7 the ratio of specific heats. In addition, the MHD system possesses 
the solenoidal involution 

V B = 0 

which is consistent with the absence of experimentally observed magnetic 
monopoles. 

It is well known that thermodynamic entropy s is transported along 
velocity induced particle paths for ideal MHD. Recall that s = log[pp'"^) 
for MHD so that a differential of s is given by 

7 1 
ds = —dp- \—dp . 

P P 

Inserting equations derived from the MHD system (2.2) yields 

s t + V • Vs + (7 - 1 ) ^ ^ ^ V • B = 0 
P 

or after combining with the continuity equation 

(ps),t + div(pVs) + (7 - 1 ) ^ ^ ^ V • B = 0 
P 

suggesting that U{u) = —ps may be a suitable entropy function only if 
the involution V • B = 0 is satisfied. Indeed, a straightforward calculation 
for ideal MHD shows that this entropy function does not symmetrize the 
system under the change of variable u H-» v with v = [/„ (see for example 
Earth [Bar98]) 

f V 7̂  f^ 

since the involution equation has not been used. Godunov [God72] observed 
this phenomenon as well which lead to his development of a symmetrization 
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technique for ideal MHD. The basic technique is reviewed here using a 
modified presentation from that originally given. The model MHD system 
with solenoidal involution is given by 

u,t + fj.ii = 0 
Bi,^, = 0 (2.9) 
u(a;,0) = Uo(a;) 

with convex entropy extension 

U,t + Fi,,^ < 0 . (2.10) 

To analyze this system, Godunov considered augmenting the MHD system 
by adding multiples of the involution where the multipliers are themselves 
the gradient of a scalar homogeneous of degree one function <?!)(v) : IR™ i—> 
IR with respect to the symmetrization variables v 

Consider the following ansatz for the dependent variables u and flux com­
ponents fj 

fi = y ^ , - r ( v ) B , 

with U a convex scalar function and r(v) : IR™ H^ IR"' an unknown vector-
valued function. Observe that the augmented MHD system 

(W v),t + (^i,v - r(v) BO;^. + </>;C Bi,., = 0 (2.11) 

possesses a symmetric quasilinear form in v variables whenever r(v) — (f^^ 
since the system (2.11) then reduces to 

W vv V,f + {J^i,vv - </ ' ,vvBi)v,^, = 0 

SPD SYMM 

SO that the final flux relationship is obtained 

The entropy function U{u) for MHD can be interpreted as a Legendre 
transform of W(v) 

C/(u) = s u p { v - u - W ( v ) } 
V 

eventually producing the generalized duality relationships 

I7(u) = v(u)-Wv(v(u)) -W(v(u)) 
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Fiin) = v(u) . ̂ i,v(v(u)) - ^i(v(u)) (2.12) 

so that for classical MHD solutions 

V • (u,t + fi,x, + <̂ |C Bi,^J = U,t + -F,,x, = 0 . 

This relationship will be used heavily in later analysis of the discontinuous 
Galerkin method. 

Choosing the entropy function U{u) = —ps yields 0(v) = (7 — 1) /? V • 
B/p, a homogeneous function of degree one in v (as required) so that 
0 = V • 4',vv The resulting involution multipliers (j)^^ are identical to those 
derived by Powell [Pow94] using a completely different argument motivated 
by (in part) the lack of Galilean invariance of the original MHD system and 
the subsequent addition of a divergence wave family into the local Riemann 
problem solution to restore Gahlean invariance. 

REMARK 2.1. Observe that MHD provides one particular example of 
a symmetrizable system with a given entropy-entropy flux pair {U,Fi} for 
which the flux is not expressed as the gradient of a primative function J-i 
but rather 

In fact, for the specific MHD entropy function C/(u) = —ps, it is possible 
to show that there cannot exist a function J-i such that 

T * ' 1 %,v 

Thus, the DG energy analysis of MHD systems is fundamentally different 
from the energy analysis of systems not possessing involutions. 

3. The DG finite element method. Let Q. denote a spatial do­
main composed of stationary nonoverlapping elements Ki, Q, = UKi, 
KiOKj =9, iy^j and time slab intervals / " = [*!{:, t"+^], n = 0 , . . . , AT - 1 . 
Both continuous in time approximation and full space-time approximation 
on tensor space-time elements Ki x / " will be considered in the analysis. It 
is useful to also define the element set T = {Ki,K2, • •. } and the interface 
set £ = {ei, 62, . . . } with interface members KiCiKj,! ^ j of measure d—l 
corresponding to edges in 2-D and faces in 3-D. Let Pk{Q) denote the set 
of polynomials of degree at most fc in a domain Q C IR . In the discon­
tinuous Galerkin method, the approximating functions are discontinuous 
polynomials in both space and time 

V ' » - { w | w | , ^ , „ e ( H ( K x / " ) ) ' " ,\/KGT,n = 0,...,N-l} . 

Alternatively, [CLS89, CHS90, ShuQQ] utiHze a semi-discrete formulation of 
the DG method together with Runge-Kutta time integration. In this case, 
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the set of approximating functions are discontinuous polynomials in space 
and continuous functions in time denoted by V^. 

For ease of exposition, the spatial domain Q, is assumed either periodic 
in all space dimensions or nonperiodic with compactly supported initial 
data. In this domain, we first consider the standard first-order Cauchy 
initial value problem (without involution) 

/ u,t + fi^^ci = 0 , . 

\ u(a; , i°)=uo(rr) ^""''̂  

with convex entropy extension 

U,t + Fi,,, < 0 . (3.2) 
The DG method for the time interval [t^,i^] with weakly imposed ini­
tial data Vh{x,t^) obtained from a suitable projection of the initial data 
v(uo(a;)) is given by the following statement: 

DG FEM: Find v^ G V^ such that 

j5DG(vfc,w^) = 0 , V W / . G V ' ' (3.3) 

with 

N-l 

- B D G ( V , W ) = ^ ^ / / - ( u ( v ) . w , t + fi(v)-w,,Jda:cii 

+ y ^ / / w{x-) •h{v{x-),v{x+);n)dsdt 

+ E / (w( i : ^ ' ) -u (v (e^ ) ) -w( i !^ ) .u (v ( t ! ! ) ) )d : r ] (3 .4 ) 

with suitable modifications when source terms are present. In this state­
ment h (v_ ,v+;n) : M™ x IR" x R' ' i-> IR" denotes a numerical flux 
function, a vector-valued function of two interface states vj- and an ori­
ented interface normal n with the following consistency and conservation 
properties: 

• Consistency with the true flux, h(v, v; n) = f (v) • n 
• Discrete cell conservation, h (v_ ,v+;n) = —h(v+,v_;—n) . 

For a given symmetrizable system with entropy function U{u), the DG 
method is uniquely specified once V'^, the entropy function U{u), and the 
numerical flux function h(v_ ,v+;n) are chosen. In this formulation, the 
finite-dimensional space of symmetrization variables V;i are the basic un­
knowns in the trial space V'' and the dependent variables are then derived 
via u{vh)- When not needed for clarity, this mapping is sometimes explic­
itly omitted, e.g. U{vii) is written rather than t/(u(v/i)). An important 
product of the DG energy analysis given below are sufficient conditions to 



INVOLUTIONS IN DISCONTINUOUS GALERKIN DISCRETIZATION 77 

be imposed on the numerical flux so that discrete entropy inequahties and 
total entropy bounds of the following form are obtained for the discretiza­
tion of the Cauchy initial value problem (no boundary conditions): 

• A local cell entropy inequality assuming continuous in time ap­
proximation, Vft G V^ 

- / U{vh) dx+ F(v_,fc,v+,^;n)ds < 0 , 
at JK JdK (3.5) 

for each K GT 

where F(y-^h,^+,h',n) denotes a conservative numerical entropy 
flux. Summing over all elements then yields the global inequality 

dtJn 
U{vh)dx<0 . (3.6) 

n 

• A total entropy bound assuming full space-time approximation, 

/ C/(u*(i° )) dx< f U{u{vhix,t^)))dx 
< [ U{u{vh{x,t°_))dx 

(3.7) 

where u* {t'^) denotes the minimum total entropy state of the pro­
jected initial data 

u*(^° ) = — i — / u{M^,t°_))dx . 
meas(i2) J^ 

Under the assumption that the symmetrizer u,v remains spectrally 
bounded in space-time, i.e. there exist positive constants CQ and 
Co independent of v/j such that 

0 < Co | | z f < z • u,v(vh(a;, t)) z < CQ \\zf 

for all z ^ 0, the following L2 stability result is then readily ob­
tained for the Cauchy problem 

| |u(v , ( . , i^) ) -u*( t°) |U,(n) < ( ^ ) ||u(v,(.,t°_))-u*(i°_)|U,(f,) 

3 .1 . D G energy analysis for systems wi thout involution. In 
this section, the DG energy analysis for systems of conservation laws with­
out involution is reviewed. From Sect. 2.1 it was shown that this analysis is 
also the relevant analysis for the Maxwell system since this system can be 
symmetrized without using the Maxwell system involutions. Consequently, 
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consider the DG method applied to the nonlinear system (3.1). For brevity, 
we avoid the introduction of trace operators and instead use the shorthand 
notation for interface quantities f± = f{y{x±)), ( / ) t = (/_ + /+) /2 and 
[/]i = f+~f-- An energy analysis assuming continuous in time functions, 
v/i e V^, yields the following cell-wise local entropy inequality which build 
upon previous scalar conservation law analysis for DG by [JJS95, JS94] 
and further related DG analysis for systems in [CS97] and [Bar98, Bar99]. 

THEOREM 3.1 (DG semi-discrete cell entropy inequality). Let 
v/j € V^ denote a numerical solution obtained using the discontinuous 
Galerkin method (3.4) assuming a continuous in time approximation for 
the Cauchy initial value problem (3.1) with convex entropy extension (3.2). 
Assume the numerical flux h{v-,'v+;n) satisfies the system E-flux condi­
tion 

[ v ] l - ( h ( v _ , v + ; n ) - f ( v ( e ) ) . n ) < 0 , V^ G [0,1] (3.8) 

where v{9) = v_ + ^ M i - The numerical solution v^ then satisfies the 
local semi-discrete cell entropy inequality 

--lu{\h)dx+l F (v_ , ^ ,v+ ,^ ;n )d s<0 , for each KGT (3.9) 
dt JK JdK 

with 

F(v_ ,v+ ;n ) s (v)± • h (v_ ,v+;n) - {T.n)t (3.10) 

as well as the global semi-discrete entropy inequality 

jfu{vh)dx<0. (3.11) 

Proof. Evaluate the energy, -BDG(V/I, v^j), for a single stationary ele­
ment K assuming continuous in time functions 

/ V -Ut dx = — U dx 
JK ' dt Jji 

= - ( / -'v,xi •fidx+ V- hd 
\JK JdK 

( / —J'i,xi dx + v_ • h ds 1 
\JK ' JdK ) 

{—J-- • n -|- v_ • h) ds L 
L 

OK 

( F (v_ ,v+ ;n ) + D(v_ ,v+;n) ) ds 

Conservative Flux Entropy Dissipation 

for carefully chosen conservative entropy flux and entropy dissipation func­
tions 

F ( v _ , v + ; n ) = (v) l • h (v_ ,v+;n) - {:F• n)t 
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i?(v_,v+;n) ^ - i ( [ v ] l •h (v_ ,v+;n) - [^. n ] t ) . 

Observe that the chosen form of F (v_ ,v+ ;n ) is a consistent and conser­
vative approximation to the true entropy flux F{v) 

• -^(v, v; n) = (v • f — ^ ) • n = F • n (consistency) 
• F(v_,v_(.;n) = —F(v+,v_; —n) (conservation) . 

The only remaining task is to determine sufficient conditions in the design 
of the numerical flux h(v_, v_|_; n) so that D{v-, v+; n) > 0. Rewriting the 
jump term appearing in the entropy dissipation term as a path integration 
in state space 

Z?(v_,v+;n) = - i ( [ v ] l . h ( v _ , v + ; n ) - [ ^ . n ] l ) 

= -^[v]+ • (h (v_ , v+; n) - ^ ' ^,^(v(0)) • n de^ 

- - ^ [ v ] i • ( h (v_ ,v+ ;n ) - ^ {{v{0)) • n d0^ 

= - i ^ [ v ] i . ( h ( v _ , v + ; n ) - f ( v ( ^ ) ) . n ) de . 

A sufficient condition for nonnegativity of D(v_ ,v+;n) and the local cell 
entropy inequality (3.9) when applied to finite-dimensional subspaces is 
that the integrand be nonpositive. This yields a system generalization 
of Osher's famous E-flux condition for scalar conservation laws given in 
[Osh84] 

[ v ] ± . ( h ( v _ , v + ; n ) - f ( v ( e ) ) - n ) < 0 , V^ G [0,1] . (3.12) 

Summation of (3.9) over all elements in the mesh together with the con­
servative telescoping property of F (v_ ,v+ ;n ) yields the global entropy 
inequality (3.11). D 
Let Ai < A2 < • • • < Am denote ordered eigenvalues of f „. Some specific 
examples of system E-fluxes (proofs omitted here) include 

• Symmetric variable variant of the local Lax-Friedrichs flux 

hsLF(v-,v+;n) = (f . n ) l - ^A^^x [u(v)]^+ (3.13) 

with 

Amax = sup max |Ai(v(^))| 
0<J<l l<«<"i 

where v(^) = v_ -h ^ [v]l. 
• Symmetric variable variant of the Harten-Lax-van Leer-Einfeldt 

flux [HLvL83, EMRS92] 

hsHLLE(v-,v+;n) = (f • n ) ! - - h^HLLE(v-, v+;n) (3.14) 
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with 

hsHLLE(v-,v+;n) = — [f(v;n)]l - — [u(v)]l 

and 

Amax = sup raax(0,A„(v(O)) , Amin = inf min(0,Ai(v(O)) 
0<€<1 0<?<1 

where v(^) = v_ + ^ [v]l. 
Fully discrete entropy bounds are readily derived assuming DG finite ele­
ment discretization in time. 

THEOREM 3.2 (DG fully-discrete total entropy bounds). Let 
v/j S V'' denote the space-time numerical solution obtained using the dis­
continuous Galerkin method (3.4) for the Cauchy initial value problem 
(3.1) with convex entropy extension (3.2). Assume the numerical flux 
h(v_ ,v+ ;n ) satisfies the system E-flux condition 

[ v ] l . ( h ( v _ , v + ; n ) - f ( v ( 0 ) ) . n ) < O , V^ G [0,1] 

where v(^) = v_ + ^ M l - The numerical solution Vh then satisfies the 
total entropy bound 

f U{u*{t°_))dx< [ U{u(vh{x,t^)))dx< f U{u{vh{x,t°_))dx (3.15) 
Ja Jo. Jn 

where u*{t'^) denotes the minimum total entropy state of the initial pro­
jected data 

U*(i°_) ^ - ^ — r I n{VH{x,t°_))dx 
meas(S2) JQ 

Proof. Analysis of the spatial terms follows the same path taken in 
Theorem 3.1 (omitted here) with an additional integration performed in 
the time coordinate. Consider the energy of the remaining time evolution 
terms in (3.4) after integration-by-parts for a single time slab interval / " 

/ f v-u,tdxdt-\- [ v{tl) • [uftidx 
J I" Jn ' Jn 

= [ [ U^tdtdx+ f v{tl) • [u]*i dx 
Jn Ji^ ' Jn 

= [i[U]'^'-[U]lt+vitl).[uf^)dx 
Jn 

Taylor series with integral remainder together with the duality relationship 
(2) yields 

[Ufl-yitl)-[u]ll+R- = 0, 

i ? " ^ A l - 0 ) [ v ] * i . U v ( v ( ^ ) ) [ v ] * i d e > O 
Jo 
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where v(^) — v ( i" ) + 9 [v]^t. Inserting into the time evolution terms 

/ [ v-u,tdxdt+ f v{tl) • [u]*i dx= [ {[Uft^' + i?") dx . 

Summing over all time slabs, the first term on the right-hand side of this 
equation vanishes except for initial and final time slab contributions. Uti­
lizing nonnegativity of the remainder terms i?" then yields the following 
inequality for the time evolution terms 

V f / / V • u,tdxdt+ [ vit'l) • [u]*+ dx) > [ {U{t^)-U{t°_)) dx . 
n=0 

Assume satisfaction of the system E-flux condition, the spatial term anal­
ysis used in the proof of Theorem 3.1 reduces to the inequality 

V V / ( -\^ •fidx+ v^-hds] dt>0 . 

Combining temporal and spatial results yields 

0 = BDG(V,V) > f {U{t^) - Uitl)) dx . 

Hence, the desired upper bound in (3.15) is estabhshed when applied to 
finite-dimensional subspaces 

f U{u{vh{x,t^)))dx< ( U{xx{wh{x,t1))dx . (3.16) 

To obtain the lower bound in (3.15), we exploit the well-known thermody­
namic concept of a minimum total entropy state (see for example [Mer88]). 
Define the integral average state u* at time slab boundaries 

u * ( r ) = \ ~ f u{vH{x,t"_))dx , n = 0,...,N . 
meas(n) 7^ 

For the DG space-time discretization of the Cauchy initial value problem, 
u* is invariant when evaluated at time slab boundaries, i.e. 

u*(i!!:) = u*{tT') = ••• = u*{t'i) (3.17) 

owing to discrete conservation in both space and time. A Taylor series 
with integral remainder expansion of the entropy function given two states 
u*(t") and u(v/i(a;,t")) for a fixed n yields 

[/(u) = C/(u*)+v(u*) • (u -u*) + / ( l - 0 ) ) ( u - u * ) • t/,uu(^)(u-u*)d^ . 
Jo 
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When integrated over Q, the second right-hand side term vanishes identi­
cally by the definition of u* 

f U{u)dx = f U{u*)dx+ f [ ( l -6 i ) ) (u-u*) • U^^^{e){u-u*)dOdx . 
Jn Jo. Jn Jo 

Prom strict convexity of the entropy function, it follows that u* is a mini­
mum total entropy state since /^ U dx is minimized when u = u*. Finally, 
since u*(t") is constant for n = 0 , . . . , A'', then 

/ U{u*{t°_)) dx= f U{u*{t^)) dx< [ U{u{vh{x,t^)))dx . 
Jn Ja Jn 

This establishes the lower bound in (3.15). D 

3.2. DG Stability analysis for systems with solenoidal involu­
tion. Our attention shifts to the MHD system with solenoidal involution 

u,t + ii,xi = 0 
Bi,,. = 0 (3.18) 

u{x,t°_) = Uo(x) 

with convex entropy extension 

U,t + Fi^,^ < 0 . (3.19) 

The goal is to derive sufficient conditions for MHD system discretizations 
so that the cell entropy inequality (3.5), the global semi-discrete bound 
(3.6), and the global space-time bound (3.7) are obtained. Motivated by 
the Godunov MHD symmetrization theory, we consider an implementation 
of the DG method using the Godunov augmented MHD system. 

DG FEM for MHD: Find v^ G V'' such that 

5DG-MHD(V/„W^) = 0 , VW,, G V'* (3.20) 

with 

-BDG-MHD(V,W) 

= Y . \ Y . I I - ( u ( v ) - w , t - f f i ( v ) . w , , J d x r f t 

- ^ /" f c7K{w-(f>'^^)V-B{y)dxdt (3.21) 

+ 2_\ / / yf{x-) •h{v{x-),\{x+)\n)dsdt 

+ E / Ht--'')-u{v{t1+'))-w{tl)-u{v{r))) dx] . 
pC^q-JK J 
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Observe the added V-B term with adjustable coefficient GK is motivated by 
the theory given in Sect. 2.2. The value of UK will be determined from the 
discrete energy analysis. This term is identical to that proposed by Pow­
ell [Pow94] using a different motivating argument. Unfortunately, without 
placing further constraints on the discrete B field, the Powell term is only 
valid for classical (smooth) solutions since this term cannot be written in di­
vergence form. Consequently incorrect Rankine-Hugonoit jump conditions 
are observed for computed weak (discontinuous) solutions [Csi02]. Note 
that this term vanishes identically and correct weak solutions are obtained 
when a locally divergence-free basis is employed. 

A DG analysis similar to that used in Theorem 3.1 yields the following 
conditions for a discrete cell entropy inequality for the MHD formulation. 

THEOREM 3.3 (DG semi-discrete M H D cell entropy inequal­
ity) . Let v/i G V^ denote a numerical solution obtained using the discon­
tinuous Galerkin method (3.21) assuming continuous in time approxima­
tion for the MHD Cauchy initial value problem (3.18) with convex entropy 
extension (3.19). Assume the following conditions are satisfied: 

1. Either a^ = 1 or the pointwise solenoidal condition 

V-B(v^)|if = 0 , WRGT . 

2. The MHD system E-fiux condition 

[v]l • (h(v_, v+;n) - f(v(^)) •n + <f>{v{e)) {B{v{9)) • n)%) < 0 , 

V6I G [0,1] where v(6i) = v_ + ^ [v]i. 
The numerical solution Vh then satisfies the local semi-discrete cell entropy 
inequality 

- f U{VH) dx+ [ F{y^^h,y+,h;n)ds<0 , 
at JK JdK {3.22} 

for each K £ T 

with 

F(v_,v+;n) = (v)l •h(v_,v+;n) - (^- n - 0 B • n ) i (3.23) 

as well as the global semi-discrete entropy inequality 

s/„-(-) dx <0 . (3.24) 

Proof Evaluate the energy, -BDG(V;I,V?I), for a single stationary ele­
ment K in the DG discretization of the MHD system assuming continuous 
in time approximation 

— / U dx = - (—v,xi • {i)dx + v_ • hds 
dt JK JK ' JdK 
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{-T- • n + (/)_ (B_ • n) + v_ • h) ds •L 
•L 

ax 
(l-crK)0V-B(ia: 

/ (F(v_,v+;n)+D(v_,v+;n))ds 

JdK 

Jh 
K 

The remaining element interior term vanishes identically by either imposing 
aK = 1 or the local solenoidal condition on the magnetic induction field, 
V • 1B\K = 0. Suitable definitions for the conservative entropy flux and 
entropy dissipation are given by 

F(v_ , v+; n) = (v) l • h(v_, v+;n) + (-JT. n + </> B • n)± 

D(v_ ,v+;n) = - i ( [ v ] i . h + [ - ^ . n + < / .B.n]±) . 

This choice of numerical entropy flux satisfies conservation and consistency 
properties 

• F(v_ , v+;n) = —F(v_|_, v_; —n) (conservation) 
• F{v, v; n) = (v • f - ^ + 0 B) • n = F • n (consistency) . 

Rewriting the jump term appearing in the entropy dissipation term as a 
path integration assuming a parameterized state space v{9) = v_ + ^ [v]l 

i? (v_,v+;n) = - i ( [ v ] t . h + [ - ^ . n + 0 B . n ] ± ) 

= - i [ v ] i . (h-£ (^,^(v(0)) .n-{4>B- n);C(v(^))) de 

= - \ j \ t • (h-f (v(e)) • n+.^(v(^)) (B(v(^)) . n);C) de. 

A sufficient condition for nonnegativity of D(v_,v_|_;n) is that the inte­
grand be nonpositive. This yields the MHD E-fiux condition 

[v]+.(h(v_,v+;n)-f(v(0))-n+0(v(^)) {B{w{e))-a)l) <0 , W G [0,1] . 

This establishes the semi-discrete cell entropy inequality for MHD. Summa­
tion of (3.22) over all elements in the mesh together with the conservative 
telescoping property of F(v_ , v+; n) yields the global semi-discrete entropy 
inequality (3.24). Q 
The conditions set forth in Theorem 3.3 are also sufficient to establish 
two-sided bounds on the total entropy. 

THEOREM 3.4 (DG fully-discrete M H D to ta l en t ropy bounds) . 
Let v/i € V'^ denote the space-time numerical solution obtained using the 
discontinuous Galerkin method (3.21) for the MHD Cauchy initial value 
problem (3.18) with convex entropy extension (3.19). Assume the following 
conditions are satisfied: 
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1. Either GK = 1 o.nd the cellwise condition 

b'iV-B{vh)dx = 0 , ^K eT . 
IK 

or Gx ^ 1 and the pointwise condition 

V - 3 ^ ) 1 ^ = 0 , WK€T. 

2. The MHD system E-flux condition 

[v] i . (h(v_,v+;n)-f(v(0)) .n+<A(v(e)) (B(v(^)) • n);^) < 0 , 

ye e [0,1] where v(6l) = v_ + 0 [v]l. 
The numerical solution Vh then satisfies the total entropy bound 

[ U{u*{t°_)) dx< f U{u{vh{x,t^)))dx 

< [ U{u{vh{x,t°_))dx 
Jn 

(3.25) 

where n*{t^_) denotes the minimum total entropy state of the initial pro­
jected data 

\ - f u{yh{x,t°_))dx. u*(i!i) = 
meas 

Proof. Omitted, see Theorem 3.2. The cellwise condition arises from 
the establishment of the minimum entropy state, u*. D 

3.2.1. A compatible B field representation. Unfortunately, con­
ventional system E-fluxes do not satisfy the MHD system E-flux condition. 
Furthermore, calculation of the actual symmetrization variables for the 
MHD system (2.2) associated with the entropy function, U{u.) = —ps, 
reveals that B is not a vector component of v, viz. 

f/û  = ( 7 - l ) 

/ 7-1 T, 2p \ 

p (3.26) 

V f / 
Observe, however, that the last vector component pB/p is a — B multiple 
of the preceding component —p/p- Hence, it is possible to parameterize 
V on a line, v{9) = v_ -F ^ [v]l, and constrain B • n independent of 9 so 
that [B • n];!; = 0 . The following lemma states that under this constraint, 
the MHD system E-flux condition reduces to a constrained variant of the 
system E-flux condition (3.8). 
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LEMMA 3.1 (B field compatibility). Assume the MHD system E-
flux condition as given in Theorems 3.3 and 3.4- In addition, assume that 
B(v) • n is constrained to be continuous at interelement interfaces, i.e. 
[B(v) • n ] l = 0. Then, under this assumption, the results of Theorems 3.3 
and 3.4 are identically obtained with the MHD system E-flux condition 

[ v ] i . ( h - f ( v ( ^ ) ) - n + ^ ( v ( ^ ) ) ( B ( v ( 0 ) ) . n f j < O , V ^ G [ 0 , 1 ] 

replaced by the constrained system E-flux condition 

•n const 
< o , V6ie [0,1] . 

Proof. The result follows immediately since 

[v]± . (B(v(^)) . n)^. = dBtmiJ^ = 0 (3.27) 

due to the 9 independence of B • n at element interfaces. D 
This result indicates the underlying intrinsic compatibility requirement 

of continuity in the normal component of the magnetic induction field for 
DG discretizations of MHD. Precise implementational details are given in 
a separate work [Bar04]. In that same work, several other DG discretiza­
tion formulations and simplified flux functions are given which satisfy the 
sufficient conditions given in Theorems 3.3 and 3.4 

• Transformed variable formulations 
• Constrained formulations 
• Penalty formulations 

4. Conclusions. The energy analysis presented herein reveals the 
subtle interplay of involutions in the nonlinear stability of the DG method. 
Sufficient conditions for energy stabifity of DG discretizations of Maxwell 
and MHD systems have been obtained. From the viewpoint of dis­
crete energy stability, analysis indicates that "standard" DG discretization 
Maxwell's equations are energy stable without modification. Surprisingly, 
sufficient conditions for MHD discretization stability place more demand­
ing requirements as set forth in Theorems 3.3 and 3.4. More complete 
details and DG formulations for MHD can be found in [Bar04]. 
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PRINCIPLES OF MIMETIC DISCRETIZATIONS OF 
DIFFERENTIAL OPERATORS 

PAVEL B. BOCHEV* AND JAMES M. HYMANt 

Abstract . Compatible discretizations transform partial differential equations to 
discrete algebraic problems that mimic fundamental properties of the continuum equa­
tions. We provide a common firamework for mimetic discretizations using algebraic 
topology to guide our analysis. The framework and all attendant discrete structures are 
put together by using two basic mappings between differential forms and cochains. The 
key concept of the framework is a natural inner product on cochains which induces a 
combinatorial Hodge theory on the cochain complex. The framework supports mutu­
ally consistent operations of differentiation and integration, has a combinatorial Stokes 
theorem, and preserves the invariants of the De Rham cohomology groups. This allows, 
among other things, for an elementary calculation of the kernel of the discrete Lapla-
cian. Our framework provides an abstraction that includes examples of compatible finite 
element, finite volume, and finite difference methods. We describe how these methods 
result from a choice of the reconstruction operator and explain when they are equivalent. 
We demonstrate how to apply the framework for compatible discretization for two scalar 
versions of the Hodge Laplacian. 

K e y words. Mimetic discretizations, compatible spatial discretizations, finite ele­
ment methods, support operator methods, algebraic topology, De Rham complex, Hodge 
operator, Stokes theorem. 

A M S ( M O S ) subject classifications. 65N06, 65N12, 65N30. 

1. Introduction. Partial differential equations (PDEs) are ubiqui­
tous in science and engineering. A key step in their numerical solution is the 
discretization that replaces the PDEs by a system of algebraic equations. 
Like any other model reduction, discretization is accompanied by losses 
of information about the original problem and its structure. One of the 
principal tasks in numerical analysis is to develop compatible, or mimetic, 
algebraic models that yield stable, accurate, and physically consistent ap­
proximate solutions. Historically, finite element (FE), finite volume (FV), 
and finite difference (FD) methods have achieved compatibility by following 
different paths that refiected their specific approaches to discretization. 

Finite element methods begin by converting the PDEs into an equiv­
alent variational equation and then restrict that equation to finite dimen­
sional subspaces. Compatibility of the discrete problem is governed by 
variational inf-sup conditions, which imply existence of uniformly bounded 
discrete solution operators; see [6, 18, 46]. In finite volume methods the 
PDEs are first replaced by equivalent integral equations that express bal­
ance of global quantities valid on all subdomains of the problem domain. 

* Computational Mathematics and Algorithms, Mail Stop 1110, Sandia National Lab­
oratories, Albuquerque, NM 87185 (pbboche8sandia.gov). 

t Mathematical Modeling and Analysis, T-7 Mail Stop B284, Los Alamos National 
Laboratory, Los Alamos, NM 87545 (hymanaianl.gov). 
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The algebraic equations are derived by sampling balance equations on a fi­
nite set of admissible subdomains (the finite volumes). Their compatibility 
is achieved by using the Stokes theorem to define the discrete differential 
operators [32, 42, 44, 58]. Finite difference methods approximate vector and 
scalar functions by discrete values on a grid and compatibility is realized 
by choosing the locations of these variables on the grid [28, 33, 34, 51, 61]. 

In spite of their differences, compatible FE, FV, and FD methods can 
result in discrete problems with remarkably similar properties. The obser­
vation that their compatibility is tantamount to having discrete structures 
that mimic vector calculus identities and theorems emerged independently 
and at about the same time in the FE, FV, and FD literature. For in­
stance in [14, 15, 16, 37] Bossavit and Kotiuga demonstrated connections 
between stable finite elements for the Maxwell's equations and Whitney 
forms. In finite volume methods the idea of discrete field theory guided 
development of covolume methods [42, 43, 44], while support operator and 
mimetic methods [48, 50, 33, 34, 35, 36] combined the Stokes theorem with 
variational Green's identities to derive compatible finite differences. Alge­
braic topology was used to analyze mimetic discretizations by Hyman and 
Scovel in [31] and more recently by Mattiussi [39], Schwalm et al. [47] and 
Teixeira [53, 54]. Further research also revealed connections between some 
compatible methods. For instance, mimetic FD for the Poisson equation 
can be obtained from mixed FE by quadrature choice [12, 13, 19]. Another 
example is the equivalence between a covolume method and the classical 
Marker-and-Cell (MAC) scheme on uniform grids [43] and the analysis of 
[39] that relates finite volume and finite elements by using the concept of 
a "spread cell". 

This research helped to evolve and clarify the notion of spatial compat­
ibility to its present meaning of a discrete setting that provides mutually 
consistent operations for discrete integration and differentiation that obey 
the standard vector identities and theorems, such as the Stokes theorem. 
It also highlighted the role of differential forms and algebraic topology in 
the design and analysis of compatible discretizations. The recent work in 
[2, 8, 9, 10, 22, 29, 30, 39, 44, 47, 52, 53, 58] and the papers in this vol­
ume further affirm that these tools are gaining wider acceptance among 
mathematicians and engineers. For instance, FE methods that have tra­
ditionally relied upon nonconstructive variational [6, 18] stability criteria-"^ 
now are being derived by topological approaches that reveal physically rel­
evant degrees of freedom and their proper encoding. Of particular note are 
the papers by Arnold et al. [4, 2] which develop stable finite elements for 
mixed elasticity, and by Hiptmair [29], Demkowicz et al. [22] and Arnold et 

^One exception in FEM was the Grid Decomposition Property (GDP), formulated 
by Fix et al. [26], that gives a topological rather than variational stability condition 
for mixed discretizations of the Kelvin principle derived from the Hodge decomposition. 
The GDP is essentially equivalent to an inf-sup condition; see Bochev and Gunzburger 

[7]. 
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al. [3] which define canonical procedures for building piecewise polynomial 
differential complexes. 

The key role played by differential forms and algebraic topology in 
compatible discretizations is not accidental. Exterior calculus provides 
powerful tools and concise formalism to encode the structure of many 
PDEs and to expose their local and global invariants. For instance, in­
tegration of differential forms is an abstraction of the measurement pro­
cess, while the Stokes theorem connects differentiation and integration to 
reveal global equilibrium relations. Algebraic topology, on the other hand, 
supplies structures that mimic exterior calculus on finite grids and so is a 
natural discretization tool for differential forms. The application of alge­
braic topology in modeling dates back to 1923 when H. Weyl [59] used it 
to describe electrical networks. Other early works of note are Branin [17] 
and in particular Dodziuk [24] whose combinatorial Hodge theory has great 
similarity with mixed FE on simplices. However, these papers contained 
few applications to numerical analysis. The first deliberate application of 
algebraic topology to solve PDEs numerically is due to Tishkin et al. [55] 
and Hyman and Scovel [31] who, drawing upon some of the ideas in [24], 
used it to develop mimetic finite difference methods. 

The present paper extends the approach originated in [31] to create a 
general framework for compatible discretizations that includes FE, FV, and 
FD methods as special cases. We first translate scalar and vector functions 
to their differential form equivalents and consider the computational grid 
to be an algebraic topological complex. The grid consists of 0-cells (nodes), 
1-cells (edges), 2-cells (faces), and 3-cells (volumes) which combine to form 
fc-chains; fc = 0,1, 2,3. For simplicity we focus on simplicial grids; however, 
most of the developments easily carry over to general polyhedral domain 
partitions. 

All necessary discrete structures in our framework are put together 
by two basic operations: a reduction map 7?. and a reconstruction map 
J , such that I is a right inverse of TZ. We take TZ to be the De Rham 
map that reduces differential forms to linear functionals on chains, i.e., 
cochains. Therefore, discrete fc-forms are encoded as A;-cell quantities. For 
differential forms, the operators Div, Grad and Curl are generated by the 
exterior derivative d. Stokes theorem states that d is dual to the boundary 
operator d with respect to the pairing between forms and chains. To define 
the discrete operators we mimic this property and use the duality between 
chains and cochains. Thus, the discrete Div, Grad and Curl are generated 
by the coboundary S which is dual to d with respect to this pairing. 

The reconstruction map I translates cochains back to differential forms 
and induces the natural inner product that is central to our approach. 
This product gives rise to a derived adjoint S*, a discrete Laplacian —A = 
56* + 5*5 and hence a combinatorial Hodge theory [25, 24]. By applying 
a discrete version of Hodge's theorem and De Rham's theorem, we can 
compute the size of the kernel of this Laplacian in an elementary way. 
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The global (combinatorial) and the local (metric) properties of the dis­
crete models are determined by 7?. and X, respectively. The discrete deriva­
tive, induced by 7?., is purely combinatorial and invariant under homeo-
morphisms. The adjoint b* is induced by the inner product and depends 
on the choice of X. 

The present work, based on mappings between differential forms and 
cochains, differs from other approaches that use differential forms and al­
gebraic topology to provide common frameworks for compatible discretiza­
tions. Most notably, we make the inner product on cochains the key concept 
of our approach because it is sufficient to generate a combinatorial Hodge 
theory. As a result, distinctions between compatible FE, FV, and FD meth­
ods arise from the choice of X and so equivalence of different models can be 
established by comparing their reconstruction operators. In contrast, the 
primary concept in [30, 52, 54] is the discrete * operator. Different models 
are distinguished by their choice of the discrete :*r and its construction is 
the central problem. 

As an aside, we point out that developments in the FE literature focus 
primarily on approximation of differential forms by piecewise polynomials 
of arbitrary degree [1, 3, 22] and less on the equivalence between the dis­
crete models. Except in the lowest-order case, such spaces include degrees 
of freedom that are not cochains and result in differential operators that 
are not purely combinatorial. The main advantage of cochain encoding 
used in this work is seen in the possibility to maintain a clear distinction 
between the global and the local features in the discrete model. High-order 
formulations on cochains are also possible by using an appropriate recon­
struction operator [32, 58]. Generally, reconstruction stencils for X grow, 
which is seen as the principal drawback of this approach. However, the 
number of degrees of freedom does not increase. 

2. Differential forms. We review the basic concepts necessary for 
the numerical framework. Given an n-dimensional vector space E and an 
integer 0 < A; < n , we denote by A*̂  the vector space of algebraic fc-forms, 
that is, all fc-linear, antisymmetric maps-^ w^ : £̂  x . . . x £ i—» E; see [5]. The 
subscript fc in w/j will be used only when necessary to distinguish between 
different forms. Dimension of A'̂  is C^ and the unique element a;„ of A" 
is a volume form. We recall the wedge product A : A*̂  x A' i—> A'^^' for 
k-\-l < n with the property that Wfc Ao); = (—l)'^'^; Awfc. An inner product 
{•,•) on E X E induces an inner product (•, •) on A'' x A*̂ . The latter gives 
rise to a unique metric conjugation operator * : A*̂  i—> A"~'^, defined by 
the relation [23, 27] 

wA*^ = (w,0<^n V W . C G A ^ (2.1) 

Let TO, denote the tangent bundle of a differentiable manifold Q. A 

^ Equivalently, A'' can be defined as the dual of Afc - the speice of all fc-vectors; see 
[23, 27]. 
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differential fc-form on fi is a map Q, 3 x i-^ to {x) G A'=(T^fi), where T^Q. 
is the tangent space at x. In what follows the set of all smooth fc-forms 
on Cl is denoted by A*^(fi). The exterior derivative d : A'^ i—>- A'̂ + î k = 
0 , 1 , . . . ,n — 1 satisfies 

d{iJk A wi) = {diOk) A w, + {-l)''oJk A {dui) •,k + l <n (2.2) 

and dd = 0 and therefore gives rise to an exact sequence 

R ^ A°(Q) ^ A\n) ^ A2(fi) ^ A^(fi) ^ 0 (2.3) 

called De Rham complex. 
Integration operation for differential fc-forms can be defined on k-

dimensional manifolds without any reference to a metric structure [5, 23]. 
The Stokes theorem 

/ 10= I du, (2.4) 
Jan Jo. 

expresses the classical Newton-Leibnitz, Gauss divergence, and Stokes cir­
culation theorems. As a corollary to this theorem and (2.2), we have, for 
fc -|- / -|- 1 = n, the integration by parts formula 

/ u>kALOi= {dLOk) A w; -I- ( - l )*^ / Wfe A {duji). (2.5) 

On a Riemannian manifold Q, the metric tensor gij induces Euclidean 
structure on T^Q, and inner product (•, •) on A'^(Txfi). The latter brings 
about an L^ inner product on A'̂ (J7) defined by 

(w,On= fi^,0^n- (2.6) 
Ja 

In view of (2.1), an equivalent definition is 

( a ; , O n = / w A * ^ (2.7) 
Jn 

The Hilbert spaces obtained by completion of smooth fc-forms in the metric 
induced by (2.6) will be denoted by A''{L'^,Q.). 

It is also profitable to introduce the Sobolev spaces [3] 

A''{d,n) = {u;eA''iL'^,n) I du) e A''+\L\n)} , 

of square integrable fc-forms whose exterior derivative is also square inte-
grable. 

The inner product (2.6) gives rise to an adjoint operator d* : A''{fl) i—» 
A'^~^(f2). Assuming that ft is the whole manifold, or that one of the forms 
has compact support, the adjoint is defined by 

{duj,On = {uJ,d*On for all u £ A'=-i(fi), C G A'=(fi). 
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The adjoint gives rise to the Hodge Laplacian —A^ = dd* + d*d, which is 
a mapping A''(fi) i-> A''{Q). 

We assume that the boundary dO, of domain fi for the PDEs consists 
of two disjointed, smooth, possibly empty boundary components Fj and 
r2. At any boundary point a form can be decomposed into its tangential 
and normal components, oj = ojt + u)n- If 77 is the inward pointing unit 
covector, then Un = g AT] where -kg = -kui A ij. The Green's formula 

(2.8) {duj,^)Q-{oj,d*S,)n= w A * $ = / lOtA-k^n 
Jan Jan 

follows from (2.4) and (2.5). 
Let AQ(Q) be the smooth fc-forms LO such that 

LOt =0 on Fi and a;„ = 0 on F2 . (2.9) 

The boundary conditions imposed on Ao(fi) imply that d* — (—1)*̂  * d*. 
Thus, the adjoint has the property that d*d* = 0. If the metric is the stan­
dard Euclidean metric, then the effect of d* on scalar and vector functions 
is the same as that of d. 

Using (2.8) we see that for ui,^ G ^o{^) 

i-AkUj, ^)a = (dto, dOn + id*oj, d*On • 

The right-hand side in the above formula is the Dirichlet integral. 
The relation between forms and vector and scalar functions in E^ is 

determined as follows. Let {xi}f^^ and {dxi}^^^ denote the local coordi­
nates and their conjugates, respectively, that is, dxi{xj) = 6ij. A 0-form is 
dual to zero-dimensional manifolds (points) and so it is a scalar function. 
A 3-form is dual to three-dimensional manifolds (volumes) and so it has 
the form 

w = 4>{^)dxi A dx2 A dxz • 

This defines a relation w '^ (j) where ^ is a scalar function. Therefore, 0-
and 3-forms can be identified with scalar functions. A 1-form is dual to 
one-dimensional manifolds and can be written as 

uj = VLi{-x)dxi -I- U2(x)dx2 + U3(x)<ia;3 , 

while a 2-form is dual to two-dimensional manifolds and can be written as 

uj = Ui(x)dx2 A dxz + U2(x)dx3 A dxi -\- \xz{yi)dxi A dx2 • 

This defines a relation w <-> u, between 1- and 2-forms and vector fields in 

To emphasize correspondences between forms and fields, sometimes 
we will write w" or ui'^ so that 

da ;^=w7* ; rf<=a;J^"; and dw^ = a;J '". (2.10) 
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That is, exterior derivative of a 0—, 1 —,2—form is equivalent to applica­
tion of Grad, Curl, or Div, respectively, to the corresponding scalar or 
vector field. 

Furthermore, if w" and "̂̂  are two 1-forms, then the wedge product 
w" A ̂ '̂  is a 2-form with corresponding vector function u x v. If T;"' is a 
2-form, then the wedge u" A 77"" is a 3-form with scalar function u • w. 

For the Hilbert spaces A*̂  {d, Q,) boundary conditions are imposed for 
k = 0,1,2 either on Fi or r2 but not both at the same time. In this 
paper we consider the spaces A^{d, Q) with boundary conditions on FJ; i = 
1,2. The correspondence (2.10) allows us to identify A''{d,fl), k = 0,1,2 
with the Sobolev spaces H{Q,gra.d), H{Q,curl), and H{Q,div) of square 
integrable functions whose gradient, curl, and divergence are also square 
integrable. With A^{d, Q) ~ L^(Q) we have an L^ version of the De Rham 
complex (2.3); 

M -» H{n, grad) y^ H{fl, curl) ^ H{n, div) ^ L'^{n) ^-> 0. (2.11) 

The spaces A^{d, ft) correspond to Sobolev spaces constrained by boundary 
conditions on F^: 

Hi{Q,gvad) = {(t>G H(fl,giad) \ (f> = 0 on F J 

Hi{Q,,curl) = {w e H{Q,,curl) | w x n = 0 on Fj} 

Hi{n, div ) = {w G H{n, div) I w n = 0 on F j . 

They form a De Rham complex relative to F,. 

3. Algebraic topology. Our goal is to develop discrete structures 
that support mutually consistent, mimetic notions of integral, derivative, 
and inner product. The approach adopted in this paper is guided by alge­
braic topology and draws upon the ideas of [31]. This section reviews the 
necessary basic concepts. For further details we refer the reader to Cairns 
[21] or Flanders [27]. 

For brevity we restrict our attention to computational grids that are 
triangulations of f2 by a simplicial complex. All discrete structures devel­
oped in this paper and their mimetic properties can be extended to general 
polyhedral partitions of il such as considered in [38]. 

A fc-simplex Sk is an ordered collection [po,.. . ,pk] oi (k + 1), k < n 
distinct points in R" such that they span a fe-plane. A fc-chain is a formal 
linear combination 

Ck = 2_^ aiSk 

where a, are real constants and s\. are fc-simplices. A set of fc-chains is 
denoted by C/-. 
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/ 

O^ddc.^ ^-^— dc^ ^-^— C3 

FIG, 1. The boundary d of a k-simplex is (k — 1)-chain. The action of d on a 3-cell 
illustrates that 8803 = 0. 

The boundary d of a fc-simplex is (fc —l)-chain is defined by the formula 

9[po, . . . , Pfc] = ^ ( - l ) ' [ p o , . . . , pi_i , P i + i , . . . , Pfc] (3.1) 
i = l 

A direct calculation shows that dd = 0. Boundary of a chain is defined 
by linearity; see Fig. 1 

dc = 2_]a.idc\ . (3.2) 

The collection {Co, Ci,C2, C3} is called complex if for any c G Ck, 
dc G Cfc_i. This gives rise to an exact sequence 

0 ^ Co 3 L Ci ^ C2 ^ C3 «— 0 (3.3) 

where 9/c : C^+i 1—> Cfc is the boundary operator on fc-chains. The sequence 
(3.3) is called exact since Range 9^ c Ker9fc_i, which follows from dd = 0. 

The geometric realization of a fc-simplex [po,. . . Pfc] is the map 

ti I—> y^ tiPi, where ti > 0 and N . ti = 1 • 
i=0 i=l 
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This map returns the convex hull of the points [po,...pfc]. The num­
bers ti are called barycentric coordinates, and they turn the complex 
{Co,Ci,€2,03} into a metric space K. A triangulation of fl is a home-
omorphism K 1-^ ^. Given K, we denote by Li C K and L2 C K the 
triangulations of Fi and r2. 

The chain CQ is a collection of zero simplices, i.e., points. We re­
quire that these points be given an ordering. This ordering determines 
an orientation for each fc-simplex in K. A simplex [p^g,..., Pi^. ] has posi­
tive orientation if TT = {IQ,. .. ,ik} is an even permutation of the symbols 
{0 , . . . , A;} and negative orientation otherwise. The subsets 

Zk = {cfc e Cfc I dk-iCk = 0} and 

Bk = {bk e Cfc I fefc = dkCk+1 for Ck+i £ Ck+i} 

of Ck are called fc-cycles and fc-boundaries, respectively. Because dd = 0, 
Bk is a subgroup of Zk- The fc*'' homology group of K over M, Hk{K, R) = 
Zk/Bk contains all cycles that are not boundary chains. 

The dual C'̂  is the collection of all linear functionals on Ck- The 
elements of C'^ are called fe-cochains. We use the bracket notation (-,•) 
to denote the duality pairing of chains and cochains. The adjoint of d, 
5:C''^C''+'^, defined by 

{a,dc) = {5a,c) (3.4) 

satisfies 56 = 0 and forms an exact sequence 

0 _ C° ^ C^ ^ C2 - ^ C3 ^ 0, (3.5) 

dual to (3.3). As before, we define the fc-cocycles Z'^, the fc-coboundaries 
B'' of C ^ and the A;*'' cohomology group n''{K,R) = Z^/B''. 

The collection {cj.}, i = 1,2,... of positively oriented fc-chains forms 
a basis for the chain complex. Since K is finite, Ck is finite dimensional 
and isomorphic to C'^. The isomorphism J : C'̂  i—» Cfc is given by 

Ja = Y,{a,ai)ai. (3.6) 
i 

We identify cf\ with its dual so that (c^,, a .̂) = 5ij . Then a cochain can be 
written as a = ^ ajcr^ and its action on a chain c = ^ '^i'^\ is given by 

i 

Prom this, the coboundary operator is computed to be 

(5[po,...,Pfe] =^ [p ,PO, - . - ,P / c ] 
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•dc'—^6dc'^0 

F I G . 2. The coboundary operator is defined by S[po,. . . , Pfe] = X3p[p, po, • • •, Pfc], 
where the points [p, p o , . . . , Pk] form, a (fc + l)-siniplex, returns a cochain that contains 
all {k + 1) simplices that have [po , . . . , Pk] as part of their boundary. The action of S 
on a 1-cell illustrates that SSc^ = 0. 

where the sum is over all points p such that [p ,po, . . . ,Pk] is a (/c + 1)-
simplex. In other words, the coboundary returns a cochain that contains 
all {k + 1) simplices that have [po,.. . ,pk] as part of their boundary; see 
Fig. 2. 

To accommodate boundary conditions, define the subspace C^ C C*̂  
to be the set of all fc-cochains that vanish on Li, the triangulation of FJ: 

Cf = {aeC'=i(a,Cfc)=OVcfceLi}, 

and CQ to be the cochains that vanish on Lj U L2. In a similar way we 
construct the groups Z^, B^ and the fc*'* relative cohomology group Tif = 
n''{K,Li,R). 

We stress that geometrically C*̂  and Cf. are distinct despite the isom-
porphism J. An element of Ck is a formal sum of fc-simplices, whereas an 
element of C'̂  is a linear function that maps elements of C^ into real num­
bers. This distinction also extends to the role of chains and cochains in the 
discretization. The /c-chains represent subsets of the nodes, edges, faces, 
and cells in the grid. The fc-cochains are the collections of real numbers 
{a,} associated with these subsets. Therefore, the chains are the physical 
objects that make the computational grid, while the cochains are the dis-
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Crete functions that live on that grid. In particular, the proper way to store 
scalar functions on the grid is as 0- or 3-cochains, while the proper way to 
store vector fields is as 1- or 2-cochains. 

4. Framework for mimetic discretizations. This section develops 
structures for mimetic discretization of PDEs by using algebraic topology 
and two basic operations. A reduction operator maps forms to cochains and 
gives rise to combinatorial operations of differentiation and integration that 
satisfy a Stokes theorem. A reconstruction operator translates cochains to 
differential forms and is used to obtain the natural inner and wedge product 
operations. The natural operations provide the derived analogues of the 
adjoint d* and the Hodge Laplacian. 

4.1. Basic operations. 
Reduction. Information about physical quantities is obtained by mea­

suring. Integration of differential forms is an abstraction of this process and 
motivates our choice of the De Rham map A''(fi) i—» C'^ for the reduction 
operation. This map is defined by 

{nuj,c)= JL (4.1) 

where c G C^ is a fc-chain and u) e A'^(ri) is a fc-form. The mapping 
u! Ĥ  TZu establishes discrete representation of fc-forms in terms of global 
quantities associated with a chain complex. Thus, we encode discrete k-
forms as fc-cell quantities. The following property of 7?. will prove useful in 
the sequel. 

LEMMA 4.1. The De Rham map has the commuting diagram property 

lid = sn. 

Proof. Using the Stokes formula (2.4) and the duality of d and S gives 

{nduj,c)= fdoj= oj = {TZLO,dc) = {5TZu),c). (4.2) 
Jc Jdc 

0 
In what follows we refer to this property as CDPl, the first commuting 
diagram. 

Reconstruction. Central to our approach is the notion of an inner prod­
uct on cochains. Its natural definition requires an operation I that serves 
as an approximate inverse to TZ and translates the global information stored 
in C*̂  back to local representations. In contrast to 7 ,̂ where the De Rham 
map (4.1) is the obvious candidate, the choice of Z is flexible because of 
the many possible ways in which global data from C^ can be combined in 
a local field representation. 

The operator I must satisfy two basic conditions. We will call a 
bounded linear mapping I : C'^ i—> A'^(L^,f2) an L?' mimetic reconstruction 
operator if I is a right inverse of 7?. [consistency property) 

7^J = id (4.3) 
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and an approximate left inverse of that operator {approximation property) 

m = id + 0{h'), (4.4) 

where s and h are positive real numbers that give the approximation order 
and the partition size in K, respectively. 

Prom (4.3) it follows that T is unisolvent in the sense that 

K e r l = { 0 } . (4.5) 

We require the range of X to contain square integrable /c-forms and 
(4.3) implies that these forms are continuous on the fc-chains of the complex 
K. However, they may be discontinuities along the m ^ fc-cells of the 
complex, or even within the /c-cells of K, and so they may not belong to 
A'^ (d, fi). For mimetic reconstruction operators I whose range is a subspace 
of the Sobolev space h^{d, fi) we impose an additional condition that serves 
to coordinate the action of the exterior derivative and the coboundary 
operator. This condition takes the form of a second commuting diagram 
property, CDP2, 

dl = 15. (4.6) 

We will call such mappings conforming mimetic reconstruction operators. 
The Whitney map [60, 24, 31] is an example of a regular mimetic recon­
struction operator. 

4.2. Discrete structures. For a mimetic reconstruction operator I , 
the range of ITZ, considered as an operator A'^(d,Q,) t-^ A'^(L^,n), is a 
subspace of A''{L'^, fi) given by 

A''{L^,K) = {uJheA''{L^,n)\LOh=mio fo r somewe A'=(d,Q)}. (4.7) 

When I is a conforming operator, the range oflTZ is a subspace of A''{d, Q) 
given by 

A'^id, K) = {ujh e A*(d, VL)\LOh= TULO for some uj G A''{d, Q)} . (4.8) 

The spaces A'[{L'^,K) and A'l{d,K) are defined similarly using A^{d,Q). 

4.2.1. Combinatorial operations. These operations are induced by 
the action of 72. and are completely independent of any metric structures. 

Exterior derivative. Formula (2.10) shows that Grad, Curl and Div are 
generated by the action of d on 0-, 1-, and 2-forms. Therefore, their discrete 
versions will be generated by a discrete counterpart of d acting on 0-,l-, 
and 2-cochains. To find the discrete version of d on ii' we note that forms 
are dual to manifolds with respect to the pairing induced by integration 
and that according to the Stokes theorem (2.4), d is the adjoint of d. To 
define a discrete derivative we mimic this by using the duality of C'^ and 
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Cfc and formula (3.4) which states that S is dual to d. Thus, the discrete 
Grad, Curl and Div are generated by the coboundary. The CDPl property 
asserts the consistency of this definition: The action of d on w followed by 
a reduction to cochain equals the reduction of ui to cochain followed by the 
action of 5. 

Integration. The integral oi a £ C'^ is defined on chains C/. by duality: 

= {a,a) \/aGC'';aGCk. (4.9) 

4.2.2. Natural operations. These are defined by composition of I 
and the desired analytic operation. Natural operations are the best imita­
tion of the analytic operations on cochains. 

Inner product. The L'^ inner product (2.6) on A''(Q) is the integral of 
the inner product on A''{Tx^). We mimic this relationship by setting up 
the local inner product 

{a,b)'^={Ia,Ib) Wa,beC^. (4.10) 

The discrete L^ inner product on C'' is the integral of (4.10): 

{a,b)n'^= [ {a,b)ujr, ya,beC''. (4.11) 

Unisolvency (4.5) of I guarantees that (4.10) and (4.11) are nondegenerate 
and are indeed inner products. 

Wedge product. The operation A : C'^ x C^ \-^ C^+k jg introduced by 
using the wedge product of difi'erential forms. Specifically, we set 

aAb = n{IaAXb) Va e C''; b € C . (4.12) 

4.2.3. Derived operations. These operations are induced by the 
existing natural operations. 

The discrete adjoint. The inner product on CQ induces an adjoint 6* 
of S characterized by the identity 

{5a,b)n = ia,S*b)a ^a e C^; b £ C^+'. (4.13) 

The adjoint is a mapping CQ"*"̂  H-> CQ, has the property that S*5* = 0, and 
provides a second set of discrete Grad, Curl, and Div operations. In PDEs 
modeling physical problems, often a vector function is associated naturally 
with a 1-form or a 2-form, while a scalar function can be associated with 
a 0-form or a 3-form. This identification determines whether the vector 
function should be encoded in CQ or CQ and the scalar function in CQ or 
C^. This in turn determines the discrete version of Div, Curl and Grad 
to use. 
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Hodge Laplacian. We define the discrete Laplacian V : C* i—> Cg with 
6 and its adjoint 5* as 

-V = 5*5 + SS* (4.14) 

to mimic —A = d*d + dd*. 
REMARK 4 .1 . Derived operations are needed to avoid internal incon­

sistencies between the discrete operations. Because X is only an approxi­
mate left inverse of 7 ,̂ some natural definitions with clash with each other. 
For example, a natural counterpart of (4.13) mimics d* = (—1)*̂  -^d-k and 
defines S* = {—l)'^TZ-*:d*I. Besides the fact that this requires X to be con­
forming, the real problem is that the natural 5* is not the adjoint of 6 with 
respect to the natural inner product (4.11). Indeed, from (4.4) and (4.6) 

{S*a,b)n = {-!)''{ITZ indicia, Jb)n = {-\f{-kdi.la,Ih)^ + 0{h') 

- {Ia,dlb)n + 0{h') = {Ia,I5b)n + 0{h') 

= {a,6b)n + 0{h'). 

4.3. Mimetic properties. We now establish the mimetic properties 
of the discrete operations. 

Derivative and integral. In addition to 55 = 5*5* = 0, derivatives have 
the following mimetic property. 

LEMMA 4.2. Assume that I is conforming and let a^ = la, bh = Xb 
foraeC'', beC'+K Then 

{dah,bh)n = {Sa,b)n and {ah,d*bh)n = {a,S*b)s^ . (4.15) 

Proof. The first identity follows directly from CDP2 (4.6) and the 
definition of the mimetic inner product. To prove the second identity we 
use (4.6), (4.11), and that d* is the adjoint of d: 

{ah.,d*bh)Q = idah,bh)n = {dXa,Xb)n = {I5a,Xb)a = {5a,b)Q = {a,S*b)n. 

Q 

The discrete Stokes theorem is a consequence of the identity 

{5a, a) = {a, da) Va GC''; a e Ck+i. 

Prom (4.1), (4.3), and (4.9) we have the property 

/ a = (a, cr) = {nXa, a) = Xa. (4.16) 
J a J a 
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Combinatorial Hodge theory. We recall the relative singular cohomol-
ogy of Q, over M: 

HQ = Ker (5/Range S on singular fc-cochains that vanish on Fi , 

the De Rham cohomology: 

n'' =Keid/R&nged on A^ 

and the De Rham theorem 

rt — /to • 

Let H''(n) = {h G Ao(fi) | Ah = 0}, the space of smooth harmonic k-
forms. The Hodge decomposition^ theorem [23] states that dim(KerAfc) = 
dim(W'^) and every oj G Ao(fi) has a decomposition 

uj = df + h + d*g (4.17) 

where / e AQ^^{Q.), g G Ao"'"^(fl), and h G H''{Q,). In the vector calculus 
this theorem implies that any vector function u has a decomposition u = 
V X w + V(f> + h where h is harmonic and 0 is a scalar. It also implies that 
any real function has the decomposition / = 5 + V • v, where g is harmonic. 

The kernel of the discrete Laplacian H''{K) = {/i G CQ | P/i = 0} is 
the set of all harmonic cochains in CQ. Its characterization mimics that of 
H>'{Qy. 

H''iK) = {ceC^\Sc==S*c=0}. (4.18) 

THEOREM 4.1. Every a £ CQ has a decomposition 

a = 6b + h + 6*c, (4.19) 

where b e C^-\ c G C^+^ and h G H''{K). 
Theorem 4.1 is a consequence oi S6 = 0 and the definition of S* as the ad­
joint to 6. This is another important reason to choose the derived definition 
(4.13) of 5* instead of the natural one in Remark 4.1. 

To compute dim(Kerl') we need the following result. 
LEMMA 4.3. The kernel of V is isomorphic to the k*^ relative coho­

mology group HQ. 

' 'This theorem is primarily a consequence of the fact that HT : V i-^ V is a, bounded 
linear operator on a Hilbert space V such that T'^ = 0, then 

V = Range T © Range T* ® H , 

where H = {x £ V \Tx = T*x = 0}. A simple proof is as follows. Define V = 
(Range r © Range T*)-'- and let x 6 V. Then (Ty,x) = 0 and {T*y,x) = 0 for &\\yeV 
imply that Tx = T*x = 0 and x & H. For T = d the proof is complicated by the fact 
that d is an unbounded operator on a domain in L'^. 
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Proof. Note that if a = Sb + h + S*c is in Ker(^fc), then from 55 = 0 
and (4.18) 

Q^5a = 55b + 5h + 55*c = 55*c. 

This identity impHes that {5*e, 5*c) = 0 and hence 5*c = 0. Thus, if 5a = 0, 
then a = h + 5b, and the correspondence a *-> h provides an isomorphism 
Ker 5/Range 5 \-^ Ker V. D 

COROLLARY 4.1. The size of the kernels of the analytic and discrete 
Laplacians is the same. 

Proof. From Lemma 4.3 it follows that 

dim(Kerl'fc) = dimW§. 

Furthermore, dim(W§) = dim(7?g) (Cairns [21]) and dimCHg) = 
dimC^*^) (De Rham's theorem). The assertion follows from dim(7Y'') — 
dim(kerAfc). D 

It is remarkable that the size of the kernel of the analytic and discrete 
Laplacians depends only upon the topology of the domain and not the 
specific nature of these Laplacians. 

Natural inner product. The definition of the discrete L'^ product (4.11) 
mimics definition (2.6). Using (4.10) we find that this inner product has 
the property that 

(a, 6 ) n = / (a, 6)w„= / (Ja,T6)a;„ = / laA-klb, 
J^ Ja Jn 

which mimics the property (2.7) of the analytic inner product. 
Vector calculus. The discrete versions of the vector calculus identities 

hold exactly for the discrete operators defined by 5 and 5*. 
LEMMA 4.4. The discrete versions of Grad, Curl, and Div satisfy 

Curl Grad = 0 and Div Curl = 0 
Proof. For the two discrete derivatives the identities are 55 = 0 and 

5*5* = 0. The first follows by duality of chains and cochains: 

{56a, b) ^ {6a, db) = {a, ddb) = 0 

The second follows by the duality of 5 and 5* with respect to the discrete 
inner product: 

{5*5*a, b)n = {5*a, 5b)a = (a, 55b)a = 0. 
D 

As a corollary to this Lemma we also have a discrete version of Poincare's 
lemma which states that on a contractable domain every closed form is a 
differential. The discrete version of this lemma is that every cocycle is a 
coboundary. Therefore, on contractable domains we have existence of dis­
crete potentials. This mimetic property can be used to transfer solenoidal 
fields between two different cell complexes [11] and gauge discrete prob­
lems [15]. 
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The wedge product. We show that (4.12) has the same commutation 
property as the true wedge product. If I is also conforming, then the effect 
of 6 on (4.12) is algebraically the same as that of the exterior derivative on 
forms, and so properties of the discrete wedge and the discrete derivative 
are properly coordinated. 

LEMMA 4.5. Let A:C''XCP^ C''+P be defined by (4.12). Then 

aAb={-lfnha, (4.20) 

and if I is conforming mimetic reconstruction, 

5{a Ah) = 5a hb +{-if a A 5b (4.21) 

for alia ^C'' andbeCP. 
Proof The commutation identity (4.20) follows directly from (4.12) 

and the like property of forms. The second identity is a consequence of the 
CDPl property of K and the CDP2 property of J : 

5{a A 6) = 5'Jl{Ia A16) ^=^^ TZd{Ia A lb) 

= TZ{dIa A lb) + {-l)'"R(Ia A dib) 

"̂  =^^ TZ{I5a A lb) + (-l)'=7^(Ia A I5b) 

= 5aAb+{-l)''aA5b. 
D 

The wedge product is nonassociative: {a Ab) A c ^ a A (b A c). 

4.4. Discrete *. In this section we discuss complications arising in 
the construction of a discrete * operation and explain why it is not among 
the discrete operations that comprise our mimetic framework. 

A natural discrete -k operation uses X to translate cochains to forms, 
applies the analytic • and then reduces the result back to cochains. Thus, 
a natural operator •: C'^ \-^ (jn-k jg (jggĵ ed by 

l=n*I. (4.22) 

Tarhasaari et al [52] proposed this formula for a primal-dual cell complex. 
The derived discrete • is defined in terms of the existing natural op­

erations. We use the inner product (4.11) and the wedge product (4.12) to 

mimic (2.7) and define *: C^ ^ C""*^ by the formula 

/ aA?6=(o , fe)n Va ,6eC '= . (4.23) 

In Section 5 we show that the derived * is related to an algebraic definition 
proposed by Hiptmair [30]. 

^The discrete • acts on cochains and is a global operation. Thus, we mimic the global 
relation (2.7) instead of the local formula (2.1) which defines the analytic * locally. 
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N 

LEMMA 4.6. The operator -k has a commuting diagram property on 
the range ofTTZ, that is 

*7^w;,=7^*w/. VuJhGA''{L^,K). (4.24) 

Proof. From (4.7) we know that any u>h G A'^{L'^,K) has the form 
iOh = T%LO for some oj G h!'{d, Q). Using this characterization and the fact 
that TZX = id gives 

(5J n)u}h = {* 7^)(J7^a;) = (7^•2:)(7^I)(7^w) = {TZ*){nzw) = {n-k)ujh • 
D 

LEMMA 4.7. The operator k̂- has a weak commuting diagram property 
on C'': 

I m{Ia A I ? a) = IaA*Ia. (4.25) 
Jn Jn 

Proof. Using (4.16) and (4.12) 

/ aA -k a = / J{aA * a) = / nZ{Ia Al * a), 
Jn Jn Jn 

which is the left-hand side in (4.25). Using (4.11) and (2.7) 

(a, a)fi = {Ia,Ia)n = la A *Ia , 
Jn 

which is the right-hand side in (4.25). D 
Similar arguments can be used to show that 

/ aA • a = (a, a)n + 0{h'), (4.26) 
Jn 

D N 

which implies that -k — • = 0{h^). Formula (4.26) also means that the 
N 

natural operator * is not compatible with the natural inner and wedge 
product definitions, while (4.24) means that it is compatible with the re­
duction map %. Exactly the opposite is true for the derived operator -k. 
By construction this operator is compatible with the natural inner product 
and the natural wedge product but is incompatible with Tl and I. Finally, 

N D 

neither •*, nor -k is compatible with the derived adjoint 5* defined in (4.13). 
The problems with the discrete • operation arise from the fact that 

its action must be coordinated with two natural operations. The natural 
definition fails to accomplish this, while forcing the discrete • into com­
pliance with the two natural operations leads to other incompatibilities. 
In contrast, an operation like 5* requires a single natural operation for its 
definition and has a "built-in" compatibihty with that operation. 
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These observations show that if a discrete * operation is required, then 
it must be made the primary object of the discrete framework and then 
used to define all other necessary structures. However, construction of a 
good discrete * is nontrivial and more difficult than the construction of a 
good inner product. For instance, the analytic -k is local and invertible. To 
mimic this in finite dimensions the discrete -k must be given by a diagonal 
matrix with positive entries. This is impossible unless K has a dual complex 
K such that C'' is isomorphic^ to C"'~'^. In all other cases, the discrete -k 
will be a rectangular matrix. 

As a rule, the need for a discrete * arises from discretization of mate­
rial laws. Because of the difficulties with this operator, we prefer to either 
incorporate these laws in the inner product or to enforce them in a weak, 
L^ sense. In the first case we work with 5* and in the second we solve a 
constrained optimization problem. These alternatives to a discrete • offer 
several valuable advantages. Besides being sufficient for a combinatorial 
Hodge theory, the inner product gives rise to a symmetric and positive 
semidefinite Laplacian. In contrast, direct discretization of material laws 
by an independently defined discrete -k and the subsequent formation of the 
Laplacian through this operation may lead to operators that have imagi­
nary and/or negative eigenvalues with the attendant stability problems; see 
[49] for examples in computational electromagnetism. On the other hand, 
the weak enforcement of the material laws is justified by their approximate 
nature as summaries of complex interactions. 

In summary, the natural inner product leads to well-behaved discrete 
structures and is much easier to construct than a good discrete k opera­
tor. Choosing the inner product to be the primary discrete operation will 
also mimic the analytic case where the * operator is induced by the inner 
product, but not vice versa. 

5. Algebraic realizations. Let ruk = dimCo- The map 

a = 'Y^aiul Ĥ  a = ( a i , . . . , a „ J 

establishes an isomorphism CQ I—> R'"''. Then "R. can be viewed as a map 
A§(fi) ^W^^, defined by 

a = Thjj if and only if a, = 

while I is an approximate inverse of this map. As a result, all mimetic op­
erations on cochains can be realized by matrices acting on their coefficient 

^It is worth pointing out that when C"""* and C^ have the same dimension, the 
covolume reconstruction operator gives rise to an inner product that is compatible with 
a diagonal discrete *; see [44, 45, 58]. Thus, in this case, explicit definition of a discrete 
• operation can also be avoided. 
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vectors. The action of (5 : C^ H-» C*^+^ is given by a matrix Dfc G M™fc+i ><™fc 
with the property that 3k+iBk = 0. This matrix has elements -1 , 0, and 1 
which reflect the combinatorial nature of the discrete derivative S 

The local and the L^ inner products on CQ are associated with the 
symmetric and positive definite matrices Mfc(x),M/£ G R™'=x'"'= such that 

(a, b) = a^Mfc(a;)b and (a, fe)n = a^M^b, (5.1) 

respectively. 
The action of S* is given by a matrix D^ G M'"'=^"*'̂ +^ Since S* is 

derived from S and the natural inner product, it follows that D^ can be 
expressed in terms of the matrices that represent these operations. From 

a^(D^+i)^Mfcb = {6l+ia,b)a = (a ,46)n = ^'^Mk+,]Dkh 

we see that Bl_^-^ = M^ ^P^Mfc+i and 

jp^+i = M^^^eLiMfeM^ie^M.+i = M^^X-M^i^+i 0, 

as expected from a derivative. 
The discrete Laplacian T>k is also a derived operation and its action is 

given by the matrix 

Lfc = (Mfc^e^Mfc+iDfc +Dfc_iM-iiDLiMfc) G R'"''^'"'' . 

We have the formula 

iSl+^5ka,b) = a^BliM^'BlMk+ifMkh = a^D^Mfc+iDfcb = {Ska,Skb) 

and a similar formula for (5fc_i(5^a,6). 
To find a matrix expression for the wedge product A : CQ x CQ \-^ CQ 

we use the formula 

ai Abi = TZ{Iai A J6i) = y~] CiG. 
m2 

i = l 

and the commutation property (4.20) to conclude that each coefficient Cj is 
a skew-symmetric bilinear form of the coefficient vectors a and b. There­
fore, Ci is given by a skew-symmetric matrix Wĵ j G R'"!^'"! and 

ai A 6i = ^ ( a ' ^ W * i i b ) 4 . 
i = l 

For A : CQ X CQ I-+ Cg and A : Cg x CQ H-+ CQ we have the formulas 

ma m3 

aiAb2 = Tl{XaiAlb2) =^c,^^o- | and 62Aai = TliJb^Ajai) = ^ c f V ^ , 
i = l 
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respectively. The coefficients c^ and cf^ are bilinear functions of a and 
b and so they are given by matrices Wfj G M'"i><'"2 and W^^ G R'^^xmi^ 
respectively. Prom (4.20) it follows that Wjs = (Wis)"^ and 

ms ma 

ai A 62 = ^ ( a ^ W i 2 b ) 4 and &2 A oi = ^(b^(Wi2)^a)CT?,. (5.2) 
i=l i=l 

Matrix representations for the remaining two wedge products follow in a 
similar fashion. Prom (5.1) and (5.2) we can obtain a matrix representation 

for *: CQ h^ CQ. Using (5.2) and definition (4.9) the matrix form of the 
left hand side in (4.23) is 

/ 
Jn 

aA^a = {aAia,J2 <^i) = E ^^"^U* a) ( 4 , 4 ) = ^ a^W^2{* a)Mi 
i = l 

D ^ ™ . , ^ . . . „ D 
where -*̂  a € M"*̂  is the coefficient vector of * a and /Uj = {cr\,(T\) is the 
volume of the ith basis 3-cell. The matrix form of the right hand side in 
(4.23) is 

(a,a)n = a^Mia . 

Let W12 = EH' i MiWi2. Then, the matrix form of (4.23) is 

W i 2 ( * a ) = M i a . (5.3) 

This formula reflects the fact that the derived operator -k relies on two 
natural operations and so is associated with a pair of matrices related 
to these operations. A formula similar to (5.3) was used in [30] for an 
axiomatic definition of a discrete * operation. 

Algebraic realizations of the mimetic operations are summarized in 
Table 1. 

6. Examples of reconstruct ion opera tors . For simplicity we 
present examples of reconstruction operators in two-dimensions and re­
strict attention to operators that translate 1-cochains to 1-forms. We will 
consider three operators I : C^ 1—> A^(L^, f2), one of which will be conform­
ing. To explain the action of these operators it suffices to consider a space 
Ci consisting of a single 1-chain ci = X ĵ̂ ĵ  c\ which is a boundary of a 
2-simplex C2 that forms the space C2. In two dimensions C2 is a triangle 
and the 1-cells {c\} are its edges. Two edges, c\ and cj, intersect at a 
vertex CQ, k ^ i , j . The set {CQ} forms the space CQ. 

Using the isomorphism (3.6), the elements of C^ can be written as 
ĉ  = X^j^i fljCj where â  = /̂ ^ uj for some to G A^(c!, Q). The value of 
ttj gives the circulation of the vector field u, associated with w, along the 
edge c\. 
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TABLE 1 
Algebraic realizations of mimetic operations. 

Operation 

6 

( • , • ) 

a l Afel 

a i A 6 2 

fAa^ 

6* 

V 

*: Ci ^ C2 

Matrix form 

Wfc 

Mfc 

E W i i 

E W i 2 

EW21 

M^^D^Mfc+i 

Mfc ^D^Mfc+iPfc + Dfc_iM^iie^_iMfc 

(Wi2,Mi) 

Type 

incidence matrix 

SPD 

skew symmetric 

Wi2 = 

ml. 
rectangular 

square 

pair 

Covolume reconstruction. To define the covolume reconstruction oper­
ator [58] the simplex C2 is divided into three subsimplices C2 by connecting 
the circumcenter of C2 with its vertices CQ as shown in Fig. 3. Each subsim-
plex is bordered by exactly one of the edges c\; we denote that subsimplex 
by 4 . 

The covolume reconstruction operator maps the 1-cochain ĉ  into a 
1-form w" whose associated vector field u is piecewise constant on each 
subsimplex, determined according to the rule 

u | 4 = fliCi i = 1,2,3. (6.1) 

The range of the operator defined in (6.1) is in the Hilbert space A^{L'^, Q) 
but not in the Sobolev space A^{d,Q,). Therefore, covolume reconstruction 
is not conforming. A unique property of covolume reconstruction is that 
derived operators have local stencils and that there is a discrete * star 
operation that is compatible with the natural inner product [58]. As a 
result, the matrix M that gives the action of the natural inner product is 
diagonal 

(6.2) 

In (6.2) hi is the length of c\ and hj- is the length of the perpendicular 
from the circumcenter to c\. 

These properties follow from the fact that covolume reconstruction 
can be associated with cochains on a Voronoi-Delaunay grid complex; see 

/ h,hi 
0 

I ' 
0 

^2^2" 

0 

0 \ 

0 

hsh^ . 



PRINCIPLES OF MIMETIC DISCRETIZATIONS 111 

F I G . 3. The reconstruction operators are shown for the 1-cochains: covolume, 
mimetic, and Whitney, respectively. In the first figure, the covolume reconstruction 
operator divides the simplex into three subsimplices by connecting the circumcenter of 
with its vertices. Each subsimplex is bordered by exactly one of the edges. The covolume 
reconstruction operator maps the 1-cochain into a 1-form whose associated vector field 
is piecewise constant on each subsimplex. In the second figure, mimetic reconstruction 
acts in a similar way to recover a form with a piecewise constant vector field. In the 
mimetic approach, the subregions are associated with the vertices, have quadrilateral 
shapes, and are bordered by the edges adjacent to each vertex. The third figure of the 
Whitney map is an example of a regular mimetic reconstruction operator. In contrast to 
the previous two reconstruction operators, the Whitney map builds a polynomial 1-form 
from the cochain using a basis of polynomial 1-forms associated with the edges. 

[42, 44, 58]. This association also implies that existence of the covolume 
reconstruction is contingent upon the existence of the Voronoi regions and 
so the simplexes must satisfy an angle condition [44]. 

Mimetic reconstruction. Mimetic reconstruction [33] acts in a similar 
way to recover a form w" whose associated vector field u is a piecewise 
constant on cg. As a result, the reconstructed form is in the Hilbert space 
A^{L'^,D,) but not in the Sobolev space A^{d,fl). The main difference 
between covolume and mimetic reconstruction is in the choice of the sub-
regions. In the mimetic approach, the subregions are associated with the 
vertices Cg of C2, have quadrilateral shapes, and are bordered by the edges 
Cj and cj, i,j^k; see Fig. 3. Each subregion is determined by connecting 
the midpoint of c\ with an arbitrary but fixed point inside the triangle. We 
denote the subregion associated with the vertex CQ by ^Q ^nd its area by Vk. 
The mimetic reconstruction operator builds on C2 the following piecewise 
constant field: 

u\yk = aic\ + ajc[; A; = 1,2, 3; i,jj^k. (6.3) 

Mimetic reconstruction is less restrictive than the covolume I because ex­
istence of the subregions is not contingent upon the circumcenter being 
inside the triangle. However, mimetic reconstruction gives rise to nonlocal 
derived operators [34]. If (f>k is the angle associated with the vertex Cg, the 
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inner product matrix on C2 is given by 

/ _ ^ 

v 

V. Vi^ V2 COS (, 

sin^ (/>2 sin^ 
V3 cos 4>3 

sin^ 03 
V2 cos ct>2 

sin^ 4i2 

4'3 sin^ (/)3 
Vi 1 V̂3 

Vl cos 01 
sin^ 01 

sin^ 02 
Vl cos 01 
sin^ 01 

Vi 1 V2 
sva? 01 sin'̂  02 

(6.4) 

/ 

Whitney reconstruction. The Whitney map [24, 60] is an example of 
a conforming reconstruction operator whose range is in the Sobolev space 
h^{d,Q,). In contrast to the previous two reconstruction operators, the 
Whitney map builds a polynomial 1-form on C2 from the cochain ĉ  using a 
basis of polynomial 1-forms associated with the edges c\. The basis 1-forms 
are defined by the formula 

Wfc = tidtj - tjdti; i,j T^ k, i < j , (6.5) 

where ti are the barycentric coordinates. The vector field corresponding to 
the basis 1-form is given by 

Ufc = tiWtj - tjWti; i,j ^k, i < j . 

Therefore, the Whitney reconstruction map translates the cochain ĉ  to 
the 1-form w^ = ^^=1 ^k^k with a vector field 

3 

u = 2_^ akitiVtj - tjVti). (6.6) 
A : = l 

The reconstructed image of ĉ  is in the smooth space A^(ri). When K 
consists of more than one 2-simplex, the range of the Whitney map contains 
piecewise polynomial 1-forms obtained by gluing together the reconstructed 
images from the individual triangles. It is possible to show [24] that the 
resulting 1-forms are in the Sobolev space h^{d, fi). 

7. Application to PDEs. We consider mimetic discretizations of 
the elliptic boundary value problems 

-Ao0 
<t> 

f 
0 
0 

onTi 
on r2 

and 
r -A3V = 
^ nVV' = 
1 i; = 

= / 
= 0 
= 0 

onTi 
on r2 

(7.1) 

To better illustrate respectively. Note that —AQ = d*d and —A3 = dd* 
the formation of the discrete mimetic equations we use equivalent first-order 
formulations of (7.1): 

' dcf)-u = 0 ( d*ij-v = 0 

, i, ^ and { •{ ^ . (7.2) 
0 = 0 on Fi I n • V = 0 on Fi ^ ' 

n • u = 0 on Fo I li = 0 on F2 
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In (7.2) the variables acted upon by d, their boundary conditions, and the 
equations involving d are called primal. The other variables, boundary 
conditions and equations, are called dual. 

7.1. Direct mimetic discretization. In the direct approach we use 
that d and TZ commute and apply TZ to translate the primal equation and 
boundary condition to combinatorial cochain equations. Reduction of the 
primal equation fixes the type of cochains in the discrete model. The 
discrete primal equation is uniquely determined by the mesh topology of the 
triangulation K and does not require a reconstruction operator X. However, 
this operator is needed for the discretization of the dual equation. Because 
7?. and d* do not commute, the discrete dual equation cannot be obtained 
by an application of 72.. Instead, we derive it by using the discrete adjoint 6* 
to mimic the analytic dual. Therefore, the discrete dual equation depends 
on the choice of the reconstruction map X and is not unique. Note that I 
is only needed to induce the adjoint and does not have to be a conforming 
reconstruction operator. 

For Ao the primal variable (ft is 0-form and the dual variable u is 1-
form. We approximate them by 4>o = TZcf) € C° and ui = TZu G C^. For 
A3 the primal variable v is a 2-form v and the dual variable is a 3-form ip. 
They are approximated by V2 = 72.V G Cf and '03 = TZip G C^, respectively. 
Applying 71 to the primal equations in (7.2) and using CDPl gives 

0 = Tl{d<f) — u) = STZcf) — 72.U = (5(̂ 0 — ui and 

0 = 7̂ (ĉ v - /) = 5nv -nf = 5^2 - h, 

respectively. Hence, the direct mimetic models for AQ and A3 are 

' • ^ " - " ^ = °, and ( ' ^ * ^ 3 - V 2 = 0 

<5 Ui = /o \ 5\2 = f3 ^ ' 

respectively. In (7.3) the primal boundary conditions on Fi constrain the 
spaces for the primal variables. The boundary conditions on r2 are enforced 
weakly through the definition of 5* as adjoint to 6. 

The methods in (7.3) can be realized using any one of the three recon­
struction operators (6.1), (6.3), or (6.6). With the covolume reconstruction 
the derived adjoint 5* has local stencil and (7.3) is equivalent to a finite 
volume method on Delaunay-Voronoi grid complex. With the mimetic and 
Whitney reconstructions the stencil of 5* is not local. For these two opera­
tors (7.3) is a conservative finite difference scheme on an unstructured grid. 

If Ui and V2 are eliminated from (7.3) we obtain the equations 

5*5(̂ 0 = /o and M > 3 = /3 (7.4) 

that represent direct discretizations of the equations in (7.1) by the discrete 
Laplace operators T>o = 5*5 and V^ = 55*. 
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7.2. Conforming mimetic discretization. In the conforming ap­
proach, the analytic equations are restricted to finite dimensional spaces in 
the range of 172.. In contrast to the direct approach, where only discrete 
derivatives are used, this requires I to be conforming. Assuming that such 
T is given, we approximate (j) and u by ^(j G A? {d, K) and u^ G A^ [d, K), 
respectively. For V and v the approximations are Va G ts?{K) and 
V2 G h\{d,K). The conforming discretizations of (7.2) are given by 

d(t>^-Vi'l = Q j d*ipl^ - v^ := 0 
h and { "̂ ^ , i _ .,, , (7.5) 

respectively, where JQ = XTZf and /^ = ITZf. 
In contrast to the direct methods in (7.3), the methods in (7.5) cannot 

be realized by the covolume or the mimetic reconstruction operators be­
cause they are not conforming. However, for (7.5) we can use the Whitney 
map (6.6). In this case, the scheme where the scalar is the primal variable 
reduces to the familiar Galerkin finite element method in which the scalar 
is approximated by continuous, piecewise linear polynomial finite elements 
on simplices. The second scheme, where the scalar is the dual variable, 
reduces to a mixed Galerkin method in which the scalar is approximated 
by a piecewise constant and the vector is approximated by the lowest order 
Raviart-Thomas spaces [18, 46]. For this reason we will call the schemes 
in (7.5) Galerkin and mixed Galerkin, respectively. The Whitney map has 
been extensively used in computational electromagnetism where it gives 
rise to the lowest-order Nedelec edge elements [14, 29, 40, 41]. 

THEOREM 7.1. Assume that 2 is a conforming reconstruction opera­
tor, then the direct and the conforming mimetic models are equivalent. 

Proof. We give the details for AQ; the proofs for A3 are very similar. 
For 4)^ G Al{d,K) and uj' G A^{d,K) there exist 0 G A^{d,Cl) and u G 
A^{d,n), such that (j)^ = ITZcf) and u^ = ITZu, respectively. Using (4.6) 

0 =d(l)^-u'l = d{in(t>) - ITlu = ISTZcj) - ITZu 
= I{6n(t) - TZu) = I{S(t)o - u i ) , 

where (po = 7?.cj!) and ui = 7?.u. Prom (4.5) we conclude that S(po — ui = 0, 
that is, the degrees of freedom of 4>Q and Uj* solve the direct equation. To 
prove equivalence of the dual equations note that for ^0 & C^ - arbitrary, 
and ^0 = J^o formula (4.15) implies the identity 

{d*u>l,eh)n = iS*u,,^oh 

while definition of /Q* and the L^ inner product give that 

iflfhh = (2:7e/,i6)n = {nf,^oh = (/o,̂ o). 
Combining the two equations shows that 

(<5*ui,Co)n = (/o,€o) VeoGC° or S*u, = fo. 
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Therefore, uj ' solves d*u'l = JQ if and only if u i solves the direct dual 
equation (5*Ui = / Q . D 

From this theorem we can conclude tha t realizations of the direct 
scheme (7.3) and the conforming scheme (7.5) by the Whi tney map lead 
to two completely equivalent discretizations of the P D E s (7.2). Further 
connections between direct and conforming methods can be established by 
choosing specific quadrature points to compute the integrals in the conform­
ing method [12, 13, 19]. Note tha t quadrature selection can be interpreted 
as yet another choice for the reconstruction operator. 

7.3 . M i m e t i c d i scret izat ion w i t h weak mater ia l laws. The first-
order systems in (7.2) can be combined into a single problem by keeping 
the two primal equations and adding the constitutive laws 

u = *v and ip = -kcp (7.6) 

tha t express the dual variables in terms of the primal variables. We write 
the new system as 

d(p-u = 0 ^ u = *v ,^^. 
dv + gip = f tp = -kef) ^ ' ' 

where 5 is a function tha t can be identically zero; see [15, 14, 30, 56, 
57] for discussions of such factorization diagrams. Instead of trying to 
approximate (7.7), which would require us to deal with the material laws 
and a discrete -k operation, we first transform this system into an equivalent 
constrained optimization problem and then discretize tha t problem. Let 

J ( < / . , u ; ^ , v ) = i ( | | V ^ - * 0 ] ] 2 + | ] u - * v | | 2 ) . 

The optimization problem: find (<?!>, u) e A°(fi) x A^(fi) and {il>,v) G 
A^{n) X A?(r2) such that for all {4>,u) £ A{{Q.) X A^{Q,) and (Vi,v) G 
A3(0) X A?(fi) 

J( ( / ) ,u ;V' ,v) < J((A,u;Vi,v) 
(7.8) 

subject to d4> — u = 0 and dv + gip = f 

is an equivalent to (7.7). We use this optimization problem to devise di­
rect and conforming mimetic methods in which material laws are enforced 
weakly and no explicit construction of a discrete * operation is required. 

The idea is to approximate the four variables in (7.8) by the same 
cochains as in (7.3) or by the same conforming spaces as in (7.5). In the 
first case we have the constrained optimization problem find ( 0 o , u i ) G 
C° X C^ and (ip3,V2) G C^ x C^ such that for all ( 0o ,u i ) £ C° x C^ and 
( V i 3 , V 2 ) G C 3 x C 2 

J((/>O,Ui;'03,V2) < v7(</>0,Ui;V'3,V2) 

subject to 5(pQ — u i = 0 and (5v2 -|- gipz = fs 
(7.9) 
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which gives a direct mimetic method. If, instead, we use the conforming 
spaces, the optimization problem is find {(j)^,\i^) G A°{d,K) x A^{d,K) 
and {tl)^,\'^) GA^{d,K)xAl{d,K) such that for all {4>^,n^) eAl{d,K)x 
A^{d,K) and {-^j^.ir^) e A^{d,K) x A\{d,K) 

j{<f^\ u^ v ^ v'̂ ) < j{4>\ u'^-J^, y^) 
subject to d(j)'^ — u'' = 0 and dv^ + gtp^ = f^ 

and we have a conforming mimetic method. 
Because C"-'^ and C'' and A^{d,K) and A"-'=(d,ii') have different 

dimensions, the primal and the dual variables cannot be related by a one-
to-one map. Instead, we minimize their discrepancy in L^ sense and so the 
material laws are imposed in a weak sense. 

To realize (7.9) we can use any one of the three reconstruction oper­
ators (6.1), (6.3), or (6.6) and obtain a finite-difference like scheme. For 
the conforming method (7.10) we cannot use the covolume or the mimetic 
reconstruction, but we can use the Whitney map (6.6) to obtain a finite 
element-like scheme. We note that with the Whitney map realizations of 
(7.9) and (7.5) are completely equivalent. 

For further details on mimetic discretizations with weak constitutive 
laws and their connection to least-squares minimization principles we refer 
to [7, 8, 9]. Examples of this idea in magnetostatics can be found in [14] 
and [20]. 

8. Conclusions. We described a general framework for mimetic dis­
cretizations that uses two basic operators to define all discrete structures. 
Scalars and vectors are translated to differential forms and then reduced 
to cochains. Combinatorial differentiation and integration operations are 
induced by the De Rham map which effects the reduction to cochains. The 
natural inner product and wedge product are defined by using a reconstruc­
tion operator that translates cochains back to forms. The inner product 
induces an adjoint derivative and a discrete Laplacian. Together with the 
combinatorial and natural operations these derived operations comprise the 
core of the mimetic framework. 

The choice of the natural and derived operations is determined by the 
internal consistency of the framework. The natural definitions of the inner 
product and the wedge product are not compatible with a natural definition 
of the discrete *. As a result, a consistent discrete framework requires a 
choice of its primary operation. We choose the primary operation to be the 
natural inner product on real cochain spaces. It would be equally valid to 
choose the primary operation to be the discrete * and its construction to 
be the principal computational task. 

We choose to base our mimetic framework on the natural inner prod­
uct instead of the -k operation because of the complications that arise in the 
construction of the latter and because the inner product is sufficient to in­
duce a combinatorial Hodge theory on cochains. For problems that require 
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approximations of material laws we propose to consider constrained opti­
mization formulations that enforce the laws weakly, instead of using their 
explicit discretization. In all other cases, our framework offers the choice of 
direct and conforming methods. Direct methods are representative of the 
type of discretizations that arise in FV and FD methods while conforming 
methods are typical of FE. We demonstrated that for regular reconstruc­
tion operators direct and conforming methods are equivalent. This opens 
up a possibility to carry out error analysis of direct mimetic methods by 
using variational tools from FE. Some recent examples are the analyses in 
[12, 13, 19]. 
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COMPATIBLE DISCRETIZATIONS FOR 
EIGENVALUE PROBLEMS 
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Abstract . The choice of discrete spaces for a variationally posed symmetric and 
compact eigenvalue problem corresponding a source problem is discussed. Any standard 
Galerkin discretization space that is convergent for the source problem automatically 
performs well for the eigenvalue problem. On the other hand, mixed discretizations that 
are convergent (satisfying the classical Brezzi conditions) exhibit spurious low frequency 
eigenmodes. Examples of discretizations with spurious modes are presented. Moreover, 
necessary and sufficient conditions on mixed discretization are established for the (or­
dered) discrete eigenvalues to converge to the corresponding continuous eigenvalues. The 
theory is applied to the determination of band gaps for photonic crystals and evolution 
problems. 

K e y words. Mixed finite element, spurious eigenvalues, Maxwell's eigenvalues, 
photonic crystals, de Rham complex. 

A M S ( M O S ) subject classifications. Primary 65N25, 65N30, 78M10, 65M60. 

Table of contents. 

1 Introduction 121 
2 Elliptic PDEs, eigenvalue problems, and their Galerkin dis­

cretizations 122 
3 Mixed discretizations 128 

3.1 The eigenvalue problem for the Laplacian 128 
3.2 Equilibrium-type eigenvalue problems 131 
3.3 Displacement-type eigenvalue problems 134 

4 Applications 136 
4.1 Time harmonic Maxwell's system 136 
4.2 Photonic band gaps computation 140 
4.3 Evolution problems in mixed form 141 

1. Introduction. We present in a general setting different examples 
of finite element discretizations of eigenvalue problems for partial differen­
tial equations (PDEs). 

An adequate approximation of the eigensolutions for an elliptic self-
adjoint PDE is obtained automatically from any Galerkin scheme that pro­
vides a convergent approximation of the corresponding source problem (see 
Section 2). 

On the other hand, the use of mixed finite element schemes for the 
approximation of the eigensolution for an elliptic self-adjoint PDE must 
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be handled with particular care. In particular, in Section 3 we present a 
discrete scheme which provides a convergent approximation for the source 
problem (satisfying the classical Brezzi conditions, see [13]), but which 
exhibits spurious eigensolutions. 

In this paper we review the basics of the theory for standard Galerkin 
and mixed finite element approximations and apply the latter to photonic 
band gaps computation and evolution problems. 

2. Elliptic PDEs, eigenvalue problems, and their Galerkin dis­
cretizations. We assume that the reader has a working knowledge of fi­
nite element methods on the level of [13]. Issues associated with eigenvalue 
problems are described in some detail: Rayleigh quotients (2.9), discrete 
resolvent (2.13), gap (2.22), and the Definition of eigenmode convergence. 
Proposition 2.1 gives sufficient conditions for eigenmode convergence. The 
aim of this presentation is to give a short overview of the subject, having 
in mind the major differences appearing when considering the theory of 
eigenvalue problems in mixed form, which will be described in the next 
section. For this reason, we restrict ourselves to symmetric problems, for 
which the theory is easier to present in general, and more complete in the 
case of mixed approximations. Let H he a Hilbert space and V a closed 
subspace of H. Let a : V x V -^ R and b : H x H -^ R he two symmetric 
and continuous bilinear forms, and consider the problem: find A G M such 
that there exists u GV, with w ̂  0 satisfying 

a{u, v) = Xb{u, v) Vi> e V. (2.1) 

We suppose that a is ^-elliptic, namely there exists a > 0 such that 

a{v,v)>a\\v\\l. (2.2) 

For the sake of simplicity, we also assume that b defines a scalar product 
in H (indeed, in many applications, b turns out to be the standard inner 
product of H) 

EXAMPLE 1. A basic example the reader should have in mind when 
reading this section, is the Laplace-Poisson eigenproblem: find A £ R such 
that there exists u with u^O satisfying 

—Aw = AM in 17, 

u = 0 on DO,. 

This problem fits within the framework of (2.1) with the choices H = 
L2(Q), V = H^{n), and 

a{u,v) = / gradu • gradvda;, 

•^J? (2.4) 
JQ 
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Prom the ellipticity hypothesis (2.2), it follows tha t the source problem 
corresponding to (2.1) is uniquely solvable, so t ha t it is possible to define 
the resolvent operator T : H -^ H which, given f G H, satisfies 

TfeV 

a{Tf,v) = b{f,v) \/veV. 
(2.5) 

Clearly, the eigenmodes of (2.1) are the same as those associated with the 
inverse of T. We make the assumption 

T : H ^> H is a. compact operator. (2.6) 

In practice, the compactness of T is often the consequence of a compact 
embedding of V into H. 

R E M A R K 2 . 1 . The ellipticity hypothesis (2.2) can be relaxed by as­
suming tha t the form a(-, •) + fJ,b{-, •) is elliptic for a suitable positive con­
stant /i. In such case it is possible to define the resolvent operator associ­
ated with (2.1) by a s tandard shift procedure and the results of this section 
apply to the shifted operator with the natural modifications. 

We denote the eigenvalues of (2.1) by Aj, i £ N, with the natura l 
numbering 

Ai < As < • • • < Ai < .. (2.7) 

where the same eigenvalue may be repeated several t imes according to its 
multiplicity. The corresponding eigenfunctions are denoted by Wj, with 
the usual normalization 6(uj,Uj) = 1, and the associated eigenspaces are 
Ei = span(wi), i G N, so tha t we have V = ®j£^j. The following orthogo­
nalities are also well known (when Aj ^ Â  they follow from equation (2.1), 
otherwise we include them in our definition of u , and Uj) 

a{ui, Uj) = b{ui, Uj) = 0 if i ^ j . (2.8) 

A useful representation of eigenvaules and eigenvectors is given in 
terms of the Rayleigh quotient, namely: 

We have 

* ) = t^^^\(°> (2.9) 

Ai = TamR{v), 

Ai = min 

i^e^VBii j 

R{v), 

ui = arg min i?(i'), 
VGV 

= arg 

ve[ © 

min R{v), i > 1. 

» ' 

(2.10) 

(2.11) 
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A natural way of discretizing problem (2.1) is to introduce a sequence 
Vh of finite dimensional subspaces of V and to consider the following dis­
crete problem: find A/i € M such that there exists Uh G Vh, with Uh ^ 0 
satisfying 

a{uh,v) = Xhiuh,v) Vz) G Vh. (2.12) 

It is beyond the scope of this presentation to discuss the numerical solution 
of (2.12), which is a generalized algebraic eigenvalue problem of the form 
Ax = uMx. From the ellipticity hypothesis (2.2) it is possible to define 
a discrete resolvent operator TH '• H ^> H m. & similar way as for the 
continuous problem, namely 

^ '^^^^'^ (2.13) 
a{Thf,v)^b{f,v) \/vhGVh. ^ ' 

Since Vh is finite dimensional, the operator Th is compact. We shall use 
the natural notation for the discrete eigenvalues: 

Xi,h<X2,h<---<XN{h),h, (2.14) 

where N{h) is the dimension of Vh. The corresponding discrete eigen-
functions will be denoted by Ui^h (with the normalization h{ui^h,iJ-i,h) = 1 
and orthogonalities analogous to (2.8)) and the eigenspaces by Ei^h = 
span(wi,^), so that Vh = ®iEi^h. 

The representations given in (2.10) and (2.11) apply to the discrete 
eigenmodes as follows 

Xi^h = min R{vh), 
Vh^Vh 

Xi^h = min R{vh), 

ui^h =arg min R{vh)u, 

Wi,/i==arg min R{vh), 
vh&r^^Ek,h) 

(2.1 

i > l . 

(2.16) 

From (2.10) and (2.15), since Vh C V, we immediately obtain the property 

Ai ,^>Ai. (2.17) 

Indeed, the last inequahty generalizes to the important result that all eigen­
values are approximated from above. In order to obtain this result, we need 
a suitable modification of (2.11) and (2.16). The following alternative rep­
resentation of the eigenvalues holds true 

Xi = min ma.xR(v), (2.18) 

where Vi denotes the set of all subspaces V with dimension equal to i. For 
the reader's convenience, we give a sketch of the proof of this result (taking 
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for granted the better known representation (2.11)). First, we show that 
i ^ 

Aj > min ma.xR(v): let us take E = (B Ek and a generic v = Y] akUk-
BeVi veE fc=i k=i 

Then it is easily seen that R{v) < Xi by using the orthogonalities in (2.8). 
Since we have to take the minimum among all possible E E Vi, we have 
the desired inequality. The proof of the opposite inequality gives also the 
additional information that the minimum in (2.18) is attained for E = 

i i 
® Ek with the choice v = Ui. Indeed, \i E = ® Ek then it is clear that 

fc=i fc=i 
the optimal choice for maximizing R{v) is v = Ui. On the other hand, if 

i 
E ^ ® Ek then there exists v £ E with v orthogonal to Uk for all A: < i 

/ c = l 
i 

and hence R(v) > Aj, which shows that E = ® Ek is a,n optimal choice 
fe=i 

for the minimum in (2.18). 
Inequality (2.18) has a discrete counterpart which reads 

Xih— min ina.xR(v), (2.19) 

where Vi^h denotes the set of all subspaces of Vh having dimension equal to 
i. It is now clear that, since the minimum in (2.19) is taken over a smaller 
set than in (2.18), we have the general result that 

Ai,,,>Ai Vi. (2.20) 

The monotonicity property stated in (2.20), which is an important 
result by itself, does not answer, however, the question of the convergence 
of the discrete eigenmodes towards the continuous ones. First, let us define 
what we mean by convergence. Following [7], we introduce a map m : N —> 
N which associates to every A'̂  the dimension of the space generated by the 
eigenspaces of the first A'̂  distinct eigenvalues, that is 

m(l) = d i m | © E i : A, = xA, 

r , (2-21) 
m{N + 1) = m{N) + dim | 0 : Ai = Xm{N)+i | 

With this notation, Xm{i), • • •, Am(jv) are the first A'' distinct eigenvalues. 
A standard notion when dealing with the approximation of eigenspaces, is 
the following definition of gap 5{E, F) between two subspaces E and F of 
a Hilbert space H 

5{E,F)= sup inf | |u —w||// 
ueE, | |U||H = 1 ' ' ^ ^ 

S{E, F) = max(<5(£;, F), 5{F, E)). 

ueE, \\u\\„=i^^F ^2 22) 

DEFINITION 2.1. We say that the discrete eigenmodes {{Xi^h:Ui^h)} 
converge to the continuous ones {(Aj,Ui)} if, given s > 0, for any N £ N 
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there exists ho > 0 such that for all h < ho we have 

max lAj - Xihl < s, 
i=l,...,m{N) 

. /miN) m{N) \ (2.23) 
6{ ® Ei, ® Ei,h < e. 

\ i=i i=i J 

We explicitly observe tha t Definition 2.1, besides the convergence of the 
eigenmodes, contains also the information tha t no spurious eigenvalues pol­
lute the spectrum; i.e., 1) each continuous eigenvalue is approximated by 
a number of discrete eigenvalues (counted with their multiplicity) which 
corresponds exactly to its multiplicity and 2) each discrete eigenvalue ap­
proximates a continuous one. 

We also remark tha t (2.23) does not give any information on the order 
of convergence for eigenvalues and eigenvectors; this issue will be considered 
later on in this section. 

A sufficient condition for convergence of the discrete eigenmodes (see 
Chapter IV of [21]) is tha t the the sequence [Th] converges to T uniformly 
in the operator norm C{H), namely 

\\T-Th\\ciH)^0, as/i^O, (2.24) 

or, equivalently, 

\\Tf-THf\\H<Cpih)\\f\\H WfeH, (2.25) 

with p{h) tending to zero as h goes to zero. Indeed, it turns out tha t the 
convergence in norm (2.24) is equivalent to the eigenmodes convergence 
(2.23). The interested reader is referred to [7] for a proof of the necessity 
of condition (2.24). 

A simple way of estimating the norm of the difference T — Th is the 
use of s tandard a priori estimates (when they are available). For instance, 
considering the model example of Laplace eigenproblem, the choice of con­
tinuous piecewise linear functions on a triangular mesh for Vh gives the 
estimate 

| | ( T - T ; . ) / | | H < C / I 2 | | / | | ^ (2.26) 

when the domain is convex or smooth, and (2.26) clearly implies (2.24). 
We now present an alternative way of estimating the norm of the 

difference T — Th, which will give us some interesting hints in order to 
study eigenvalue problems in mixed form in the next section. We observe, 
tha t , by Galerkin orthogonality, we have Th = PhT, where Ph '• V ^ ^h 
is the linear projection with respect to the bilinear form a. Hence, we 
have T — Th = {I — Ph)T, I being the identity operator, and the following 
proposition can be used to prove the convergence in norm (2.24). 
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PROPOSITION 2.1. Let us suppose that, for any u eV, 

l im| |u-P,.M||H = 0, (2.27) 

that is, I — Ph converges pointwise to zero. Suppose, moreover, that T is 
compact from H to V. Then it follows that the convergence in norm (2.24) 
holds true. 

Proof. First we show that the sequence {||(^ —-P/i)||£(v,_f/)} is bounded. 
Define c{h,u) by | | ( / — P/i)w||i? = c(/i,u)||w||v. Pointwise convergence 
means that for each u, there holds c{h, u) -^ 0. Thus M(u) = max/, c{h, u) 
is finite. By the uniform boundedness principle (or Banach-Steinhaus 
theorem, see [24], p. 196), there exists C such that for all h there holds 
\\{I-Ph)\\ciV,H)<C. 

Consider some {fh} such that for each h, \\fh\\H = 1 and \\T — 
Th\\c{H) = \\Tfh — ThfhWn- Since {fh} is bounded in H and T is com­
pact from H to V, a subsequence {Tfh} (using the same notation as for 
the sequence) has limit Tfh -^ w in V. We claim that (/ — Ph)Tfh —> 0 
for the subsequence, and hence for the sequence itself. T is a closed oper­
ator: there exists v m. H such that T{v) = w. By hypothesis ThV —+ w. 
Furthermore ThV = PhTv = PhW. The statement of pointwise convergence 
of both Tfh -^ w and ThV -^ w implies that for any £ > 0, there exists h 
small enough such that 

C | |TA-w; | | + | | (7-P , , )w; | |<£ . (2.28) 

The triangle inequality, the boundedness of {||/ —P/j||} and Equation (2.28) 
imply that 

11(7 - Ph)Tfh\\ <\\{I - PhWfh -w)\\ + 11(7 - Ph)w\\ < 
C\\{Tfh-w)\\ + \\{I-Ph)u,\\<e. ^ 

REMARK 2.2. The hypothesis on T can be relaxed by assuming it is 
compact from V into itself, provided a stronger pointwise convergence than 
(2.27) is assumed. Namely, the two conditions 

T compact from V to V, 

\i-m\\u-Phu\\v = Q, MueV ^^"^^^ 

imply (with a similar proof as in Proposition 2.1) the uniform convergence 

\\T-Th\\c[V)^Q, a s ^ ^ O . (2.30) 

It must be noticed that (2.30), which differs from (2.24) for the space in 
which the norms are evaluated, is equivalent to a type of convergence of 
eigenvalues/eigenfunctions analogous to (2.23). 

We now consider the rate of convergence of eigenvalues/eigenmodes, 
under the hypothesis that the convergence in norm (2.30) is satisfied. We 
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mainly refer to [3] (where more general estimates can be found for the 
cases when (2.24) is satisfied and for nonsymmetric problems) and to the 
references therein. The fundamental estimates (which basically relate the 
rate of convergence of eigenmodes to the behavior of the convergence of Th 
to T) can be stated as follows. Let A be an eigenvalue of (2.1) and denote 
by A/i the average of the discrete eigenvalues converging to it; namely, if 
A = Aj is the fc-th distinct eigenvalue, then A/i = (l//x) Yl"^=rn(k-i)+i '^J.'' 
where /j, = m{k) — m[k — 1) is the multiplicity of A. Moreover, let E 
denote the ji dimensional eigenspace associated with A and Eh the direct 
sum of the ^ discrete eigenspaces associated with A/i. Then there exists C 
such that 

\\-\h\ <Cel 
: ' ^ l - '̂  (2.31) 
5{E,Eh)<Ceh, 

where 

e/i = sup inf | | u - t ;^ | |y . 

If the eigenfunctions in E all are in H'^{Q,) and if Vh contains piecewise 
linear functions, then eh = Ch* for t = min(cr, 1). 

3. Mixed discretizations. In this section we generalize the results 
of the previous section to the case of eigenvalue problems in mixed form. 
In particular we shall see that the two fundamental properties for the well-
posedness of a source mixed problem are neither sufficient nor necessary 
for the eigenmodes convergence. 

In order to make things simpler and to emphasize the differences of 
this case from the setting of previous section, we postpone the presentation 
of the general abstract results until after we introduce and study the basic 
example of Laplace eigenproblem in mixed form. 

3.1. The eigenvalue problem for the Laplacian. There are two 
types of finite element element methods for Laplace's equation, divgradu = 
g, displacement type methods that explixitly enforce <T = gradw and equi­
librium type methods that explicitly enforce diver = g. Equilibrium-type 
discretizations are applied for example in Darcy flow problems, and take the 
following form. Given g € L'^{0,), find (cr, M) in S x ^ = H{div; fi) x I/^(f2) 
that solves the saddle point problem 

f (o-,r) + (divT,u) = 0 V r e E , 

1 (diver,w) = —{g,v) Wv G V. 

The eigenvalue problem associated with (3.1) is: find A S R such that 
there exists u £V, with u ^0 satisfying 

({a,T) + idiYT,u)=0 V r e S , 

1 (divo-,1;) = —X{u,v) '^v GV 
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for some CT s S. 
Let us suppose that we are given a sequence of pairs of finite element 

spaces {ShjVh} for which (see [13]) the elUpticity in the discrete kernel 
condition holds 

{T,T)>a\\Tfy ^reKh, 
Kh = {T£l^h: (divT.i;) = 0 Vi; G V^ , ^ ' ' 

and the inf-sup condition holds 

inf sup ^^P~^ > p. (3.4) 

This implies the well posedness of the discrete problem: find {ah,Uh) G 
S/i X Uh such that 

y {div(Th,v) = -{g,v) "rfvGVh 

and the error estimate 

\\<T-crh\\dw + \\u-Uh\\o<C inf (||(T - T,j||div + ||u - t̂ /x||o) • (3.6) 
TheEh 
vheVh 

Given discrete spaces E/j and Vh, in the discretized eigenvalue problem, 
the left-most A/j are sought such that there exists u/i in V/i \ {0} satisfying 

i{crh,r) + {divr,uh)=0 ^r &T,h, ,^^. 

y{d\Y an,v)^-\h{uh,v) Vv e V/̂  

for some CTH € S^. From the practical point of view, problem (3.7) is a 
generalized algebraic eigenvalue problem of the form 

A B*\ fx\ /O 0 
B OjyyJ- '^[O M)[y) ^'''^ 

where the matrix M is positive definite. 
In order to generalize what has been described in the previous section, 

let us try first to define a suitable compact operator (both at continuous 
and discrete level) so that we can apply Proposition 2.1. 

The first naive attempt is to consider an operator Tsy (where the 
notation is chosen in order to point out that its definition involves both 
the spaces of the variational formulation) from L^{Q,) x 1/^(0) into itself 
defined as Tsy( / i , /2 ) = (c,u), where (a,u) is the solution to (3.1) with 
datum g = f2- From standard regularity results it turns out that 

TT,V •• L'^iP-) X L^(fi) ^ L^(fi) X L'^{n) is a compact operator. (3.9) 
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(For instance, when Q, is for instance convex, we have <T G H^{Q,) and 
u G H^{n)). 

At discrete level, we introduce, in a similar way, a discrete operator 
T^v,h from L2(n) X L^{Q) into S;, x V^ c ^^(Q) x L 2 ( Q ) as Tj:v,h{hJ2) = 
{(Th.,Uh), where {crh,Uh) is the solution to (3.5) with datum g = f2- Hence, 
the main question is whether we can prove that {TY,v,h} converges to T^v 
in a suitable operator norm. 

Trying to mimic the theory of the previous section, it is not difficult 
to see that also in this case we can interpret the discrete operator Tj:v,h as 
the action of a projection Qh on T^y and that, thanks to (3.6), we have 
the pointwise convergence 

| | ( / -Q; , ) ( (T,«) | |2xV->0 V ( O - , « ) G S X C 7 (3.10) 

whenever the spaces S/i and Uh are chosen in a reasonable way (stabil­
ity properties and approximation capabilities). In order to apply the ar­
guments of Proposition 2.1, we need a stronger compactness than (3.9), 
namely we need T^u compact from L^(fi) x L^(fi) to E x {/. Unfortu­
nately, such compactness is not fulfilled; indeed it can be easily seen that, 
using the notation TY,uU\,h) = (c,w) with (/i , /2) G I/^(Q) x L'^{VL), we 
have div a = —/2 which prevents cr from being in a compact subset of E. 

If we try to relax the required compactness, as explained in Re­
mark 2.2, we need T^u compact from E x t / into itself, which is not true 
either (by the same argument as above). 

Since Proposition 2.1 and Remark 2.2 fail to prove the uniform con­
vergence, we can try to use a direct approach using the a priori estimate 
(3.6) as we did, for instance, in (2.26). We consider g G L^(fi) in (3.5). 
Taking advantage of the regularity of u, we have that the term ||w — Vh\\o 
can easily be bounded in a uniform way (in terms of powers of h). On the 
other hand, we cannot bound uniformly the term \\cr — Th\\div since we do 
not have any extra regularity for div cr which equals the negative of g and 
hence is only in L^{Q.). 

In conclusion, it turns out that the techniques of the previous section 
cannot be applied directly to the setting of mixed eigenproblems. 

The previous example presents a major issue which will be made 
clearer in the next section. Actually, the stability conditions for source 
mixed problems (3.3) and (3.4) are neither necessary nor sufficient for the 
good approximation of the corresponding eigenvalue problem. In order to 
show this result, we start with the presentation of a numerical scheme which 
is stable and convergent for the source problem (3.5) but which presents 
spurious eigensolutions when applied to the eigenvalue problem (3.2). 

EXAMPLE 2. We follow the presentation and the analysis of [7] (see 
also [18]). Let fi be a square and consider a decomposition of Q into sub-
squares which are subdivided into four triangles by their diagonals. We 
consider as T,h the space of all vectorfields whose components are continu­
ous piecewise linear functions, and as Vh the space divS/i, which is made 
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TABLE 1 

Eigenvalue computation on a criss-cross mesh: spurious modes. 

exact 

1.00000 
1.00000 
2.00000 
4.00000 
4.00000 
5.00000 
5.00000 

8.00000 
9.00000 
9.00000 

d.o.f. 

1.00428 
1.00428 
2.01711 
4.06804 
4.06804 
5.10634 
5.10634 
5.92293 
8.27128 
9.34085 
9.34085 

254 

computed 

1.00190 
1.00190 
2.00761 
4.03037 
4.03037 
5.04748 
5.04748 
5.96578 
8.12151 
9.15309 
9.15309 

574 

1.00107 
1.00107 
2.00428 
4.01710 
4.01710 
5.02674 
5.02674 
5.98074 
8.06845 
9.08640 
9.08640 

1022 

1.00068 
1.00069 
2.00274 
4.01095 
4.01095 
5.01712 
5.01712 
5.98767 
8.04383 
9.05537 
9.05537 

1598 

of piecewise constant functions. As a consequence of the definition of Vh, 
it is trivial to check that (3.3) holds true. In [7] is has been shown that the 
inf-sup condition (3.4) is satisfied as well. On the other hand, the approx­
imation of the eigenvalue problem (3.2) presents several spurious modes: 
Table 1 shows the first one (which apparently converges to a value close 
to six) and in Figure 1 the eigenfunctions corresponding to the first four 
spurious modes are plotted. 

In the next two sections we present the theory for the approximation 
of eigenvalue problems in mixed form as it has been developed in [7, 6]. 
The theory, which splits into subsections referring to two different families 
of mixed eigenproblems, uses a suitable definition of the resolvent operator 
which will enjoy better compactness property than T^v-

3.2. Equilibrium-type eigenvalue problems. Let V, H, and Q be 
Hilbert spaces satisfying the relation 

V GH:^H' cV, (3.11) 

where H' and V denote the dual spaces of H and V. Given a bilinear and 
continuous symmetric form a : V x V -^ R and a bilinear and continuous 
form 6 : y X Q —> R, we consider the eigenvalue problem: find A G K such 
that there exists u eV with u y^O satisfying 

a(u,v) + b{v,p) — X{U,V)H VW G V 

b{u,q) = 0 yqeQ, 
(3.12) 

for some p & Q. 
REMARK 3.1. A prototype of equilibrium-type eigenproblem is the 

eigenvalue problem associated with Stokes system. 
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1st spurious eigenfunction 

^ Tin 

2nd spurious eigenfunction 

T , T 
> » 

~i r i i i 

3rd spurious eigenfunction 4tii spurious eigenfunction 

T . t , T.T, T 

FIG. 1. Eigenfunctions computed on a criss-cross mesh: spurious modes. 

As we have seen in Subsection 3.1, the first important step consists in 
the choice of the resolvent operator. The source problem associated with 
(3.12) is: given f £ H, find {u,p) GV x Q such that 

a{u,v) + b{v,p) = {f,v)H VveV 

b{u,q)=0 VqeQ. 
(3.13) 

We suppose that a and b are such that it is possible to define T : H ^> H, 
by setting T^ — u, where u solves (3.13) with f = ip. With this notation, 
the eigenproblem (3.12) can be written in the form 

We that 

XTu = 

T : jy —> V̂  is a compact operator. 

(3.14) 

Given two finite element space sequences Vh C V and Qh C Q, the 
discrete counterpart of problem (3.12) is: find A/j € R such that there exists 



COMPATIBLE EIGENVALUE PROBLEMS 133 

Uh S Vh with Uh ̂  0 satisfying 

a{uh,v)+b{v,ph) = Xh{uh,v)H Vv G V,i 

b{uh,q) = 0 yq&Qh, 
(3.15) 

a{uh, v) + b{v, ph) = (/, V)H 

K'^h,q) = 0 

yveVh 

Vg e Qh. 

for some Ph & Qh- For the definition of the discrete resolvent operator, we 
proceed as in (3.13) and consider the discrete source problem associated 
with (3.15); namely, given f G H, find {uh,Ph) &Vh ^ Qh such that 

(3.16) 

We suppose that it is possible to define Th : H —> H as Thf = Uh, where 
Uh &Vh solves (3.16) with f = f- In analogy to (3.14), problem (3.15) can 
be written in the form XhThUh = Uh-

This section will be devoted to the study of the uniform convergence of 
Th to T in a suitable operator norm. We shall prove necessary and sufficient 
conditions for the convergence with respect to the norm of C{H, V). 

Let VQ^ C V and QQ denote the spaces of solutions to (3.13) when / 
ranges over H. These spaces are endowed with their natural norms, namely 

||M||yH = inf{||(^||i/ : u solves (3.13) with / = (/?} 

WPWQS = inf{ll</'llH '• P solves (3.13) with / = (p}. 

The continuous and discrete kernels K and Kh are defined as 

K = {v£V:b{v,q)=OyqeQ} 

Kh = {vh G Vh : b{vh, qh) = 0 Vg/j G Qh}-

(3.17) 

(3.18) 

DEFINITION 3.1. The weak approximability of QQ is satisfied if there 
exists u>i{h), tending to zero as h goes to zero, such that for every p G Ql^ 
we have 

VheKh W^hWv ^° 

REMARK 3.2. We notice exphcitly that the name of the property 
introduced in the previous definition arises from the fact that in many 
cases it is related to suitable approximation of the function p. Typically 
(3.19) can be proved by subtracting from p a discrete function ph G Qh 
and by estimating the distance \\p — Ph\\-

DEFINITION 3.2. The strong approximability of VQ^ is satisfied if 
there exists ui2{h), tending to zero as h goes to zero, such that for every 
u G VQ^ there exists u^ G Kh with 

\\u-u^\\v<u}2{h)\\u\\yH. (3.20) 
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We also the recall the ellipticity in the discrete kernel property that 
holds when there exists a > 0 such that 

a{vh,Vh) > a\\vh\\v ^Vh G Kh- (3.21) 

The main result concerning the convergence of eigenmodes for problem 
written in equilibrium form (see [6]), is stated in the next theorem. 

THEOREM 3.1. Ij the ellipticity in the discrete kernel (3.21) is satis­
fied, together with the weak (3.19) and strong (3.20) approximahility prop­
erties, then the sequence Th converges uniformly to T in C{H,V), that is 
there exists oJz{h), tending to zero as h goes to zero, such that 

\\Tf-Thnv<uJz{h)\\f\\H. (3.22) 

REMARK 3.3. In [6] it has been proved that the three hypotheses of 
Theorem 3.1 are necessary for the uniform convergence (3.22) under the 
additional condition that Th is bounded in CiV', V). 

3.3. Displacement-type eigenvalue problems. Let S, U, and H 
be Hilbert spaces such that the following inclusions hold true 

UcH~H' cU'. (3.23) 

Given a bilinear and continuous symmetric form a : S x S ^ M and a 
bilinear and continuous form 6 : S x [/ —> M, we consider the eigenvalue 
problem: find A € R such that there exists u & U with u ^0 satisfying 

(a{a,r)+biT,u)^0 Vr G S 

\b{(7,v) = -\{U,V)H VuGf/. ^ ' ' 

for some a E T,. 
We suppose that the form a is positive semidefinite, so that we can 

define the seminorm |r|a = {a{T,T)y^'^ with the following estimate 

a{(T,T)<\aUT\a Va,T£^. (3.25) 

The source problem associated with (3.24) reads: given g G U', find (cr, u) G 
T, X U such that 

(a{a,T)+bir,u) = 0 Vr G S 

[bia,v) = -{g,v)H yveU. ^ ' ' 

We suppose that problem (3.26) is well posed and the following a priori 
estimate holds true 

\Wh+Mu<C\\g\\u. 
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We can then define an operator T : H —> U hy setting Tg = u, where 
u e C/ is the solution to (3.26) with datum g. We suppose that 

T is compact in C{H, U). 

Given the discrete space sequences E/j C S and Uh C U, we consider 
the finite element approximation of our problem (3.24): find A/i G R such 
that there exists u^ G U with u^ ^0 satisfying 

(a{ah,T) + b{T,Uh)=0 Vr e E^ 

I b{crh, v) = -Xh{uh, V)H VH G UH 

for some cr/i G E?j. 
Given g £ U', the discrete source problem reads: find {crh,Uh) G 

E/i X Ufi such that 

f a{ah, r ) + 6(r, Uh) = 0 Vr G E/̂  

]^b{ah,v) = -{g,v)H \/v eUh-

We suppose that (3.28) is solvable, so that we can define a discrete operator 
Th '• H -^ Uh hy Tg = Uh and look for conditions ensuring the uniform 
convergence of Th to T. The uniform convergence will indeed guarantee 
the eigenpair convergence, since problems (3.24) and (3.27) can be written 
in this framework, respectively, XTu = —u and XhThUh = —Uh-

Let TI'IJ C E and U^ C U denote the spaces of solutions to (3.26) as g 
ranges in H. These spaces will be endowed with their natural norms. 

DEFINITION 3.3. The weak approximability of Ujf with respect to a 
is satisfied if there exists uJi{h), tending to zero as h goes to zero, such that 
for every a G Kh and every u G U^ it holds 

a{a,u) < 0Jl{h)\a\a\\u\\^o^ 

DEFINITION 3.4. The strong approximability of Ufj is satisfied if 
there exists oj2{h), tending to zero as h goes to zero, such that for every 
u G t/^ there exists u^ G Uh such that 

\\U-U^\\U < W 2 ( / l ) | | w | | ! 7 ° -

An important tool for the analysis of mixed problems is the Fortin 
operator (see [19]) lih '• E^/ —> E/j which satisfies 

6(cr - TlhCJ, v)=Q "iv^Uh 

||n,,a||E < C||(T||SO, 
-•H 

for all a ^YP^. 



136 DANIELE BOFFI 

DEFINITION 3.5. The Fortid property is satisfied if there exists ivzih), 
tending to zero as h goes to zero, such that for every a G S^/ it holds 

\a-UhCr\a <a;3(/i)||(7||20^. 

REMARK 3.4. The name Fortid denotes that the Fortin operator 
converges towards the identity. 

THEOREM 3.2. Suppose that the weak approximability of f/̂  with 
respect to a and the strong approximability of U^ are satisfied, and that 
there exists a Fortin operator such that the Fortid property holds. Then the 
sequence Th converges to T in C{H, U), that is there exists LJiiJi), tending 
to zero as h goes to zero, such that 

\\Tg-THg\\u<Mh)\\9\\H. (3.29) 

REMARK 3.5. In [6] it has been proved that the assumptions of theo­
rem 3.2 are also necessary for eigenvalue convergence. In particular, Exam­
ple 2 shows that a scheme satisfying the classical inf-sup constants for mixed 
approximations may provide spurious solutions when applied to eigenvalue 
problems. In [7] it has beed proved that for such a scheme (3.29) is not 
satisfied. 

4. Applications. 

4.1. Time harmonic Mcixwell's system. In this section we briefly 
recall the interior Maxwell's eigenvalue problem and cast it in the frame­
work of our analysis. Indeed, following [10] it can be written as a mixed 
problem of the displacement type. Moreover, in the spirit of [22] (see 
also [16]), we recall that it admits a mixed variational formulation of the 
equilibrium-type as well. Either formulation can be used for the analysis: 
in [4], using the displacement-type formulation, it has been shown that a 
Fortin operator can be defined fulfilling the Fortid property; in [5] it has 
been shown that the Fortid property is strictly related to the existence 
of a link between the de Rham complex of the involved functional spaces 
and the finite element scheme (see [2]). For a review of the finite element 
approximation of Maxwell's equations, we refer to [20] and [23] as well. 

Given a polyhedral domain Q, with outward normal n, the easiest form 
of Maxwell's eigenvalue problem reads: find A G R such that there exists 
u 7̂  0 which satisfies 

curl curl u = Au in fi, 

divu = 0 in fi, (4.1) 

u X n on 9fi 

In (4.1) we do not consider material coefficients and more complicated 
(e.g. mixed) boundary conditions. In practical applications, material dis­
continuities and lack of domain regularity may lead to highly singular so­
lutions. We refer to [15] for the regularity analysis, and to [10, 14] and the 
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references therein for the finite element approximation. To our aim, prob­
lem (4.1) contains all the ingredients to show that finite element schemes 
must be chosen in a careful way in order to avoid spurious modes and to 
achieve good eigenmodes convergence. 

The spaces involved with the variational formulations and the finite 
element discretization of (4.1) are usually described with the following di­
agram, known as de Rham complex. 

Q C H^{n), S C /fo(curl;fi), T C Ho{d[v-n), V C L\n) 

Qh C HliO), Hh C /fo(curl;n), TH C ifo(div;fi), VH C ^^(n) 

O ^ Q ^ i : ^ S ^ ^ T ^ V ^ 0 (4-2) 

in^ in^ i^l iTiX 

A standard variational formulation of (4.1) is: find A € R such that 
there exists u € i7o(curl) n iJ(div°) (u ^ 0) satisfying 

(curl u, cur lv) = A(u,v) Vv e HQ{cnv\) n F(div°), (4.3) 

where H{dxv ) denotes the subspace of iy(div) consisting of divergence free 
functions. 

The following unconstrained formulation, where the divergence free 
constraint is substituted by the requirement A 7̂  0, is known to be equiv­
alent to (4.3): find A 7̂  0 such that there exists u £ /fo(curl) (u ^ 0) 
satisfying 

(curl u, curl v) = A(u,v) Vv G il/'o(curl). (4.4) 

The mixed equilibrium-type form of (4.1) (see [22]) uses the left part of 
the diagram (4.2) as follows: find A e R such that there exists u G /fo(curl) 
(u ^ 0) so that for some p G HQ it holds 

(curlu, curl v) + (gradp, u) = A(u, w) Vv G i?o(curl) 

(gradg,u) = 0 ^q&Hl 

The displacement-type mixed formulation has been presented in [10] 
and uses the right part of the diagram (4.2): find A G R such that there 
exists cr G i7o(curI) (CT ^ 0) so that for some p G ifo(div°) it holds 

(cr, r ) -I- ( cu r l r , p) = 0 Vr G Fo(curl) 

(curl a, q) = -A(p, q) Vq G i7o(div°). (4-6) 

In [10], using again (4.2), it has been shown that all eigenvalues of 
(4.5) are positive and that the eigenmodes coincides with those of (4.3). 
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F I G . 2. Nodal element computation of Maxwell's eigenvalue: spurious modes. 

Let's consider the finite element approximation to (4.4): find Xh ^ 0 
such that there exists u/j G S/i, (u/i ^ 0) satisfying 

(curl Uh, curl v) = A/̂  (u^, v) Vv G S/j. (4.7) 

Unfortunately, the condition A/i ^ 0 is not sufficient to guarantee the 
divergence free constraint (at a discrete level). Indeed, Figure 2 shows two 
dimensional numerical results obtained with the use of continuous piece-
wise linear elements. The correct eigenvalues are approximated by discrete 
modes which are very difficult to distinguish among other spurious modes. 
It is evident that many spurious modes are present which make the method 
unpractical. This bad behavior will be made clearer later on in this section 
when our analysis will be presented. On the other hand, Figure 3 shows 
the same computation performed with edge elements, where it is clear the 
separation between zero frequencies (that have to be discarded) and pos­
itive ones which are good approximations to the eigenvalues of (4.3). We 
point out that the choice of edge finite elements makes the diagram (4.2) 
commute. 

The discretizations to problems (4.5) and (4.6) read, respectively: find 
A^ G M such that there exists u/j € E/̂  so that for some ph S Qh it holds 

(curlu/i, curlv) + (gradp/j,u) = Xh{uh,v) Vv G S/̂  

{gxa.dq,Uh) = 0 Vg G Qh-
(4.8) 
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EDGE ELEMENTS 
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F I G . 3. Edge element computation of Maxwell's eigenvalue: correct approximation. 

and: find A/j G K such that there exists an € S/j (cr/i ^ 0) so that for some 
P/i G T/i it holds 

(<T;»,T) + ( c u r l r , p , , ) = 0 yre^h 

(curl<T/,,q) =-A/j(p/j,q) Vq G T^. 
(4.9) 

The next theorem, which can be proved with standard arguments 
(see [22, 10] for more details), states the links between problem (4.7) and 
problems (4.8) and (4.9). 

THEOREM 4.1. Let (A/i,u/i) G R x E?i be an eigensolution of problem 
(4.4). Then (A/i,u/j) solves problems (4.8) (for a suitable ph G Qh) and 
(4.9) (for a suitable ph G Th) as well. Viceversa, if (A/j, Uh,Ph) G K x S/i x 
Qh solves problem (4.8), then \h y^ 0 and (A/i, Uh) is also solution to (4.4). 
Analogously, if {Xh,o-h,Ph) G M/i x S/j x T/j solves (4.9), then Xh ^ Q and 
{\h,fh) is also solution to (4.4). 

In [10, 4] the displacement-type formulation (4.9) has been used for 
the analysis of schemes based on edge finite elements; here we detail the 
use of the equilibrium-type formulation (4.8). According to the theory 
presented in Section 3.2 (see Theorem 3.1), we need show the validity of 
three properties: the ellipticity in the kernel (3.21), the weak (3.19), and 
strong (3.20) approximabilities. 

The ellipticity in the kernel property is stated in Proposition 4.6 of [1]. 
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The weak approximability property follows from this lemma. 
LEMMA 4.1. For all Vh G S/,, with (vft,gradg^) = 0, Vg G Qh, there 

exists V G S and £ > 0 such that 

| |v/j - V||i,2 < C/l^/^+^| |v/j | | j /(c„W) 

Proof. The function Vh can be presented as the first component of the 
solution of the following mixed problem 

(v,i,w) + (p/,,curlw) = 0 Vw G Eh 

(curl Vh, q) = (curlVh, q) Vq G T^. 

Let us define v G S as the first component of the solution to the corre­
sponding continuous problem; that is v is such that 

(v.w) + (p,curlw) = 0 Vw G S , ^ 
^ ' ' ^^' ' (4.10) 
(curl V, q) = (curl Wh, q) Vq G T. 

Since v G S and divv = 0, it follows that v G ii"^/^+^(n), and from the a 
priori bound of (4.10) we get the estimate ||v||^i/2+e < C\\ curlv/j| |i2. We 
can then use Theorem 1 of [4] and obtain 

||v - VHWL^ < C/ii/2+-||v||^:/2+c < Ch^'^+'\\ cnvlwhU-. 

Q 

The above lemma is used in order to prove the weak approximability 
property (3.19) as follows: 

sup ( I ! ^ ^ = sup ( g - - y ' 7 - " ) < C / . V ^ ^ - b | | g 

The strong approximability property (3.20) is a consequence of the 
the interpolation properties of edge finite elements and of the commuting 
diagram property. 

4.2. Photonic band gaps computation. The analysis of the previ­
ous section extends to the computation of band gaps for photonic crystals. 
We do not detail the derivation of our model, which uses standard Bloch-
Floquet theory; the interested reader is referred to [17, 9]. In our model 
the periodicity of the medium is given in terms of the set of relative integer 
numbers Z. Setting fi = R^/Z^ (which can be identified with the unit 
cube (0,1)^ with periodic boundary conditions). Maxwell's eigenproblem 
is rewritten as: find A such that there exists u 7̂  0 with periodic boundary 
conditions satisfying 

VaX e~WcvX u = Au in fi, , ^ 
(4.11) 

V a U = 0 in Q, 
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where the operator Va is defined formally as V + ia , i being the imaginary 
unit and a being a complex vector belonging to the first Brillouin zone K. 
In practice, one is interested in solving (4.11) for all possible a in K. The 
real intervals that do not contain any value of A for all a, are called band 
gaps. 

The rigorous analysis of the finite element approximation of (4.11) has 
been carried on in [9] (see also [17] and [11]). It makes use of an ad hoc edge 
finite element family and of suitable interpolation estimates which improve 
the classical ones available in the literature. Our modified family of edge 
elements enjoys a commuting diagram property similar to (4.2) where the 
symbol V is substituted with the symbol Vc, so that the operators grad, 
curl, and div become Va, V ^ x , and VQ- , respectively. 

4.3. Evolution problems in mixed form. The results presented in 
Sections 3.2 and 3.3 have a direct consequence for the analysis of evolution 
problems in mixed form. In [12] a general theory has been developed, con­
sidering evolution problems of the equilibrium and displacement type. For 
instance, the heat equation can be written as a displacement-type mixed 
evolution problem and its mixed (continuous and discrete) solutions can be 
represented as 

u{t) ^^({uo,Wi)e-^''' + {g{s),Wi)e-^''^*-'Us]wi 

ir.M ° (4-12) 

where A, and Wi (resp. Xi^h and Wi^h for i = 1,... ,N{h)) denote the 
continuous (resp. discrete) mixed eigensolutions of the Laplace operator. 

We refer the interested reader to [12], where a general theory is pre­
sented. 

In [8] the theory is extended to Maxwell's transient system. 

Acknowledgments. I would like to thank the anonymous referee for 
carefully reading my manuscript and for improving the presentation of the 
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CONJUGATED BUBNOV-GALERKIN INFINITE ELEMENT 
FOR MAXWELL EQUATIONS 

IS THE OR AN EXACT SEQUENCE PROPERTY IMPORTANT? 

L, DEMKOWICZ* AND J. KURTZ* 

Abstract . We propose a (conjugated) Bubnov-Galerkin Infinite Element (IE) dis­
cretization for the time-harmonic Maxwell scattering and radiation problems. The ele­
ment falls into a family of infinite elements satisfying an exact sequence property. The 
exact sequence results from incorporating the far-field pattern into the anzatz for the 
solution and the test functions, and it differs from the standard grad-curl-div sequence. 
We verify the construction with 2D numerical experiments. 

K e y words. Maxwell equations, infinite element, hp finite elements, RCS. 

A M S ( M O S ) subject classifications. 65N30, 35L15. 

1. Introduction. The presented work is motivated with the calcula­
tion of Radar Cross Sections (RCS) of objects with sharp edges and corners. 

Let $7*"* be a bounded domain occupied by the scatterer, with T de­
noting its boundary, and let Q = R" — fi'"* denote the exterior domain, 
with n = 2,3. We truncate the exterior domain with a sphere (circle) 
Sa = {\x\ = a} surrounding the scatterer, and split the domain fi into 
a near-field domain Cl'^ — {x G Q, : |cc| < a}, and a far-field domain 
Cl^ = {\x\ > a). Assuming for simphcity a Perfect Conductor (PEC) 
scatterer, we formulate the problem as follows. 

Find electric field E that satisfies : 
• Reduced wave equation in both near-field and far-field domains, 

V xiy xE)-k'^E = 0, x e f i " , Q a , (1) 

• PEC boundary condition on boundary F, 

nxE=^-nx E ' " ^ x &V , (2) 

• Interface boundary conditions on the truncating sphere, 

nx[E]=0, nx[V xE]=0, |a;| = a , (3) 

• Silver-Miiller radiation condition at infinity, 

e^ X (V X JE) - ikEt e L^(ria) . (4) 

' Ins t i tute for Computational Engineering and Sciences, The University of Texas at 
Austin, Austin, TX 78712. The work has been supported by Air Force under Contract 
FA9550-04-1-0050. 
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Here n denotes the normal to the boundary or interface, k = w^eo/xo is the 
free-space wave number, with w denoting the angular frequency, and eo, /io 
being the free space permittivity and permeability, [ ] denotes the jump 
across the interface, e^ is radial unit vector corresponding to a spherical 
(polar) system of coordinates with a center inside of the scatterer, E'^"''^ 
denotes an incident electric field, and Et = —e^ x (e^ x E) is the tangential 
component of E. 

Infinite Elements. The idea of coupled Finite Element (FE)/Infinite 
Element (IE) approximations for exterior wave propagation problems 
dates back to the pioneering contributions of Bettess, and Bettess and 
Zienkiewicz, see [4] and the literature cited therein. 

The works of Astley et al. [2], Cremers et al. [8], Givoli [15] and many 
others recognized the spectral character of the approximation and pointed 
to the necessity of multipole expansions. Burnett [5] revolutionized the 
approach from the practical point of view, by introducing a new, sym­
metric unconjugated formulation, and using prolate and oblate spheroidal 
elements. 

Contrary to the concept of Perfectly Matched Layer [3], and other 
techniques based on Absorbing Boundary Conditions (ABC's), the conju­
gated element of Astley et al. [2], aims at obtaining the solution in the 
whole unbounded domain. 

A conjugated Petrov-Galerkin infinite element for Maxwell equations 
was proposed in [11], and studied in [6, 7]. The idea of the construction 
was based on the assumption that the IE test functions come from a space 
belonging to an exact sequence involving standard grad-curl-div operators. 
In simple terms, the test functions include gradients of scalar potentials, 
In this way, any FE/IE solution to the Maxwell equations satisfies auto­
matically the weak form of the continuity equation. The Petrov-Galerkin 
infinite element was applied to solve difficult three-dimensional scattering 
problems in [18]. 

In this contribution, we generalize the concept of a conjugated Bubnov-
Galerkin infinite element for Helmholtz equation presented in [13]. The 
main idea consists of interpreting the integral over the exterior domain in a 
Cauchy Principal Value (CPV) sense and building the far-field pattern into 
the ansatz for the approximate solution. The resulting discretization allows 
for the use of the same trial and test functions but the discrete solution no 
longer satisfies the usual weak form of the continuity equation. 

At this point, a full convergence analysis for any infinite element dis­
cretizations for either Helmholtz or Maxwell equations is unknown. 

Variational formulation. We follow the standard procedure for the 
near-field domain. Taking a test function such that n x i^ = 0 on F, we 
multiply the reduced wave equation (1) with complex conjugate F, and 
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integrate by parts to obtain, 

/ {VxE){VxF)-k'^EFdx = -[ erX{VxE)FdS, 
Jn" Js^ (5) 

\/F,nx F ^0 o n r . 

Integration over the far-field domain will be interpreted in the Cauchy 
Principal Value (CPV) sense. We introduce a second truncating sphere 
SR = {\x\ = R}, R > a and consider the truncated far-field domain, 

n ^ = {a; : a < |a;| < i?} . 

Performing the same operations for Q^ as for the near-field domain, we 
obtain, 

/ {V xE){V xF)-k^EFdx+ [ er x {V x E)F dS 

I e^ X (V X E)F dS, VF . 

Using the Silver-Miiller radiation condition (4), we replace e^ x (V x E) in 
the integral over SR with ikEt plus an unknown contribution which, due to 
the assumption on L'^-integrability, will vanish in the limit when i? —> oo, 

/ {V xE){V xF)-k^EFdx + ik f EtF dS 
•/n« JSR 

+ ( a term that vanishes at i?—> oo) = / e^ x (V x E)F dS, VF 
JSa 

Finally, we sum up contributions (5) and (7). Assuming that both solution 
E and test function F satisfy the interface conditions (3), we obtain our 
final variational formulation. 

nxE = -nxE''"', 

/" (V X £;)(V X F) - k^EF dx 

(r f \ (8) 
+ lim / {VxE){VxF)-k'^EFdx+ik EtFdS\ = Q, 

^^°° \ i a « JSR ) 
VF, n X F = 0 on r . 

Both solution E and test function F are assumed to "live" in Hioc{^, curl) 
with extra assumptions to guarantee the existence of the limit to be dis­
cussed next. 

2. Infinite element discretization in 3D. In a sense, the three-
dimensional setting is more straightforward, and we shall discuss it first, 
with the two-dimensional one described in the next section. 
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FIG. 1. Curvilinear system of coordinates on the truncating sphere. 

Infinite element coordinates. The curvilinear system of coordi­
nates used to construct the infinite element discretization combines a FE 
parametrization of the truncating sphere with the "inverted" radial coor­
dinate, 

X{^a,x) =X~^Xa{^a), a = 1,2, \Xa{^a)\ = 0,, 0 < O; < 1 . (9) 

Here Xa{^a) is a parametrization of the sphere of radius a, centered at 
the origin of a Cartesian system of coordinates Fig. 1. The basis 
vectors are, 

dXa 

d^a 
^aj 

— 2 —2 (10) 

We assume that the parameters a have been denumerated in such a way 
that (ei, 62, Cx) is a right triple. The cobasis vectors are given by, 

a = a:jac„ '{—-- x e^ j , a^ = -x jac^ ( - — x e^). 

(11) 

where, 

dXa dXa. 

Denoting by aajO," basis and cobasis vectors on sphere Sa, 

(12) 

Cfc/j JL t-^CK 1 ^^ -JUtJ/ (13) 

^We shall use Greek letters for indices with range 1, 2, and Roman letters for indices 
with range 1, 2, 3. 
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we recall the standard formula for the gradient of a scalar-valued function u, 

„ du ^„ r, ,du ,, ,, 
Vu = a;-—a"+a;2a-^ — e x . (14) 

dia dr 

As usual, repeated indices indicate summation. 
Consistently with the standard exact sequence property and the con­

struction of parametric finite elements [10], all vector-valued fields will be 
assumed in the form, 

E^xEaO."+x'^a-^E:,e^. (15) 

REMARK 1. Notice that, with components Ea,Ex — 0(1), the choice 
of the system of coordinates guarantees the right asymptotic behavior in 
r = x~^, consistent with the formula for the exact solution. Recalhng the 
general transformation rule for the curl vector [10], 

dx' ^ '•' 
{cuilE)i = J-^--^{cm\EU, 

where J is the jacobian of transformation Xi = Xi{^n) (in our case J = 
x~'^a}SiCg), we can compute the curl of vector E, 

V X E = (a:;~^ajac„)~'^ |(curli;)„a;"^da -|- {cm\E)3X~'^aeA . (16) 

Here, 

^ . ^ fdE, dE2 ,dEx dEi. dE2 BE A 

REMARK 2. The curvilinear coordinates ^a discussed here are to be 
understood in two different ways. On the theoretical side, they provide 
a basis for the construction of the IE approximation; in this context, one 
can think about e.g. standard spherical coordinates. On the practical 
side, they can be directly interpreted as a parametrization corresponding 
to isoparametric finite elements used to approximate the truncating sphere. 
In such a case, they will correspond to a local, element-wise approximation 
of the sphere only. Formulas derived here can then be used directly for 
coding. 

Incorporating the far-field pattern. Consistently with the formula for 
the far-field pattern, we shall postulate the solution E in the form, 

E := e-*'="(^"'-i)j5 , (18) 

where the symbol E has been "overloaded". Recalling the elementary 
formula, 

V X {(l)E) = V(t>x E + <pV X E , 
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we obtain, 

V X ('e-''="(^"'-i)£:) = ^-ika(x-'-i) (+jfc(e^ x E)+V x E) . (19) 

Identical substitution for the (conjugated) test function F, leads to, 

V X L+ika{x-'-l)p\ ^ ^+ika{x-'-l) (_ij t(e^ X F) + V X F) . (20) 

Substituting (19) and (20) into the limit term in (8), we obtain (with 
overloaded symbols E and F) 

hm^ (ff {k\e^xE)-{e^xF) + {VxE)-{VxF) 

- ik [(V X E) • (e , X F ) - (e , x £;) • (V x F)] 
(21) 

- k'^E • F\ a;-4ajac„ dxd^ 

+ ik f Et{;X)Ft{;X)X-^iac,d^) . 

Here, parameter X in the hmit corresponds to R~^ compared with the 
limit in (8). But, 

fc2(e^ x E) • (e^ X F) - k'^E • F = Px'^a-^E^.F^ , 

so the term reduces to, 

lim^ ( f f { (V X F ) • (V X F ) - ik[{V x E) • (e^ x F ) 

-(e;r X F ) • (V x F)] - k'^x'^a-'^E^pA a;"'*ajac„ da:d^ (22) 

+ik j Et{;X)Ft{;X)X-^ie.c,d^] . 

Substitution of the far-field pattern into the ansatz for the solution and 
test function yields the limit finite for F Q , F X = 0(1). We obtain, 

f f { (V X F ) • (V X F ) - ifc[(V X F ) • {e^ x F ) 

- ( cx X F ) • (V X F)] - k^x'^a-^E^pA x-*ai&c^ dxdi (23) 

+ik JiEc.{;0)a"){F„{;0)a'')ia.c,d^. 

We record the final formulas necessary for the calculation of the stiff­
ness matrix. 

Oi 

x'̂  / 9 F ^ 9 F i \ . / 9 F 2 a F A 1 (24) 
— ' — ^ a2 + x ' ^ " ^ a \ d^i dx J \ dC 

e^c X E = xjac^^ (-^201 + Eio.^) . 
1 9 6 ; ' j 
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Discretization. Solution components Ea,Ex and test function compo­
nents Fa, Fx can now be discretized using standard Nedelec hexahedral (or 
prismatic) elements of the first type [17]. For the hexahedral element of 
order {pcPx), we have, 

Shape functions depending upon ^„ have to match shape functions for the 
standard quadrilateral element, see [1]. The leading term in x, similarly to 
the Helmholtz case [13], corresponds to term, 

and suggests selecting for the shape functions in x integrals of Jacobi poly­
nomials P j ' , 

/ Pf^l\2t-l)dt 

j = 0 

(27) 
J > 1 -

3. Infinite element discretization in 2D. The reasoning in two 
dimensions is very similar. 

2D IE coordinates. We use polar-like coordinates, 

x{x,0=x-'xa{C), \xam = a, X G (0,1) , (28) 

where Xa{^) is a clockwise parametrization of the truncating circle. Basis 
and cobasis vectors are defined as. 

_ldXa _i.dXa, _2 /*\ _2 
a^=x -—=x \-—\e^, a^ =-X Xa{^) = x oe^, 

a^ = a:jac„ e^, a^ = x a e^ 

(29) 

The formula for a gradient of function u{x,^) is, 

Vu = o-a; a ex + —x]&c^ e^ , (30) 

with a corresponding representation for vector-valued fields, 

E = ExX^a~^ex + E^x jac~^ej . (31) 

The curl is evaluated using the formula, 

curl£; = ( x - a j a c j - i ( ^ " ^ ) • (^2) 
s ^ . 

curlJz/' 
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Incorporating the far-field pattern. The anzatz incorporating tiie 
far field pattern is now slightly different, 

E:=x-h-''"'^'^~'-'^'>E. (33) 

Upon the substitution, and cancellation of Lebesgue non-integrable terms, 
we obtain an expression analogous to (23), 

/ / I (ajac„)~^ x'^cmlEcurlF - (-x + ika)curlEFj 

- (^x - ika\E^cmlF + ^E^F^ - {kafa-^jac^E^F^\ dxd£, (34) 

+ika f a-'^i&c-^E^{-,0)F({-,0) d^ . 

Leading terms in x are identical as in 3D and suggest the use of the same 
radial shape functions. 

4. Stability. Substituting in (23) F = Vv, where u is a scalar-valued 
test function with support in the far-field domain, we learn that any so­
lution to variational formulation (8) satisfies automatically a variational 
compatibility condition, that implies the corresponding (second order) dif­
ferential equation and a radiation condition at infinity. These compatibility 
conditions do not coincide with the usual continuity equation obtained di­
rectly from the weak form of the Maxwell equations. Equivalently, we could 
substitute in original variational formulation, 

p = e-*''"^^^'-^) Vu = V(e-''="(^"'-i^v) -f- ike-''"'''''~'-'^'^x-'^ve^ . (35) 

Only substitution of a gradient for the test function F results in the weak 
form of the continuity equation. Notice that the second term in (35) mod­
ifies only the radial component of the gradient and, therefore it can also 
be done in a situation when the infinite elements are coupled with finite 
elements. In other words, we can extend (35) by a regular gradient into 
the finite element domain and substitute the resulting test function into 
the variational formulation extending over the whole domain. 

The Nedelec element (25) belongs to the standard family of polynomi­
als satisfying the exact sequence property, 

W,'-^Q,^Y,^Y,, (36) 
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where, 

(37) 

Q p = (7?p i - i®pP2 0 73P.) X (ppi (g)PP2- i (g ,pPx) 

x ( p p i (g):pp2(g)ppx-i) 

Vp = (-PPI (g) PP^- l (g) -pP--!) X (-pPi-l 0 PP2 (g) •pPx-1) 

Fp = p p i - i (g) p p ^ - i (g) p p - - i . 

Denoting by Au the multiphcation by the far-field pattern, 

we see that the infinite element shape functions incorporating the factor, 
belong to a modified exact sequence, 

yrrexp AgradA r\exp AcurlA ^exp AdivA y'exp fik^ 

where spaces W^^P, Qp^^jVp^P,Yp^P, have been obtained by multiplying 
the polynomials from the original spaces with the exponential factor. This 
situation is similar to the Bloch approximations studied by Dobson and 
Pasciak [14]. 

The 2D case is fully analogous. 
As usual we can build a stabilized variational formulation by introduc­

ing a Lagrange multiplier p, 

r a{E,F) + ciF,p) = l{F), VF 
(39) 

[ c{E,v) = l{Vv), \/v . 

Here a(E,F) and /(F) denote the sesquilinear and antilinear forms cor­
responding to the variational formulation (8), and the sesquilinear form 
c{E,v) has been obtained by using the substitution (35), 

c{E,v):=k-^a{E,F). (40) 

Incorporating one power of k into the Langrange multiplier, improves the 
stability properties for fc —> 0 but it does yield a formulation uniformly 
stable in k as for bounded domains. 

REMARK 3. Notice that the space for the Lagrange multiplier does 
not coincide with the corresponding space for the IE discretization for the 
Helmholtz equation [13]. This is related to the fact that the Lagrange mul­
tiplier enters the stabilized formulation only through its gradient. The gra­
dient decays at infinity but the Lagrange multiplier does not and, therefore, 
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the corresponding element cannot be used to approximate the Helmholtz 
problem. For the standard elements, space W is used to solve acoustics in 
terms of pressure, space Q is for Maxwell equations, and space V of H{diy)-
conforming elements is used when discretizing the acoustics in terms of 
velocity. This nice analogy for the discussed infinite elements is lost. 

5. Numerical experiments. All presented experiments are two-
dimensional only. 

5.1. Implementation details. The infinite element was imple­
mented within 2Dhp90, a two-dimensional code supporting automatic hp-
adaptivity for both H^- and //(curl)- conforming hybrid meshes consisting 
of isoparametric quads and triangles [9]. Integration of infinite element 
stiffness matrix was done using the standard Gauss-Legendre quadrature, 
with the number of integration points equal to p + 1 in the tangential, 
and A'̂  + 1 in the radial directions, where p and N denote the order of the 
infinite element in the tangential and the radial directions, resp. 

Automatic hp-adaptivity. We refer to [12] for details on the algorithm 
executing the automatic /ip-adaptivity. Starting with an initial coarse 
mesh, we refine the mesh globally in both h and p, and solve the prob­
lem on the fine mesh. The next optimal coarse mesh is obtained then by 
minimizing the projection-based interpolation error of the fine grid solution 
with respect to the coarse grid. More precisely, the optimal coarse mesh 
is obtained by maximizing the rate with which the interpolation error de­
creases, as the current coarse grid undergoes selective, local /ip-refinements. 
One of the primary goals of the presented research is to determine whether 
the strategy can be used for the scattering problems. The mesh optimiza­
tion is restricted to the near-field (truncated) domain only, i.e. the infinite 
elements are treated as an implicit implementation of ABC's of arbitrary 
order. 

Choice of radial order N. The infinite elements in the initial mesh are 
assumed to be isotropic, i.e. order A'̂  in the radial direction is set to the 
corresponding order p of the edge on the truncating circle. We always begin 
with elements of second order. 

During the /ip-refinements, edges on the truncating circle get p- or h-
refined. Every time, the edge is p-refined, its IE radial order is updated, 
i.e. A'' is increased to A'' -I- 1. We also increase the IE order when the edge 
is /i-refined. Therefore, in presence of /i-refinements, we encounter infinite 
elements with radial order A'̂  greater than the FE order p. This reflects the 
philosophy that any improvement in the approximation properties on the 
truncating circle, should be accompanied with the corresponding improve­
ment in the radial direction as well. 

In the presented experiments (due to software related limitations), the 
IE radial order has been restricted to A'̂  < 9. 
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5.2. Evaluation of the error. In all reported experiments, the er­
ror is computed in the iJ(curl)-norm, integrated only over the near-field 
domain. This is in line with treating the infinite element as an implicit im­
plementation of an Absorbing Boundary Condition (ABC) only. Evaluation 
of the error over the whole exterior domain should be done in a weighted 
Sobolev norm. Since, at present, we cannot prove any convergence result 
for the IE discretization, we shall restrict ourselves to the near-field domain 
only and will not claim any convergence over the whole exterior domain. 
The error is reported in percent of the semi-norm of the solution, defined 
over the same domain. The exact solution for the cylinder problem is com­
puted using the standard formula involving Hankel functions [16]. For the 
wedge problem, the unknown solution is replaced with the solution on the 
/ip-refined mesh, see [12]. 

Scattering of a plane wave on a PEC cylinder. Verification of the code. 
We begin with the standard example of scattering a plane wave, 

^ m c ^ _ 1 ^ ^ g - i f c e - C ^ (41) 
ik 

on a unit PEC cylinder. Here e specifies the direction of the incident wave, 
in our case e = (—1,0). 

We set the wave number to k = TT, and truncate the infinite domain 
with a circle of radius a = 3. Fig. 2 displays convergence history for p-
uniform and /ip-adaptive refinements, starting with a mesh of 16 quadratic 
elements. The horizontal axis corresponds to the number of d.o.f. n dis­
played on the algebraic scale n^/^, with the vertical axis presenting the 
error on the logarithmic scale. A straight line indicates the exponential 
convergence, 

error w Ce' '" ' '" , 

predicted by the theory. Notice that the actual numbers displayed on the 
axes correspond to the quantities being displayed, i.e. the relative error in 
percent of the norm of the solution on the vertical axis, and the number of 
d.o.f. on the horizontal axis. 

As expected, the uniform p refinements deliver exponential conver­
gence, with the adaptive refinements delivering slightly worse results but 
the same rates. Fig. 3 shows the optimal hp mesh, corresponding to an er­
ror of 1 percent. Different colors indicate different (locally changing) order 
of approximation p ranging from p = 1 to p = 8 (color scale on the right). 
The distribution of orders clearly refiects the pattern of the solution. 

Fig. 4 presents contour lines of the real part of the error function, for a 
uniform mesh of quartic elements. The values, indicated by the color scale 
on the right, range from -0.02 to 0.02. Along with the FE mesh, the graph 
displays a portion of the infinite elements corresponding to 0.5 < a; < 1. 
The solution in the IE domain seems to be actually better than in the finite 
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F I G . 2. Scattering of a plane wave on a PEC cylinder. Convergence history for 
p-uniform and hp-adaptive refinements. 

element domain which indicates that lower order infinite elements would 
have been sufficient. 

5.3. Scattering of a plane wave on a PEC wedge. The second 
example illustrates the resolution of singularities using the coupled hp-
adaptive FE/IE discretizations. We have divided the cylinder from the 
previous example into four equal quadrants and kept just one of them. 
We set the wave number k = n, i.e. the distance between the truncating 
boundary and the object is equal to one wavelength. We start with an 
example of a typical, automatically obtained hp mesh corresponding to 
the incident wave coming from the NE direction (angle 6 = 45°), and 
rather academic error level of 0.1 percent. Figures 5 and 6 present the 
optimal mesh, with three consecutive zooms showing details of the mesh 
around the lower corner. Fig. 7 presents convergence history for the 
problem. We start with an initial mesh of just seven elements of second 
order that clearly do not resolve the wave pattern (one second order element 
per wave length) to illustrate the principle that only the fine grid must be in 
the asymptotic convergence region. Consequently, the convergence curve 
consists roughly of two straight lines, the first one corresponding to the 
preasymptotic region, and the second one reflecting the actual exponential 
convergence. 

5.4. Evaluation of RCS. We come to the final experiment reflecting 
the impact of adaptivity on evaluation of Radar Cross Section (RCS). For 
two-dimensional problems, the monostatic RCS reflects simply the far-field 
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L, 

F I G . 3. Scattering of a plane wave on a cylinder. Optimal hp mesh correspond­
ing to 1 percent error. Different colors indicate different (locally changing) order of 
approximation p ranging from p = 1 io p = 8 (color scale on the right. 

L. 

F I G . 4. Scattering of a plane wave on a cylinder. Real part of the second component 
of the error function for a uniform mesh of guartic elements. 

pattern of the solution, and it is defined as follows 

lim \E{rx)\r^ . (42) 

Here a; is a point on the unit circle corresponding to the direction of the 
incoming plane wave e = —x, and r 2 compensates the decay rate of the 
solution. 
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F I G . 5. Scattering of a plane wave on a PEC wedge, 6 = 45°. Optimal hp mesh 
for 0.1 percent error, with a 10 times zoom on the lower corner. 

F I G . 6. Scattering of a plane wave on a PEC wedge, 6 — 45°. Optimal hp mesh 
for 0.1 percent error. Zooms on the lower comer with 100 and 1000 magnifications. 
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F I G . 7. Scattering of a plane wave on a PEC wedge, 9 = 45°. Convergence history 
for adaptive hp refinements. 
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RCS [dB] 

F I G . 8. Scattering of a plane wave on a wedge. RCS in dB vs. the direction of the 
incident wave in degrees, for the uniform mesh of quartic elements (3-4 percent error 
range level) and hp-adaptive mesh (S percent error). 

The infinite element discretization offers an inexpensive way of com­
puting the RCS without the usual costly postprocessing involving integra­
tion of surface electric and magnetic currents on any closed surface sur­
rounding the scatterer. As the far-field pattern is built into the ansatz for 
the approximate solution, one simply evaluates the approximate solution 
at r = oo(a; = 0). 

Fig. 8 presents RCS for the wedge problem evaluated using a uniform 
mesh of quartic elements and and /ip-adaptive mesh. The choice of the 
uniform mesh reflects the usual practice of selecting a mesh that reproduces 
the wave form of the solution (two quartic elements per wavelength) and 
delivers an error in the range of 3-4 percent. The second curve corresponds 
to RCS evaluated using /ip-adaptivity. 

The hp meshes were obtained by requesting a two percent error 
level, at which several levels of /ip-refinements resolve the structure of 
the singularities in the solution. For each direction of the incoming wave 
{6 = 180,179,.. . , 0, left to right), the /ip-adaptive algorithm was run start­
ing with the optimal mesh for the previous direction, with the optimization 
procedure restarted from the initial mesh every 10 degrees. Except for a 
shght shift in the RCS level, the results are practically identical. Resolu­
tion of the singularities seems to have no impact on quality of the RCS 
computations. 



158 L. DEMKOWICZ AND J. KURTZ 

6. Conclusions. We have presented a novel construction of an infi­
nite element for the time-harmonic Maxwell scattering/radiation problems. 
The main idea consists in interpreting the integral over the exterior domain 
in the CPV sense, and building the known far-field pattern of the solution 
into the ansatz for the approximate solution. The CPV interpretation al­
lows then for canceling the Lebesgue non-integrable terms. 

The element space of shape functions including the far-field pattern, 
belongs to a family of spaces forming an exact sequence with modified 
operators reflecting the solution ansatz. 

The presented numerical experiments indicate stability. The infinite 
element has successfully been coupled with hp finite elements in context 
of the energy driven, automatic /ip-adaptivity. As expected, the method 
converges exponentially. 

The Bubnov-Galerkin discretization offers a simplicity of the formula­
tion and, perhaps, may be explored in a theoretical convergence analysis 
for the exterior wave propagation problems. For the two simple scattering 
problems studied in the paper, results obtained using the new formulation 
and the earlier Petrov-Galerkin discretization [6, 7] are identical and it is 
not clear that either formulation offers an advantage over the other one 
from the computational point of view. Both formulations result in a stiff­
ness matrix that is neither hermitian nor complex-symmetric, forcing the 
use of a general solver for complex, non-symmetric matrices. The struc­
ture of the stiffness matrix does reflect though the physics of the problem 
- the domain contribution in (8) is hermitian and the term corresponding 
to the surface integral at infinity reflecting the radiation damping is in the 
form of the product of a hermitian matrix and imaginary impedance term 
ik. The same structure of the stiffness matrix is encountered when study­
ing problems in bounded domains with conductive materials or impedance 
boundary conditions. 

We hope to report soon results of analogous numerical experiments in 
three dimensions. 

The question asked in the title of this paper: 7s the or an exact se­
quence property important?, remains unanswered. Both formulations of 
the infinite element: the one based on the standard exact sequence [6], and 
the one discussed in this paper, seem to work. Both deliver exponential 
convergence for the cylinder test case, and both behave well when cou­
pled with adaptive hp finite elements. Unfortunately, as mentioned in the 
Introduction, in neither case, so far, we can prove the convergence. 
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COVOLUME DISCRETIZATION OF 
DIFFERENTIAL FORMS 

R.A. NICOLAIDES* AND K.A. TRAPPt 

1. Introduction. The language of differential forms provides the 
most compact expression of many partial differential equations occurring 
in physical applications. We have in mind Maxwell's equations and the 
Laplace-Beltrami equation as instances. On the other hand, discretization 
of equations in differential forms is not so well studied. In this paper we 
construct a theory of discrete differential forms and apply it to solving some 
basic equations. 

The theory presented below is an abstraction of a class of computa­
tional techniques collectively designated as covolume algorithms. Covolume 
algorithms are a class of compatible discretizations for computing vector 
fields from partial differential equations. By this we mean that basic vec­
tor identities such as curlgrad = 0 and divcurl = 0 are preserved and that 
scalar and vector potentials exist, all within the framework of the discrete 
calculus. In the covolume setting such identities and relations appear in a 
natural, almost obvious way. A basic reference to covolume techniques is 
[6] where they are applied to systems of the form 

div u = p in Q 
curl u = LO in Q, 
u • n = 0 on dn 

with appropriate solvability conditions and where Q, may be multiply con­
nected. The three dimensional version of this system is treated in [8]. 

In differential form notation the system above is 

J d*u = p \ 
\ du = LO J 

where d denotes the usual differential operator d and u, p, and to are to 
be interpreted respectively as 1, 3, and 2-forms. The Hodge star operator 
* is a linear operator that takes fc-forms to (n — fc)-forms. It depends 
on the inner product on the space of forms. Because the divergence and 
curl operators naturally act on 2 and 1-forms respectively we require the 
Hodge star operator to transform u into a 2-form. We explain later how the 
covolume approach relates the d and d* operators through the use of dual 
mesh systems. There is a somewhat surprising and beautiful relationship 
between these apparently distinct concepts. 
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Another very useful application of covolume techniques is to Maxwell's 
equations. In standard form these equations are 

-cmlE = dB 
m 

cui\H=^ in 
div D = p in 
div B = 0 in 

n 
n 
n 

> . 

From this basic system, many different wave equations can be derived 
by differentiation and elimination of variables. For instance we obtain the 
standard wave equations for the E and H fields in that way. Further, we 
can obtain the usual wave equations for the scalar and vector potentials in 
various gauges. The covolume framework is sufficiently imitative (mimetic) 
that similar manipulations can be performed on the covolume Maxwell 
system to produce standard discretizations of the different wave equations. 
In particular there are discrete scalar and vector potentials which satisfy 
appropriate discrete wave equations. In [7] traditional error estimates are 
provided for this covolume algorithm. 

There is more than one way to write Maxwell's equations in differential 
form notation, depending on whether time is included as a differential form 
variable and depending on the description of the unknowns. For instance 
they may be lumped together in a single variable. In our context, where 
spatial discretizations only are under consideration, the differential forms 
expression of Maxwell's equations is just 

-dE = i*Hy 
dH = (*£)• 

d* E — p 
d*H = Q 

A good description of the other possible formats can be found, for instance 
in [4,5] or numerous other sources. 

Turning now to the material presented below, one result of our work is 
that for any equation in differential forms a recipe is given (and justified) for 
translating it over to a discrete framework for computer implementation. 
This recipe is almost as simple as it could be: just replace d and d* and 
their relatives with certain discrete operators that we provide. The d and d* 
operators are fully compatible in that we have analogs of the main theorems 
of differential forms, such as Stokes' theorem, Poincare's lemma, Hodge star 
operations and so on. Moreover, these relations are quite transparent in 
our framework. 

Applying the discretizations to standard equations expressed in differ­
ential forms notation delivers the known covolume approximations. The 
error estimates for these discretizations can then be taken over directly to 
justify the differential forms approximations. This fact encourages belief 
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in the correctness of the discretization technique in situations where error 
estimates have not yet been obtained. 

Section 3 of the paper contains, among other things, a novel application 
of our results to discretizing the Laplace-Beltrami operator on a compact 
manifold. In this application the new theory is used in its fullest form, in 
that many of the techniques we develop come into play, including exact 
sequences, the discrete Hodge operation and their related circle of ideas. 
The section which precedes sets the groundwork for the Laplace-Beltrami 
discretization. It develops a coherent theory of discrete differential forms 
which resembles the classical continuous treatment, at least in those aspects 
which do not involve statements about coordinates. 

2. Discrete differential forms. The essential ingredient in discretiz­
ing differential forms is the Delaunay-Voronoi mesh system. Most obvi­
ously, it defines the discrete edges, surfaces, and volumes over which the 
discrete forms can be integrated. It is from the geometric duality of sim­
plex and complex that the dual forms, dual differential operator d, and the 
Hodge map are defined. From these, in turn, follows a discrete Laplace-
Beltrami operator and other discretizations. 

2.1. Simplices, orientation, volume, boundary operator. Let 
Cl be an n-dimensional differentiable manifold equipped with a Delaunay-
Voronoi mesh system [3]. The primal mesh is made up of simplices which 
in one, two and three dimensions are edges, triangles and tetrahedra re­
spectively. For each dimension k <n the set of fc-dimensional simplices, or 
fc-simplices, is written {cfjjj'i and the circumcenter of the simplex cr̂  is 
denoted p^. 

Each simplex, erf, has an associated dual complex, CT^, which is an 
(n — fc)-dimensional polyhedron. It is important to note that while erf 
is fc-dimensional, af is (n — fc)-dimensional. From the Delaunay-Voronoi 
property, it follows that each simplex and its dual complex are orthogonal 
and intersect at the circumcenter of the simplex, i.e. erf P|5-f = pf. See 
Figure 1. 

An orientation is placed on the highest-order simplices and then each 
successive lower dimensional simplex inherits a relational orientation to 
each simplex of one degree higher that it bounds. The boundary operator 
d then acts on a fc-simplex to yield a chain of (fc — l)-simplices in the usual 
way. We write this 9crf = ^ af" ^ where the double subscript ij denotes 

j 
a signed simplex corresponding to the orientation and connectivity of the 
i and ij simplices. It follows from the connectivity of the mesh that the 
boundary operator applied twice to a simplex yields an empty chain (i.e. 
aso-f = 0). 

An orientation is also placed on the dual complexes. From the 
connectivity of these complexes the dual boundary operator d takes a 
(dual) fc-complex to a chain of (fc -I- l)-complexes in a similar fashion, i.e. 
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F I G . 1. The intersection of a^ and a,, at P; . 

i 

We denote the area of a simplex a^ by A{(j^) and for 0-simplices we 
define A(cr°) = 1. Similarly, the area of a dual complex is written A{a'^). 
Depending on orientation, the area of erf. may be positive or negative. 

For each circumcenter p'l we define the volume V^ := A{a'^)A{d^) > 0. 
Thus for each k < n we have a discrete volume form on the manifold, 

i 

2.2. Discrete forms, d operator, integration and Stokes theo­
rem. A discrete differential /c-form, uj'^ can act only on fe-simplices. The 
collection of discrete differential fc-forms on the discrete differentiable man­
ifold (the Delaunay-Voronoi mesh) will be denoted A'^. Each element 
^k ^ ^k jg indexed by the fc-simplices on which it acts. We define w'̂  

as the formal sum Y2 '^^^'i where u'^ is a vector in E^' ' . A 0-form is just a 
i 

function defined on the nodes of the mesh. 
The inner product on the space of fc-forms A'^ is defined using the 

volume form V^. Thus for two elements w^ = '^u^fr'i and 7]/^ = Yl'^^^^ 
i i 

in A ' ' , their inner product is defined to be 

i 

We borrow the integral sign to describe the action of a discrete k-
form on a fc-sitnplex. Thus, the "integral" of a discrete fe-form, ui'^, over a 
fc-simplex, af, is defined to be 

oj" u>iA{a\ 
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FIG. 2. The circulation J duj'^ = U § A ( < T § ) . 

Integrating over the boundary of a (fc + l)-simplex yields 

1 „k 

where, it is important to recall tha t the double subscript ij denotes a signed 
simplex and thus A{a'l.) is a signed area. 

We can now introduce the, also misappropriated, discrete differential 
operator d : A'' —> A'''^^. For w*̂  = X^^ufuf we define 

i 

dw'^ = " r « f + V f + i where u''+' := V 4 ^ ^ . 

To see how this easily translates back into the covolume framework, 
consider the triangle CTQ. The d operator acting on one-forms is just the 
differential operator curl and the integral / du)^ = UQA{aQ) is just the 

circulation wj^ A{aQ^ )+'"o2^('''o2 )+'"03^(^03) about the triangle, or surface, 
CTQ. See Figure 2. 

Now, with this definition of the d operator, the integration of forms 
on simplices, and the boundary operator d acting on simplices we have the 
following calculation for all forms and simplices: 
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d d 
A k-i- A k - * • ^ ' = + 1 

_4fc-i<- A>' J\k+l'*r-

FlG. 3. The operators d, *, and d acting on the spaces of discrete differential forms. 

Thus, we have the discrete analog of Stokes' Theorem: 

Uj\ 

9af 

Together with the boundary operator property dda^ = 0, the dis­
crete Stokes' Theorem yields the appropriate discrete analog of Poincare's 
Lemma: for every form w*', ddto'^ = 0. 

2.3. Dual forms and the Hodge star and decomposition. The 
set of dual discrete differential fc-forms will be denoted A^ and we write an 
element a)*' as a sum over the dual fc-complexes. Thus di'̂  = ^ u^af. Recall 

that a dual fc-complex erf is an (n — fc)-dimensional polyhedron therefore a 
dual /c-form should be considered an (n — fc)-form on the dual mesh. 

The dual differential operator d : A'' —> A''~^, is defined to act on a 
dual fc-form in the following way: 

dQ'' = yut'^1-' where ii^-i :^ V ^ 4 i ^ . 

It is important to note that Poincare's Lemma also applies to the dual 
differential operator. Thus, dduj'^ = 0 for all dual fc-forms. 

Just as the Delaunay-Voronoi mesh system provides duality between 
the simplices and complexes, the Hodge star operator creates a dual asso­
ciation between forms. The Hodge star mapping, * : A'^ —> A'', takes the 
form w*' = ^ u ^ a ^ to the dual fc-form 

*uj'' = uj'' E<^i-

The diagram in Figure 3 summarizes the behavior of the three maps 
d, *, and d. 
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Because the Hodge star operator is invertible we can define a second 
differential operator S which takes A'' to A'^~^. Define SLO'^ := *~^d*Lo''. 
This operator is the formal adjoint of the differential operator d with respect 
to the volume form inner product (•, •)y*, i.e. 

(w^d7?'=-l)v.. = (<5a;^r?'=-l)v.-l. (2.3.1) 

We can see this by considering u)'' G A'' and T]''''^ G A'^^^. For 
w*̂  = ^ u^(J^ we have 

i 

, f c - l _ V - ^ ' ^ K l Tf , „ „ 1„^ ^ f c - 1 _ ^ „ f c - l ^ f c - l where u'^-'^ = J2 "Z^^'-iV • If ^e let T?*^-! = E^^e''"^'^*'''^ then dri''-^ ^ 

,,k-l A/^k-ls, 

E < < where < = E '' ^(^M'' • 

Putting this together with the definition of the volume forms we have 

i i 

= Y.uivU{<^':)A{o^i 

i 

i 3 

» i 
n j 

n 

= {6^0',^'-': yk~l . 

Composing the d and 5 operators yield discrete differential operators 
from the space of discrete fc-forms to itself. The Laplace-Beltrami operator 
L is the sum of these two compositions: L := d6 + 5d. The volume form 
inner product ensures that a discrete fc-form w*̂  satisfies LLU'' = 0 if and 
only if 6ui'^ = 0 and dcj'^ = 0. The kernel of L (contained in A'') is the 
space of discrete harmonic A;-forms and we denote it by H'^. 

We now have an appropriate discrete analog of the Hodge decom­
position theorem which is the differential forms analog to the Helmholtz 
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decomposition theorem for vector fields. The space of differential forms J^ 
with inner product V^ can be written as the direct sum of three different 
subspaces: 

This decomposition follows directly from (2.3.1) and Poincare's Lemma. 

3. Applications to differential equations. As an application of 
this structure of Delaunay-Voronoi meshes and discrete differential forms 
we consider the discretization of Poisson's equation, Au = / . 

In this first example we consider the dual Laplace-Beltrami operator L 
which acts on discrete dual forms. Just as above, the differential operator L 
takes the space of dual fc-forms to itself. It is the sum of the dual operator 
compositions db and M where 5 := ^d*"^. See Figure 3. 

The discrete differential equation is written 

where V'" = Z^"?cr° and / ° = X]/°cr°. Since -^^ is a dual 0-form and 

d : A° —» A~^{:= 0) the operator L is simply L = dS + Sd = dS. The 
discretization can be written 

d5i!° = d*d*-'^ip° 
= d*dilj° 

<A{al) < + < 
= d*('S^ula}) where Mi := y ^ - ^ . , ,, — ., ,, 

i 

= ^ C / ° . o where 7̂0 = ^ % ^ . 

Therefore, integrating over a dual 0-complex CT^, the equation / Lip^ = 

/ f° is just U°A{a°) = /°A(a9). In terms of the unknowns {u°} this i^^ 

equation can be written: 

Y,u\A{al) = f^A{a1) 
3 
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In M.'^ and M̂  this would reduce to the standard covolume Laplacian 
stencil, where A{crj,) is just the length of the edge connecting the two 
nodes cr? and cr? , A(a} ) is the area of the coface intersecting that edge, 

and finally A{af) is the volume of the covolume with the coface as part 
boundary. The values u°. are signed so that the sum w° + u°. may be a 
difference. 

As another example of the applications of these discrete differential 
forms, we have the means to discretize the vector Laplace-Beltrami opera­
tor, which in R^ reduces to graddiv<?!) — curlcurl^ = / . 

For a 1-form 4>^ = Y^ujaj and 1-form /^ = X^Z/cr̂ ^ we can discretize 
i i 

the equation Lcjp- = f^ as follows: 

L^i = dS(f>^ + 6d<j)^ 

= d*~'^ d'^ulaj + *~''-d*'^ufaf 

where u^ := Y.j=i ^ ( ^ 

= d*-'J2^af + *-'dJ2-^a^ 
i i 

where u° :=J2 
u] A(aj ) 

where ^ := Ej ^ ^ 

E^-^ + E^-^ 
where t / i - r ^ " ° , ^ K ) ^ ^ ^ k t ^ 

If we integrate these forms, Lcj)^ and p over each edge Gi then the i"^ 
equation is just {U} + W/)A(CT/) = flA{a}) where 

(7/ 
>1(^.0 ^K) ^ ( < ) 

and 

W i = 
AiSr}) E A(^E) 
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F I G . 4. In R^ the discrete covolume operators that approximate graddiv and curl curl. 

In M̂  the [// terms corresponds to the grad div cf) term of the Laplace-
Beltrami operator and we see that this expression, in terms of the covolume 
method, can be understood as the difference of two nodal values (at the 
endpoints of the edge aj) divided by the length of the edge thus yielding a 
gradient. The two nodes have associated covolumes and the value at each 
node is a sum over the faces of the covolume yielding a divergence. 

The Wl term in this context corresponds to the curl curl ^ term of 
the Laplace-Beltrami operator. Here a circulation around the coface aj is 
summed and each coedge af contributes a circulation of its own around 
the triangle which is dual to it. See Figure 4. 

4. Conclusions. We have presented a discrete calculus of differential 
forms and applied it to several partial differential equations of current in­
terest. It is of interest that our techniques apply on smooth manifolds in 
any finite number of dimensions. Interesting possibilities remain for future 
work, including applications to manifolds with indefinite inner products -
related to time discretization - and deriving new error estimates in the 
differential forms setting. 
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MIMETIC RECONSTRUCTION OF VECTORS 
J. BLAIR PEROT*, DRAGAN VIDOVICt, AND PIETER WESSBLINGtt 

Abstract . Compatible or mimetic numerical methods typically use vector compo­
nents as the primary unknowns in the discretization. It is frequently necessary or useful 
to be able to recover vectors from these spatially dispersed vector components. In this 
paper we discuss the relationship between a number of low order vector reconstruction 
methods and some preliminary results on higher order vector reconstruction. We then 
proceed to demonstrate how explicit reconstruction can be used to define discrete Hodge 
star interpolation operators, and how some reconstruction approaches can lead to local 
conservation statements for vector derived quantities such as momentum and kinetic 
energy. 

K e y words. Vector, reconstruction, interpolation, conservation. 

A M S ( M O S ) subject classifications. 65D05, 65N30, 65M60, 76M12, 76M10. 

1. Background. Many numerical methods for the solution of Partial 
Differential Equations use point values or cell averages as the primary dis­
crete unknowns. For scalar equations, such as the Poisson equation, the 
heat equation, or the scalar wave equation, this is a very appropriate start­
ing point. However, for vector equations, such as Maxwell's equations or 
the Navier-Stokes equations, there is considerable evidence now suggesting 
that advantageous numerical properties can be obtained, by using integral 
averages of vector components as the primary discrete unknowns. 

In Finite Elements these are often referred to as edge or face elements. 
They were originally discussed in 2D by Raviart and Thomas [1] and in 
3D by Nedelec [2]. In the Finite Volume or Finite Difference context, this 
type of approach is often referred to as a staggered mesh method. The 
staggered mesh approach was first proposed for Cartesian meshes by Har­
low and Welch [3] in 1965, and has since been generalized to unstructured 
and curvilinear meshes [4-7]. Face and edge elements are becoming in­
creasingly popular in electromagnetic wave propagation. These methods 
appear to be the only way to capture difficult physical effects such as reso­
nant frequencies (eigenmodes) [8]. Staggered mesh methods are attractive 
in incompressible fluid dynamics because they allow the exact satisfaction 
of the continuity constraint [9], and the satisfaction of a number of local 
conservation properties (conservation of kinetic energy being perhaps the 
most important) [10]. 

Having stated that vector components, not vectors themselves, should 
be the primary variables of interest when solving vector partial differential 
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F I G . 1. Representation of unknowns for low order face-based mimetic methods. 

equations, this paper will now proceed to discuss how vector quantities can 
be obtained in these schemes. In the case of the Navier-Stokes equations, 
the need for the velocity vector is obvious since the convective term re­
quires a velocity vector. On the surface, it is far less clear why this might 
be a useful procedure for Maxwell's (or Stokes') equations. These equa­
tions can, and probably should, be discretized entirely in terms of vector 
components that are edge or face averages. Nevertheless, even in these 
discretization schemes there is the necessity to interpolate edge averages to 
face averages and vice-versa. Vector reconstruction can (though certainly 
does not have to) be used to construct numerically attractive interpolation 
schemes. Vector interpolation is also useful for graphical output. 

We note that there is a more precise terminology emanating from 
Algebraic Topology for describing many of the concepts described in this 
paper. However, in order to keep the potential audience broad, and in 
order to discuss vectors (which fit less well in the formalism of differential 
forms), we will continue to use the more primitive vector calculus. 

2. Lowest order face-based reconstruction methods. The low­
est (first) order faced-based mimetic methods all use Uf = -^ J'v • ndA, 
the face-normal average vector component on element faces as the primary 
unknown (see Fig. 1). Throughout this paper the formulas and text refer 
to the three-dimensional case. This means that in two-dimensions 'cells' 
refers to 2D polygonal regions (often triangles in the figures), 'faces' are 
the boundaries of the cells and are actually ID objects (frequently referred 
to in other texts as edges), and 'edges' coincide with faces in 2D. 

The face-based FE method for simplices assumes a piecewise polyno­
mial for the vector field of the form v(x) = a -|- 6x where a is a constant 
vector and b a constant scalar in each element (or cell). For Cartesian grids, 
the polynomial is assumed to be v(x) = a+ Bx where B is a diagonal ma­
trix. Note that in both cases the normal component of the vector field is 
constant along each face of the element (or cell) and therefore also contin­
uous across the face. This means that at lowest order the integral average 
of the normal vector component over the face, Uf, can also be associated 
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reconstructed vector 

F I G . 2. Reconstruction of corner vector from face normal components assuming 
no variation in the component values along each cell/element face. 

with a pointwise value on that face (often the midpoint value of the normal 
component is cited as the primary unknown). Also note that when the 
vector field is divergence free (which is frequently true in both the fluid dy­
namic and electromagnetic contexts), then the lowest order reconstruction 
on simplices assumes that the vector field is piecewise constant. 

Least squares reconstruction of the vector field was proposed by Nico-
laides [4]. In that method one finds the constant vector field, Vceii that 
best satisfies all the face equations Vceii • n / = u/ for all the faces of a 
cell/element. For a divergence free field on a simplex, the result is the 
same as the FE reconstruction and Vceii = a-

Hyman and Shashkov [5] and Shashkov et al. [11] proposed reconstruc­
tion at the corners of each element using the immediately neighboring face 
unknowns (see Fig. 2). Because the low order FE approximation assumes 
the normal velocity is constant on faces, the corner velocities recovered by 
this method are identical to the low order FE reconstruction. To obtain 
the vector value at the cell center a simple average of the node velocities is 
suggested, v*"° — jrr^ X n̂odes ^" where NCN is the number of nodes in 
the cell or element. 

Since v" = v*"-|-fo(x" —x*") the simple average gives j^^^y Snodes '^" ^ 
^^ + ^NCN Snodes(^" " '^^)- If the Cell Center is defined to be the average 
of the cell corners the last term is zero, and we see that the simple average 
is the value at the cell center. For simplices and Cartesian meshes, the 
average of the cell corners equals the center of gravity (or centroid). Unlike 
the FE reconstruction, this approach is explicit and does not require a 
matrix inversion (which is as large as 6x6 for 3D Cartesian meshes). In 
addition, in contrast to the FE reconstruction this method can easily be 
generalized to arbitrary polygons, since no explicit piecewise polynomial 
form for the vector field is assumed. 

Finally, Perot and Nallapati [12] suggest a reconstruction formula de­
rived from Gauss' Divergence Theorem and the position vector, x. In 
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particular it is noted that the exact relation 

/ vdV + / x(V • v)dV =J2 f^y-ndA (2.1) 
faces 

applies in each element or cell. Making the same assumptions as the low 
order FE reconstruction (constant normal velocity along each face, con­
stant dilatation, and a linear velocity field), gives the discrete interpolation 
formula 

v?° = ^ E ±«M/(x^^-x?«) (2.2) 
cell faces 

where CG stands for the (cell or face) center of gravity (or centroid) and the 
± is to account for the fact that Uf should point out of the cell in question. 
The cell volume is Vc and the face areas are Af. This formula is directly 
equivalent to the low order FE reconstruction (since the assumptions are 
the same). However, like the method of Hyman and Shashkov it easily 
generalizes to arbitrary polygons. 

We can see that the method of Hyman and Shashkov is fully equivalent 
to the FE interpolation but returns the vector value at the average of the 
element corner positions (which is not equal to the centroid position on 
arbitrary polygons). The method of Perot is also always equivalent to the 
FE method but returns the centroid value for the vector no mater what the 
element shape. The method of Perot is also a simple average of the primary 
unknowns, Uf, whereas the method of Hyman and Shashkov requires the 
intermediate step of corner velocity reconstruction. However, the corner 
reconstruction approach may be easier to generalize to higher order. 

3. Higher order face-based reconstruction methods. For n"^ 
order faced-based methods on simplices, the FE interpolation is general­
ized to v(x) = a(x) + b{x)x, where a and b are n — 1 order polynomials. 
The normal velocity component on each face is also an n — 1 order poly­
nomial (and remains continuous across the face). For Cartesian meshes, 
the polynomial is assumed to be v(x) = a(x) + B(x)x where B is a diago­
nal matrix. As with all FE methods, the underlying interpolation changes 
for every possible element shape. The generalization to quads, hexahe-
dra, prisms, and pyramids is non-trivial but possible [13, 14], and the FE 
generalization to arbitrary polygons appears to be extremely difficult. 

At the next higher order, / vdV and J xv • ndA are primary unknowns 
(along with Uf) of face-based mimetic methods. This means there is now a 
total of ND unknowns per face and ND unknowns per cell/element, where 
ND is the number of dimensions. The terminology face element is now 
less appropriate (since there are also cell unknowns), but it is still used. 
Staggered mesh and finite volume methods typically obtain higher order 
by enlarging the interpolation stencil rather than increasing the number of 
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unknowns within a cell. Higher order staggered mesh methods for Carte­
sian meshes using a larger stencil have been proposed [15, 16]. However, 
larger than nearest neighbor stencils on arbitrary 3D polygonal meshes are 
difficult to formulate and program, very difficult to implement efficiently on 
parallel computers, and create complex issues at domain boundaries. The 
common FE practice of more unknowns per cell is not commonly practiced 
in FV methods but is perfectly possible and is the approach discussed 
herein. 

The exact integral relation (Eq. (2.1)) now provides the first order 
dilatation moments J xV • vdV immediately from the primary data. The 
zeroth order dilatation moment is also directly known / V-vdV = ^ UfAf. 
On a simplex the first order dilatation moments are enough to rapidly 
recover the centroid velocity vector. To see how, note that for a simplex 
the polynomial form is known and V - v = V-a - | - x -Vfo + bND where 
ND is the number of dimensions. Switching to index notion for clarity, this 
implies that f Xkfi^idV = (ND + 1)6,j J XkXidV. In addition we can use 
the polynomial form to write J VkdV = Vi/^'^ + b^i J x^XidV. So in the 
case of simplices the point value of the vector at the center of gravity is 
given by the expression v^*^ = p" / ^ ^ ^ ~ (ND+I)V I ^V • v d y or in terms 
of primary variables 

^.CG ND 

l^'^-WDTm^h^-'''^- ^'-'^ {ND +1)14 . , . . _ _ , . _ . 
faces 

This is entirely equivalent to the FE reconstruction, though explicit 
and simpler than inverting an 8x8 matrix (in 2D) or a 15x15 matrix (in 
3D). Note however, that this reconstruction expression for the centroid 
velocity vector does not appear to be general. It does not equal the FE 
reconstruction on Cartesian meshes. 

Elements of the method of Hyman and Shashkov (in particular the 
corner velocity reconstruction) can be extended to higher order in 2D and 
3D. Assuming linear variation of the normal vector component on a face, 
the primary variables Uf and / x v • ndA contain enough information to 
specify the face normal velocity at face corners and therefore the velocity 
vector at element corners. 

Note that the reconstruction of the element corner velocities is straight­
forward only if the element corners only have ND faces meeting at every 
corner. The top corner of a pyramid is an instance that violates this con­
dition. This type of corner is also degenerate for FE polynomial recon­
structions. It is anticipated that a unique corner solution still exists even 
though the problem appears to be over specified. 

Because the vector field is now piecewise quadratic, a simple aver­
age of the corner velocities is no longer sufficient to recover the centroid 
vector value. However, the cell value can be recovered from the corner 
velocities and the cell average value. For example, it can be shown that 
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F I G . 3. Edge-based primary unknowns in 2D and 3D, 

v^*^ = | p ^ J'^dV — 55 Snodes'^" ^̂  Satisfied on triangles, and on rectan­
gles, v^*^ = I IT / vc^^ ^ i i Snodes^" holds true. A general formula is 
not available at this time. 

4. Lowest order edge-based reconstruction methods. The low­
est (first) order edge-based mimetic methods use Ug — -^ Jv-dl, the edge-
tangential average vector component on element edges as the primary un­
known (see Fig. 3). The edge-based FE method for simplices then assumes 
a piecewise polynomial for the vector field of the form v(x) = a + b x x 
where a and b are constant vectors in each element. Whereas the low­
est order face-elements are vorticity free (except between elements), the 
lowest order edge-based elements are divergence free (except between ele­
ments). The tangential velocity is constant along each edge and is there­
fore continuous. The velocity tangential to an element face is given by 
v x n = a x n — ( x ' n)b -|- (b • n)x and varies linearly on the face in a 
fashion akin to a rotated face-based vector. The vorticity in the simplic-
tical FE reconstruction is given by V x v = h{ND — 1) where ND is the 
number of dimensions. 

Edge elements have more degrees of freedom than face elements. In FE 
the choice of which element is appropriate depends on the physical nature of 
the vector in question and its inherent continuity requirements and natural 
boundary conditions. Because FE are restricted to certain element shapes, 
the primary mesh must define the elements/cells. However, in methods 
that handle arbitrary polygons, there is an additional choice because it 
is also possible for cells/elements to be associated with the dual mesh. 
This means edges could also be associated with the lines connecting the 
tetrahedra cell centers. 

In the context of finite volume or finite difference methods there is far 
less published work on vector reconstruction of edge-based vectors. While 
it is not discussed in their papers the basic idea of Hyman & Shashkov of 
corner reconstruction is still valid. Again, some degeneracy may occur on 
cells that have more than three edges meeting at a corner (such as the top 
of a pyramid). And as before, the sum of the corner velocities equals the 
velocity at the cell center (defined to be the average of the corner positions). 
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On arbitrary polygonal meshes this is not equal to the cell center of gravity 
but is an equally well defined center. 

Zhang et al. [17] presents an analog of Eqs. (2.1) and (2.2) for edge 
based vectors. This is based on the application of Stokes' Curl Theorem. 
Note that for each face the Curl Theorem states that 

= Yl XnVkdlk-

jdA 

(4.1) 

edges 

Index notation is used for clarity and ê -fc is the standard permutation 
symbol. If we assume, consistent with the FE polynomials, that the vor-
ticity is constant in each cell and the velocity component along each edge 
is constant and the tangential velocity varies linearly then this gives the 
formula, 

-r^f= fvxndA= Y^ ±(x^° - x^°)weLe (4.2) 
edges 

where Lg is the length of each edge and ± indicates counterclockwise (right 
hand rule) integration around the edges of the face with respect to the face 
normal, n. In this way the tangential velocity at the center of gravity of 
each face can be recovered. In 2D the reconstruction is complete since a 
face corresponds to a the cell/element. In 3D we note that sometimes the 
tangential velocity on faces is sufficient and the cell velocity vector is not 
actually required. This is the case for the rotational form of the convective 
term (V x b) x v + V(^v • v) [11]. 

The face tangential velocity can be used to quickly recover the vorticity 
in the cell. Using the divergence theorem we note that, 

/ Sijki^kjdV =Y2 Sijki'k'rijdA. (4.3) 
faces 

Assuming the vorticity is constant in each cell we see that the sum of 
the face tangential velocities equals the cell vorticity. 

V X V = - — ^ y>< ndA. (4.4) 
faces 

Remember that for the lowest order face-based reconstructions the cell 
vorticity is always zero and vorticity is confined to thin sheets between the 
elements/cells. 

In 3D the cell velocity can be obtained from the relation. 

= ^ / Xm^ijki^knjdA. 
(4.5) 

faces ̂  
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Assuming constant vorticity, and linear velocity we obtain 

Simk^k^ =-YY1 / ^ m [ v ^ ° x n + ( b - n ) ( x - x ^ ° ) ] i d A (4.6) 
faces ̂  

Note that 0 = j{5ikXj + SjkXi)dV = J{xiXj)^kdV = Ylia.ces I^i^j''^kdA if 
we assume the position origin is at the cell center of gravity. Then the 
second term of (4.6) is seen to be zero and 

Simkiy^^ = -Y^Yl Af^Li^T >< n)i - f̂c E ^f^mrLnk (4.7) 
faces faces 

where r-'' = (x9*^ — x^*^) is the distance between the face and cell center 
of gravities and b = ^^^^ • These formulas were developed for simplicies 
but appear to generalize naturally to arbitrary polygons. 

5. Higher order edge-based reconstruction methods. For n^^ 
order edged-based methods on simplices, the FE interpolation is generalized 
to v(x) = a(x)+b(x) XX, where a and b are n —1 order polynomial vectors. 

The primary unknowns for the next order edge-based discretizations 
are 35̂  / v x ndA the average tangential velocity on faces, -^ Jxv • ndl 
the moment of the tangential velocity component, as well as lowest order 
unknown -^ Jv • ndl. Eqn. (4.1) now becomes an exact relation for the 
gradients or the face-normal vorticity (which are assumed constant) on each 
face, 

fx{n-Vxv)dA^ Y^ fxvdl- f v x ndA (5.1) 
•^ e d g e s -^ -^ 

and Eqn. (4.3) now becomes an exact expression for the average vorticity 
in the cell 

/ V X vdV = - ^ / v X ndA (5.2) 
faces 

or its value at the center of gravity (since it is now assumed to vary linearly). 
The corner reconstruction method still works for edge elements. The 

average tangential component and its first moment provide enough infor­
mation to reconstruct the corner velocities exactly. However, as with the 
face-based elements, a simple average of the corner velocities is no longer 
sufScient to recover the vector at any cell center pointwise location, and a 
general averaging formula for arbitrary polygons is not known at this time. 
Corner velocities are discontinuous at the cell nodes and do not provide a 
unique output for the velocity at nodes (often desired for graphical output). 
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6. Mass matrices and the discrete Hodge star operator. In 
mimetic methods, it is frequently necessary to convert a face-based set of 
unknowns to edge-based or vice versa. This occurs because when primary 
unknowns are face-based the evolution equations are posed on a dual mesh 
that is edge-based. While mimetic FE methods avoid the explicit definition 
of a dual mesh, it is still present and implicitly defined by the functional 
form of the weighting functions in the weak statement of the equations. 
See Mattiussi [18] for a detailed explanation. This process of converting 
one type of vector field to another is sometimes referred to as a discrete 
Hodge star operator. This operator is symmetric and positive definite for 
Galerkin FE and for many low order mimetic methods, but it is not clear 
that symmetry is absolutely necessary. One possible method for explicitly 
converting a face-based vector structure to an edge based one is to re­
construct the piecewise polynomials in each cell/element based on existing 
face-based data and then use high enough order numerical quadrature on 
the piecewise polynomials to compute the necessary edge-based integrals. 
This is what implicitly happens in the Galerkin FE methods. 

Consider the transpose of the low order Perot interpolation method 
for determining the cell centroid vector value (Eq. (2.2)). The transpose 
operation applied to those centroid values is X^^ce cells ±v'-'° • (x9'^ — x^*^). 
This is a first order accurate (like the reconstruction itself) integration 
along the median dual edge connecting two cell centroids. Note that the 
median dual edge consists of two line segments each joining the face centroid 
to the neighboring cell centroids. We can therefore write to first order 

fv-dl^R^^Rfv-ndA (6.1) 

where the line integral is along the median dual edge and the area integral 
over the corresponding face. The reconstruction operator is defined as 
Rvf = X ĉeii faces (•'̂ /'̂  ~ ^c'*^)^/- ^^ Uniform (or nearly uniform) meshes, 
errors cancel out during the integration and despite the first order nature 
of the reconstruction and integration, this approximation is found to be 
second order accurate. The discrete Hodge star operator that converts 
from face-based to edge based vectors is R-^p-R. 

Exact (rather than approximate) integration over a simplex median 
dual mesh and the low order piecewise approximation v = a -|- bx gives a 
slightly modified formula 

fv.dl= J2 ± v ^ ° - ( x ^ ° - x ? ° ) ± i ^ ( x ^ ° - x ? « ) ^ (6.2) 
face cells 

which is only symmetric on a uniform mesh, but which is probably always 
positive definite. 

The distributed two-step nature of the low order corner reconstruction 
approaches makes it difficult to evaluate the properties of their effective dis­
crete Hodge star operators. However, due to the demonstrated equivalence 
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of these methods with the reconstruction method of Perot, it can be demon­
strated that for simplices and Cartesian grids, these methods also produce 
symmetric positive definite discrete Hodge star operators. 

7. Conservation properties of the Navier-Stokes equations. 
The attractive conservation properties of Cartesian staggered mesh meth­
ods have been known for some time [19]. On Cartesian meshes the or­
thogonal structure of the mesh allows non-overlapping staggered control 
volumes to be defined in which conservation is relatively easy to demon­
strate. However, on general unstructured meshes demonstrating that local 
conservation properties (such as those obtained in standard Finite Volume 
methods) exist is extremely difficult. The problem lies in the fact that only 
velocity components and transport equations for velocity components exist 
so it is difficult to make conservation statements about vector quantities. 

Two conservation statements of particular interest are conservation 
of momentum and conservation of kinetic energy (in the incompressible 
limit). Conservation of vorticity or circulation (the curl of the momentum) 
is also possible and is discussed in Perot et al. in Refs. [7, 10, 17]. Finite 
Element methods frequently have a global conservation statement that can 
be associated with them, but one attraction of mimetic methods is their 
abihty to correctly represent physics at the local (cell) level as well. 

In the following sections we focus on the conservation properties of 
low order face-based discretization schemes of the Navier-Stokes equations. 
Integrating along the two Une segments connecting the cell centers and the 
face center (a dual mesh edge) gives a discrete equation for each dual edge. 

^ [ R ^ m e ] + R ^ a , = -Gpe (7.1) 

where nic = ^ Sfaces(^/*^ ~ ^'c'^)'^f-^f is the cell momentum, and SLC = 
y- 2f^^gg{uw/ —/i(Vu-|-uV)-n —A(V'u)n}/A/ is a standard finite volume 
flux representation of the advection-diffusion term in each cell. The term 
with the second coefficient of viscosity, A can also be directly absorbed into 
the pressure term instead of into a. The exact operator G is the difference 
between the pressure at the two end points of the line segment. 

On Dirichlet boundaries the normal velocity is fixed and this equation 
does not exist. On variable-boundaries (such as an outflow), the pressure 
on the boundary is fixed and only one segment of the dual mesh edge has 
non-zero length. 

8. Conservation of m o m e n t u m . In order to show conservation of 
momentum, we must be able to show that linear combinations of the ex­
isting discrete edge based equations can be constructed such that those 
combinations look like a local discrete vector conservation statement. 

Consider a single cell. We have update equations for the normal com­
ponent on each face of that cell. Let us associate each line segment of the 
dual edge equation with the cell in which it resides. Ultimately we will 
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multiply both line segments by the same scaling factor, so this splitting is 
really for accounting purposes only. If the cell face is also a domain bound­
ary the associated dual edge only has a single segment (associated with the 
interior cell). 

For a single cell, multiplying each segment equation by the face nor­
mal vector and face area and summing over the cell faces gives (assuming 
outward normals for convenience). 

^ n ^ J | m e + a e j • (x^^ _ x^^) = - ^ n,Af{pf-Vc). (8.1) 
faces faces 

A number of geometric identities allow this equation to be simplified. 
In particular, 

Y.nfAf = Q and I = i ^ ( x ^ ^ - xCG)„ /^ / . (8.2) 
faces faces 

These expressions (like many of the paper's formulas) are a result 
of Gauss' Divergence Theorem. They both start from the exact ex­
pression, JaijdV = Z f̂aces /^'":; '^^- ^^ «̂ î  constant and the faces 
are planar then 0 = £ f a c e s / " j ^ ^ = Sfaces"^/- ^̂  °'i = ^» ^^^^ 
fySijdV = Sfaces / ^«'^«'^^ ^^'^ ^^ ̂ ^^ faces are planar the second rela­
tion is derived. These expression simplify the previous momentum vector 
equation on each cell to, 

Vc f ^ m e + acj = - ^ rifAfPf. (8.3) 
faces 

Since the advection diffusion te rm is also represented as a sum of 
fluxes we see tha t this is a statement of local momentum conservation 
for the discrete momentum, nic. One key distinction with s tandard finite 
volume methods is tha t the conserved quanti ty is a derived, not a primary 
variable. Conservation of momentum places restrictions on the form of the 
advection-diffusion term but does not restrict how the discrete momentum 
rric must be defined. 

The derivation of momentum conservation is possible because the in­
tegration operator (the square root of the discrete Hodge star operator) 
R ^ , has an explicit geometric inverse. Global conservation is a result of 
the tradit ional telescoping property where internal fluxes cancel out. 

9. C o n s e r v a t i o n of k inet ic energy. Taking the dot product of the 
incompressible momentum equation with the velocity (and assuming con­
s tant viscosity for simphcity) gives the kinetic energy equation, 

d(^u^) „ / l n \ „ , , „ „ / l 2 
dt + V - (U-W^l = - V - ( u r t + V - J ^ V ( - « ' ) -!/Mi,jWij. (9.1) 
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This equation shows that in the incompressible limit kinetic energy is 
convected and diffused. It is also transported by pressure and removed by 
velocity gradients, but it is never created. In the inviscid, incompressible 
limit, kinetic energy is a conserved variable. In the viscous limit, we would 
like the total kinetic energy to decrease at the correct rate (and never 
increase). 

Numerical methods with numerical diffusion decrease kinetic energy 
more quickly than the physics would suggest (i/UijUij). Numerical diffu­
sion excessively smears solutions and can be detrimental in some situations, 
such as DNS and LES simulations of turbulence where energy dissipation 
is a critical physical process controlUng the turbulence. Kinetic energy 
conservation is a statement that numerical diffusion is not present in the 
method. It is also a statement of stability. 

To demonstrate kinetic energy conservation, each segment of the dual-
edge equation within a cell is multiplied by the area weighted normal ve­
locity component and summed over the cell faces to obtain 

^ UfAfiefyRAf^ +A = -Y, UfMPf -Pc)- (9.2) 
faces faces 

Focusing first on the time derivative term we see that this is an ap­
proximation for the cell average kinetic energy because 

„ , . , K ^ ^ K . , ^ . r . v . . ^ . . , % ) ! . ,0.3) 

If the system is fully discrete, this result still holds as long as we multiply 
each equation by the half-time velocity u^ ' = |(w^ -|- w "̂*"̂ ). Then, 

w7+^ + U'} ^ I M7+^ - < v"+i -f v" v"+i - V" 
.AfR'-RAf^-—^r=v, 

Vc ' At " 2 At ,Q^. 

,J(vr^)^-i(v^)^ 
At 

Due to incompressibility X f̂aces " / ^ / — 0 ^^e second part of the pres­
sure term is zero and the pressure term becomes a faced based conservative 

flux term, - Efaces'«/'^^^^^/P/-
The advection-diffusion term becomes, 

J2 « / + ' / ' A / R ^ a e = ae ^ u]+'/^AfR^ = a^ • vT^I^V,. (9.5) 
faces faces 

Expanding the advection-diffusion term gives, 

K v r i / 2 . a, = v r V 2 . ̂  {u«/ - KVu) . n } / ^ / . (9.6) 
faces 
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Considering the convective term first, 

v ^ V a . ^ u^^^^ = ^n+i/2 . ^ 1 (^^ + Ve.„)«M/. (9.7) 
faces faces 

Here we have assumed that the velocity vector in the advective flux calcu­
lation is the simple average of the neighboring two cell velocities. One cell 
is the cell in question and the other is the nearest neighbor. The velocity 
in the first term can come out of the summation leaving the incompress-
ibility condition (which is zero), so finally the advective term becomes 

Z^facesC^^"^ • '^c-n)uf-A.f. This is also a flux term. Note that the ki­
netic energy fluxing through the cell faces is quite specific. It is one half 
of the dot-product of the two neighboring cell velocities. To obtain cor­
rect symmetry conservation also requires that the advection velocity be the 
half-time velocity. This implies that true conservation (in unsteady flows) 
occurs only if the advection term is semi implicit. The normal flux can 
be time lagged. This is an example of the implicit midpoint rule which 
is known to be a symplectic integrator. Other symplectic time integra­
tion schemes may also be possible. There appears to be a close connection 
between mimetic discretization schemes and symplectic time integration 
which should be explored more fully. 

The diffusion term becomes 

^„+i/2 . ^ ^ ( v u ) . nAf = v r V 2 . J2 i^^Af. (9.8) 
faces faces 

Using a very simple approximation for the normal derivative gives, 

23faces ^^" • i'^c-n — '^cj-j^ which Can be expanded in two parts as 

ft^s ^ ^f 
taces .g gs 

faces 

this simplifies to a viscous diffusion of kinetic energy term and a negative 
definite dissipation term. 

faces / J 

faces 

(9.10) 

To see that this latter term is an approximation of the dissipation 
term consider the divergence theorem applied to J{xnVi^nt^i^m),mdy = 
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Sfaces / ^ni^i,ni^i,m'nmdA. Then assuHiing the velocity gradients are con­
stant in the volume gives 

'^i,ml^i,mVc = '^{Xf - Xc)n'^i,nI^i,mnmAf. (9-11) 
faces 

With the approximation (v/ — Vc) » ^{vc-n — Vc) this becomes the dissi­
pation in a cell, 

= E J ( ^ - " - ^ C ) - ^ ^ H = ^ ^ / . (9.12) 
faces /̂ 

The final statement of local energy conservation is 

l(,,n+l\2 _ l/',,n\2 

faces 

= - E -r^'^fPf + E -1^ (rci!^' • -^-")^/ (9-13) 
faces faces 

-E4^^"-" '^ ' -"^"^'^ ' ) - (^ -" -^"^I^-
faces 

For strict negative definite dissipation, the viscous diffusion term should 
use the half-time velocity (implicit midpoint rule) as well. Note that this 
equation is not solved in the numerical code. It is a rearrangement of the 
numerical equations that demonstrates that a discrete analog of kinetic 
energy conservation holds under certain fairly strict assumptions about 
the form of the advection and diffusion terms. 

Global kinetic energy conservation follows from the internal cancella­
tion of fluxes. The symmetry of the discrete Hodge star operator is useful 
for deriving kinetic energy conservation. However, a positive definite dis­
crete Hodge star would be sufficient to formulate a strictly positive kinetic 
energy. 

In order to test the kinetic energy conservation property a problem 
was chosen that has zero mass flux at the boundaries, but is inherently 
unsteady. The initial flow field of this problem involves a Rankine vortex 
located in the bottom left quadrant of a box. Although the problem is 
tested in a 3D domain (1.0m x 1.0m x 0.1m) and using an unstructured 
tetrahedral mesh, it is a two-dimensional flow since the motion only occurs 
in X-Y plane and only the Z component of the vorticity vector is nonzero. 
The domain is meshed with 7578 tetrahedra. The viscosity of the fluid 
is O.Olm-^/s and the maximum initial velocity magnitude is 0.16m/s. The 
initial tangential velocity reaches its maximum at radius R = 0.01m for an 
initial circulation Reynolds number of 1. 

In numerical tests of the vortex motion in the absence of viscosity, 
the total discrete kinetic energy remained constant to within six significant 
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FIG. 4. Kinetic energy conservation test, (a) Total kinetic energy vs. time, (b) 
Rate of change of kinetic energy versus time (solid line) and total physical dissipation 
versus time (circles). 

digits after 5000 time steps (0.05 Seconds). This is about as constant as 
can be expected given the tolerance prescribed for the iterative solver and 
is shown as the dotted line in Fig. 4(a). When viscosity is present (0.01 
m-^/s), the total discrete kinetic energy as a function of time is also shown 
in Fig. 4(a). The rate of change of the kinetic energy obtained by differen­
tiating this curve is compared with the calculated physical dissipation. A 
perfect match is shown in Fig. 4(b). This test indicates that the theoret­
ical analysis of this section is well founded and that there is no artificial 
dissipation in the method. 
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A CELL-CENTERED FINITE DIFFERENCE METHOD 
ON QUADRILATERALS 

MARY F. WHEELER* AND IVAN YOTOVt 

Abstract . We develop a cell-centered finite diff^erence method for elliptic problems 
on curvilinear quadrilateral grids. The method is based on the lowest order Brezzi-
Douglas-Marini (BDM) mixed finite element method. A quadrature rule gives a block-
diagonal mass matrix and allows for local fiux elimination. The method is motivated and 
closely related to the multipoint flux approximation (MPFA) method. An advantage of 
our method is that it has a variational formulation. As a result finite element techniques 
can be employed to analyze the algebraic system and the convergence properties. The 
method exhibits second order convergence of the scalar variable at the cell-centers and 
of the flux at the midpoints of the edges. It performs well on problems with rough grids 
and coefficients, which is illustrated by numerical experiments. 

K e y words. Mixed finite element, multipoint flux approximation, cell centered 
finite difference, tensor coefficient. 

A M S ( M O S ) subject classifications. 65N06, 65N12, 65N15, 65N30, 76S05. 

1. Introduction. Cell-centered finite difference (CCFD) methods ha­
ve been widely used in flow in porous media modeling, especially in the 
petroleum industry [5]. They combine local mass conservation and accu­
racy for discontinuous coefficients with relatively easy, compared to finite 
element methods, implementation and computational efficiency. CCFD 
methods, however, have certain accuracy limitations on irregular grids. 

A relationship between CCFD methods and mixed finite element 
(MFE) methods was established by Russell and Wheeler [17] for rectangular 
grids and diagonal tensor coefficients. They noted that a special quadrature 
rule diagonalizes the velocity mass matrix and the MFE method reduces to 
CCFD for the pressure. This relation was exploited by Weiser and Wheeler 
[21] to obtain optimal convergence and superconvergence for both pressure 
and velocity in CCFD methods on rectangular grids. These results were 
extended to full tensor coefficients and triangular and logically rectangular 
grids by Arbogast et al. in [4, 3] by introducing the expanded mixed finite 
element (EMFE) method (see also related results by Vassilevski et al. [19], 
Baranger et al. [6], and Micheletti et al. [15] for triangular grids and 
diagonal tensor coefficients). 
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The EMFE method is superconvergent for smooth grids and coeffi­
cients, but loses accuracy near discontinuities. Pressure Lagrange multi-
phers can be introduced along discontinuous interfaces to recover higher 
order convergence [3], which, however, leads to a hybrid cell-centered -
face-centered formulation. Two other closely related methods that handle 
accurately rough grids and coefScients are the control volume mixed finite 
element (CVMFE) method, see Cai et al. [9], and the mimetic finite dif­
ference (MFD) methods, see Hyman et al. [12]. Each of these, however, 
as in the case of MFE methods, leads to an algebraic saddle-point prob­
lem. The multipoint flux approximation (MPFA) method, see Aavatsmark 
et al. [2, 1] has been developed as a finite volume method and combines 
the advantages of the above mentioned methods, i.e., it is accurate for 
rough grids and coefficients and reduces to a cell-centered stencil for the 
pressures. However, due to its non-variational formulation, the theoretical 
understanding of its convergence properties is limited. Relationships be­
tween the above methods have been studied by Russell and Klausen in [13]. 

Our goal in this paper is to develop and analyze an accurate cell-
centered finite difference method for elliptic problems with full discontinu­
ous tensor coefficients on curved quadrilateral grids. We base our approach 
on a mixed finite element method that reduces to a cell-centered stencil for 
the pressures via a special quadrature rule and local velocity elimination. 
Motivated by the MPFA method [1] where sub-edge fluxes are introduced, 
we consider the lowest order Brezzi-Douglas-Marini BDMj mixed finite el­
ement method [7, 8]. The BDMi velocity space on quadrilaterals has two 
degrees of freedom per edge. A special quadrature rule is employed that 
for each corner couples only the four associated degrees of freedom. The 
CCFD method is obtained by inverting the block-diagonal velocity mass 
matrix. 

We develop the method for a second order elliptic problem that models 
single phase fiow in porous media. The problem can be written as a system 
of two first order equations 

u = -KVp in n, (1.1) 

V - u = / i n n , (1.2) 

p = g onVo, (1-3) 

u - n = 0 onTiv, (1.4) 

where the domain Q. C R^ has a boundary Sfi = YD U FJV, TD H FJV = 
0, measure(r£)) > 0, n is the outward unit normal on dO,, and K is & 
symmetric, uniformly positive definite tensor satisfying, for some 0 < feo < 
ki < oo, 

fco^^C < ^'^K{x)C < hf^ Vx € fi, V^ G R ^ (1.5) 

In the above equations p is the pressure, u is the Darcy velocity, and K 
represents the permeability divided by the viscosity. 
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REMARK 1.1. The choice of homogeneous Neumann boundary condi­
tions and the assumption measure(r£)) > 0 are made for the sake of sim-
pUcity of the presentation. Non-homogeneous and full Neumann boundary 
conditions can also be handled. 

We will use the following standard notation. For a subdomain G c R^, 
the L'^{G) inner product (or duality pairing) and norm are denoted (•, •)G 
and II • \\G, respectively, for scalar and vector valued functions. The norms 
of the Sobolev spaces W^{G), fc € R are denoted || • ||fc,oo,G- Let || • \\k^G 
be the norm of the Hilbert space H'^{G). We omit G in the subscript if 
G = fi. For a section of the domain or an element boundary S C R^ we 
write (•, •)s and || • jj^ for the L?{S) inner product (or duality pairing) and 
norm, respectively. We will also make use of the space 

H{dw-^) = {v e (L2(fi))2 : V • V G L 2 ( Q ) } 

equipped with the norm 

l|v||div = ( | | v f + | | V - v f ) V 2 . 

The weak formulation of (1.1)-(1.4) is: find u G V and p G W such 
that 

where 

( X - i u , v ) = ( p , V - v ) - ( 5 , v - n ) r o , 

( V - U , M ; ) = (/,ui), w&W, 

V = {v G iJ(div; Q) : V • n = 0 on TN), 

V G V , 

V = L''{Q). 

(1.6) 

(1.7) 

It is well known [8, 16] that (1.6)-(1.7) has a unique solution. 
The rest of the paper is organized as follows. The numerical method 

and its analysis are developed in Section 2 and Section 3, respectively. As 
part of the analysis we establish approximation properties for the BDMi 
velocity spaces on curved quadrilaterals. We prove that the method con­
verges with rate 0{h) in the L^-norm for the pressure and the velocity and 
with rate 0{h?) for the pressure at the cell centers. Numerical experiments 
confirming the theoretical results and comparisons with the EMFE method 
are presented in Section 4. 

2. The numerical method. 

2.1. Definition of the finite element partition. Let 7̂ , be a shape 
regular and quasiuniform [10] finite element partition of Q,, consisting of 
small curvilinear perturbations (to be made precise later) of convex quadri­
laterals. If an element has curved edges, we refer to it as curved quadri­
lateral. We assume that for each element E G Th there exists a bijection 
mapping FE : E ^ E where E is the reference unit square with vertices 
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i n s ,n3 ra 

^E 

F I G . 1. Bilinear mapping and orientation of normal vectors. 

fi ^ (0, 0)^, T2 = (1, 0)"^, fs = (1, 1)^ and u = (0, 1)"^. Denote by 
Ti = {xi, Vi)^, i = 1 , . . . ,4, the four corresponding vertices of element E 
as shown in Figure 1. The outward unit normal vectors to the edges of 
E and E are denoted by iij and Ui, i = 1 , . . . ,4, respectively. Let DFE 
be the Jacobi matrix and let JE be its Jacobian. We denote the inverse 
mapping by F^^, its Jacobi matrix by DF^^, and its Jacobian by Jp-i. 
We have that 

DF^\x) = iDFE)-\x), Jj,-.ix) 
JE{X) 

It is easy to check that 

Hi 
*Jni 

JE{DFET Hi, where J„. = JsUDF^y hi\R2 (2.1) 

and I • |R2 is the Euchdean vector norm in R'^. 
If £ is a quadrilateral, then FE is the bilinear mapping given by 

FE{T) = r i (1 - f )(1 - y) + r2 x{l - y) + ra fy + r4 (1 - x)y 

ri + r2ix + r4iy + (r2i - r34):Ey, 
(2.2) 

where ri, = r̂  — r,. In this case DFE and JE are linear functions of x and 

y: 

DFE = [(1 - y) r2i + y r34, (1 - x) r4i + x r32] 

= [r2i,r4i] + [(r2i - ra4)y, (r2i - ra4)x], 
(2.3) 

JE = 2|Ti| + 2(|T2| - \T,\)x + 2(|T4| - [Til (2.4) 

where \Ti\ is the area of the triangle formed by the two edges sharing r^. 
Note that JE > 0 for convex quadrilaterals. It is also easy to see that 
Jni = \^i\ on any edge ej. 
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If JE is a curved quadrilateral, we assume that it is an 0(/i^)-perturba-
tion of a quadrilateral, i.e., 

FE = FE + R{X, y), Wm^^^^E < C^ ' . J = 0 .1 ' 2, (2.5) 

where FE is a bilinear map. We call such elements /i^-quadrilaterals. 
Let a ~ 6 mean that there exist positive constants CQ and cj indepen­

dent of h such that coa < b < cia. For shape-regular and quasi-uniform 
quadrilateral grids, (2.3) and (2.4) imply that for all elements E 

\\DFE\L,E-h, \\JE\L,E-h\ and | |J^^-. |L,^ ~ / i ' ^ (2.6) 

Moreover, (2.6) also holds for any curved quadrilateral satisfying (2.5). 
For the remainder of the paper we will restrict our attention to curved 

quadrilateral elements that are 0(/i'^)-perturbations of parallelograms. We 
assume that 

| | r2 i - r34 | | <C/i2. (2.7) 

Following the terminology adopted in [11], we call such elements ^^-paralle­
lograms. 

REMARK 2.1. Note that the notion of /i•^-parallelograms from [11] is 
extended to elements with curved edges, i.e., elements that satisfy (2.5), 
where FE satisfies (2.7). 

Using (2.3), (2.5), and (2.7), a simple direct calculation shows that for 
/i^-parallelograms 

JE=a + b{x,y) + d{x,y), (2.8) 

where \a\ < Ch? is a constant, ]6(i,y)] < Ch^ is a bilinear function, and 
\d{x,y)\<Ch\ 

2.2. The BDMi spaces on curved quadrilaterals. Let V/j x Wh 
be the lowest order BDMi mixed finite element spaces [7, 8]. On the 
reference unit square these spaces are defined as 

Y{E) = Pi{Ef + r cml{x^y) + s curl(fy2) 

a-ix + Piy + 7i -f- rP -\- 2sxy \ 
ot2X + /32y + 72 - 2rfy - sy2 ) ' (2-9) 

W{E) = Po{E) = a, 

where a,ai,a2,/3i,/32,7i,72iS,r are real constants and Pk denotes the 
space of polynomials of degree < k. Note that V • V(.B) = W{£) and 
that for all v G V ( £ ) and for any edge e of E 

•v-hi GPi(e). 
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F I G . 2. Degrees of freedom and basis functions for the BDMi spaces. 

It is well known [7, 8] that the degrees of freedom for V(£^) can be 
chosen to be the values of v • n^ at any two points on each edge e. We 
choose these points to be the vertices of e, see Figure 2. This choice is 
motivated by the requirement of accuracy and certain orthogonahties for 
the quadrature rule introduced in the next section. 

The velocity space on any element E is defined via the Piola transfor­
mation 

V <-» V : V = -—DFE'^ O F^^ 
JE 

and the pressure space is defined via the standard change of variables 

w <-^ w : w = w o F^ . 

The BDMi spaces on Th are given by 

V;, = { v e V : V|B ^ V, V e V(E) VEGTH}, 

Wh = {w£W: W | B ^ W , W G W ( E ) \JE£Th]. 
(2.10) 

The Piola transformation preserves the normal components of the velocity 
vectors on the edges and satisfies [8] 

and {\ •ni,w)e, = {-v ••n.i,w)e,. (2.11) (y •\,W)E = (V-v,u))^ 

Moreover, (2.1) implies 

V • Hi = -^DFEV • -^JsiDFE^fhi = ^ v • hi. (2.12) 

Let II : {H^(E))^ —> V(£^) be the reference element projection operator 
satisfying 

VeiCdE, {{llq-q)-hi,pi)e.=0 Vpi G Pi(ei). (2.13) 

The divergence theorem and (2.13) imply that 

( V - ( n q - q ) , u ) ) ^ = = 0 yweW{E). (2.14) 
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Following [18, 20, 3], the operator 11 is defined locally on each element 

n q ^ n ^ , n ^ : = n q Vcie{H\E)f. (2.15) 

It is shown in [20] that in the case of quadrilaterals 11 is a well defined 
operator from V fl {H^{Q.))^ onto V/j satisfying 

( V - ( n q - q ) , u ; ) = 0 ^WGWH (2.16) 

and 

| |nq| |div<C| |q | | i . (2.17) 

Due to (2.11), property (2.16) extends trivially to the case of curved quadri­
laterals. The continuity bound (2.17) follows from the argument for prov­
ing the approximation properties of 11, which is given in Lemma A.l in the 
Appendix. 

Using an argument due to Fortin (see [8]) and properties (2.16)-(2.17), 
it can be shown that the BDMi spaces on curved quadrilaterals satisfy the 
inf-sup condition 

inf sup ^ - ^ > I 3 , (2.18) 

w^O VT^O 

where /? is a positive constant independent of h. 
The following auxiliary estimate will be used in the analysis of the 

method. 
LEMMA 2.1. IfEeTh and q G {L'^{E))'^, then 

ME ~ jjqlle. (2.19) 

Proof. The statement of the lemma follows immediately from the 
relations 

/ q • q d x = / ^DFECI • -^DFECI JE dx, 
JE JE JB JB 

/ q • q d x = f -j^DF^'q • - r ^ D F ^ ^ q J^- i dx, 
JE JE '^F~^ 'JF~^ '^ 

and bounds(2.6). D 
The BDMi mixed finite element method is based on approximating 

the variational formulation (1.6)-(1.7) in the discrete spaces V/i x Wh'. 
find u'}f"' € Vh and p^^"" G Wh such that 

{K-'ni^^,y) = ipi^"^,V-y)-{g,yn)ro, v G V^, (2.20) 

{V-u1f"',w) = {f,w), WGWH. (2.21) 
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It has been shown in [20] that on quadrilaterals the above method has a 
unique solution and that it is second order accurate for the velocity and 
first order accurate for the pressure in the L'^-norm. These results can 
be extended to /i^-quadrilaterals in light of the approximation results of 
Lemma A.l. The method handles well discontinuous coefficients due to 
the presence of K~^ in the mass matrix. However, the resulting algebraic 
system is a coupled velocity-pressure system and it can be quite large. 
Moreover, it is of a saddle-point problem type. Our goal is to design a 
quadrature rule that allows for local elimination of the velocities and results 
in a positive definite cell-centered pressure matrix. 

2.3. A quadrature rule. For q, v e V/i, define the global quadra­
ture rule 

( i ^ - l q , v ) Q = ^ ( / C - l q , v ) g , £ . 

Een 

The integration on any element E is performed by mapping to the reference 
element E. The quadrature rule is defined on E. Using the definition (2.10) 
of the finite element spaces we have 

/ K-^q • v d x = / K-^-^DFECI • -^DFE^ JE dx 
JE JE JE JB 

= f -^DF'^K-^DFEq-vdx= f /C-^q-vdx, 
JE -JE JE 

where 

/C = JEDFE^K{DF^Y. (2.22) 

It is easy to see that bounds (2.6) imply 

mL,E-\\K\UE and \\JC-'\\^^^^\\K-'\UE. (2.23) 

The quadrature rule on an element E is defined as 

{K-'CI,V)Q,E ^ (/C-iq,v)^,B = ^ ^ / C - i ( f O q ( f i ) •v(fO. (2.24) 
i = l 

Note that on £ this is the trapezoidal quadrature rule. 
The corner vector q(fi) is uniquely determined by its normal compo­

nents to the two edges that share that vertex. Recall that we chose the 
velocity degrees of freedom on any edge e to be the the normal components 
at the vertices of e. Therefore, there are two degrees of freedom associated 
with each corner fj and they uniquely determine the corner vector q(ri). 
More precisely, 

2 

q(ri) = ^ ( q - n i j ) ( r i ) n y . 
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where Uij, j = 1,2, are the outward unit normal vectors to the two edges 
intersecting at TJ, and (q • n,j)(fj) are the velocity degrees of freedom 
associated with this corner. Let us denote the basis functions associated 
with fj by Vjj, j = 1,2 (see Figure 2), i.e., 

(Vij • riij){ri) = 1, {vij • ni/c)(fi) = 0, k ^^ j , and 

{•Vij • nikjiri) = 0, I ^i,k = 1,2. 

Clearly the quadrature rule (2.24) only couples the two basis functions 
associated with a corner. For example, 

( ^ - ^ v n , v n ) 4 ^ = ^ ^ , ( / C - H n , v i 2 ) 4 ^ = ^ i ^ , (2.25) 

and 

{IC-Hn,yij)Q^E = 0 Vij ^11 ,12 . (2.26) 

REMARK 2.2. On quadrilaterals the quadrature rule can be defined 
directly on an element E. It is easy to see from (2.4) that 

1 4 

{K-\,V)Q,E = -Y1 \Ti\K-\v,)q{v.). v(rO. (2.27) 
i = l 

The above quadrature rule is closely related to an inner product used in 
the mimetic finite difference methods [12]. We note that it is simpler to 
evaluate the quadrature rule on the reference element E. 

Denote the element quadrature error by 

aE{K-\ V) = ( i f - iq , V)B - (K- iq , V)Q,E (2.28) 

and define the global quadrature error by a{K~^q,v)\E = crE{K~^q,v). 

2.4. The multipoint flux mixed flnite element method. We are 
now ready to define our method. We seek Uh G Vft and ph € Wh such that 

{K-W,v)Q = {ph,V-v)-{g,vn}ro, v G V^, (2.29) 

{V-nh,w) = {f,w), weWh. (2.30) 

REMARK 2.3. We call the method (2.29)-(2.30) a multipoint flux 
mixed finite element (MFMFE) method due to its relation to the MPFA 
method. 

To estabhsh solvability of (2.29)-(2.30) we need the following coerciv-
ity result. 

LEMMA 2.2. There exists a constant C independent of h such that 

( i ^ - i q , q ) Q > C | | q f V q e V ; , . (2.31) 
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Proof. Let q <-• q and q = X^j=i J2j=i Qij'^ij- We have 

{K-\,q)Q,E = l | iX^ /C-Hr i )q ( r i ) •q(rO 

^ i: E (̂̂ ') • ^(^i^ = i: E E ^̂ i' 
^ i = l '• i = l j = l 

where we used (2.23) and (1.5) in the inequality, and the location of the 
degrees of freedom at the vertices in the last equality. On the other hand, 
using (2.19), 

l|q||| < C{q,ci)E = ^ EE^^i'^'^'EE^'w'^" ^ <^EE€-
yi=i j=i fc=i1=1 J i=i j=i 

The assertion of the lemma follows from the above two estimates. Q 
REMARK 2.4. Lemma 2.2 implies that {K~^-,-)Q is a norm in V/j. 

Let us denote this norm by || • | |Q. It is easy to see that || • \\Q is equivalent 
to II • ||. Indeed, using (2.23), (1.5), the equivalence of norms on reference 
element E, and (2.19), we have that for all q G V/j 

(i^-lq,q)Q,S = {JC-'qA)Q,E < F H ^ I H ^ ^"^H's ' 

which, combined with (2.31), implies that 

co | |q | |< | |q | |Q<ci | |q | | (2.32) 

for some positive constants CQ and ci. 
LEMMA 2.3. The multipoint flux mixed finite element method (2.29)-

(2.30) has a unique solution. 
Proof. Since (2.29)-(2.30) is a square system, it is enough to show 

uniqueness. Letting / = 0 and 5 = 0 and taking v = u/, and w = ph, vre 
conclude that (K^^Uh, u/i)(5 = 0, and therefore u/j = 0, due to (2.31). Let 
6 be the solution to 

V • î VtA = -Ph 

4> = o 
KV(t) • n = 0 

in Q,, 

on YD, 

on Fiv. 

Taking v = liKV^ e Yh in (2.29) and using (2.16), we obtain 

0 = (p^, V • nKV<^) = {ph^V- KVcfy = \\ph\\\ 

implying p/i = 0. 
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FIG. 3. Four elements sharing a vertex. 

2.5. Reduction to a cell-centered finite difference method. 
The multipoint flux mixed finite element method presented above reduces 
to a cell-centered system for the pressures. Let us consider any interior ver­
tex r and suppose that it is shared by elements Ei,... ,£4, see Figure 3. 
We denote the edges that share the vertex by e i , . . . , 64, the velocity basis 
functions on these edges that are associated with the vertex by v i , . . . , V4, 
and the corresponding values of the normal components of u/i by u i , . . . , U4. 
Note that for clarity the normal velocities on Figure 3 are drawn at a dis­
tance from the vertex. 

Due to the locality of the basis functions interaction in the quadrature 
rule {K-'^-,-)Q in (2.25)-(2.26), taking, for example, v = Vi in (2.29) will 
only lead to coupling ui with U4 and M2- Therefore, the four equations 
obtained from taking v = Vi , . . . , V4 form a linear system for u i , . . . ,04. 
Note that the coefficients of this linear system are 

aij = {K-^Vi,Vj)Q, i , i = l , . . . , 4 . 

The local hnear system is symmetric and, due to (2.31), positive definite, 
and it is therefore invertible. Solving the 4 x 4 linear system allows to 
express the velocities Ui in terms of the cell-centered pressures pi, i — 
1 , . . . , 4. Substituting these expressions into the mass conservation equation 
(2.30) leads to a cell-centered stencil. The pressure in each element E is 
coupled with the pressures in the elements that share a vertex with E. On 
logically rectangular grids this is a 9-point stencil. 

We give the equation obtained by taking v = Vi in (2.29). On the left 
hand side we have 

iK-W,yi)Q = {K-'uh,yi)Q,E^ + {K-W,^I)Q,E,- (2.33) 
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The first t e rm on the right above gives 

= 4 (^r i !Ei" i^ ' i , i + >^i2,E,'^i^hi) (2.34) 

where we have used (2.12) for the last equahty. Here IC~^E^ denotes a 

component of K,"^ in Ei and all functions are evaluated at the vertex fa 

of E, the vertex corresponding to vertex r in the mapping FE^ • Similarly, 

{K-'^Uh,Vl)Q,Ei = ^(^n^B^-^niWl +^r2^£2-^n2W2)^«i- (2.35) 

For the right hand side of (2.29) we write 

(Ph, V • v i ) = {ph, V • VI)EI + {Ph, V • V I ) E 2 

= {Ph,yi • n s i ) e i +{Ph,yi •nE2)ei 

= {ph,^! •nEi)^! +{Ph,vi •nE2)ei (2-^^) 

= 2(^1 -P2)Jnx, 

where we have used the trapezoidal rule for the integrals on e i , which is 
exact since ph is constant and v i -n is linear. A combination of (2.33)-(2.36) 
gives the equation 

2 ( ( ^ l l , £ i + ^n,E2)-^riiUi + JC^2,Ei-^ni'U-4 + IC]^2,E2-^"-2'>J'2) = Pi ~ P2-

The other three equations of the local system for u i , . . . , U4 are obtained 
similarly. 

R E M A R K 2 .5 . The above construction is also valid for vertices on the 
boundary dO,. In the case of Dirichlet boundary conditions, a 3 x 3 system 
allows to express the velocities in terms of cell and boundary pressures. In 
the case of Neumann boundary conditions, the one unknown vertex velocity 
is expressed in terms of the two cell pressures and two boundary fluxes. 

3 . Error analys i s . We will make use of the L'^-orthogonal projection 
onto Wh- For any (j) € i ^ ( f i ) , let Qh(j) € Wh be its L^(Q) projection 
satisfying 

It is well known [10] tha t the L^-projection has the approximation property 

\\4>-Qh4>\\<C\\4>\\rh\ 0 < r < l . (3.1) 
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The convergence analysis of the method (2.29)-(2.30) is similar to the 
analysis in the case of straight edge quadrilaterals presented in [22]. The 
following estimates hold. 

THEOREM 3.1. If K'^ e W^'°°{E) for all elements E, then there 
exists a constant C independent of h such that 

| | u - u „ | | < C / i | | u | | i , (3.2) 

| | V - ( u - u „ ) | | < C / i | | V - u | | i , (3.3) 

||p-p/.||<CMI|u||i + |b||i). (3.4) 

Moreover, if the problem (1.1)-(1.4) has H'^-elliptic regularity, and if K £ 
W^''^{E) and K'^ e W'^''^{E) for all elements E, then 

\\QhV-Ph\\<ChW\M\\, + \\V-M\\^). (3.5) 

The proof of the theorem uses the following bounds on the quadrature 
error. 

LEMMA 3.1. If K~^ G H^^'°°(E) for all elements E, then there exists 
a constant C independent of h such that for all v S V^ 

| ( j ( i r -^nu,v) | < C/i||u||i||v||. (3.6) 

If K~^ e W^^'°°(£) for all elements E, then, for all v , q e V/^, 

\a{K-'c^,v)\<C -£ h''\H\,,E\M,,E. (3.7) 
EeTh 

The proof of the above lemma follows closely the argument presented 
in [22] for straight-edge quadrilaterals. The error on any element E is 
bounded through mapping to the reference element E, employing bounds 
on the trapezoidal quadrature error, and mapping back to E. We refer the 
reader to [22] for details. 

Proof of Theorem 3.1. Subtracting the numerical scheme (2.29)-(2.30) 
from the variational formulation (1.6)-(1.7) gives the error equations 

{K-\lln - u;,), V)Q = {QhP - Ph, V • v) + {K-\liM - u), v) 

-a{K-^Un,w), v G V,,, 

( V - ( n u - u , j ) , w ) = 0 , weWh. (3.9) 

First note that (A. 6) implies that on any element E we can choose w = 
JE^ • (nu —u/j) G Wfi in (3.9). Since JE is uniformly positive, this implies 
that 

V • (nu - Uh) = 0. (3.10) 

Bound (3.3) follows from (3.10) and (A.3). 
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To show (3.2), take v = IIu — u^ in (3.9) to obtain 

{K-\nu - uft),nu - uh)Q =iK-\iiu - u), nu - û ) 

Using (A.l), the first term on the right above is bounded by 

\{K-\Uu - u) ,nu - u^)| < C/i| |u| |i | |nu - Uhl (3.12) 

The second term on the right in (3.11) can be bounded using Lemma 3.1, 

\c7{K-^Uu,Uu - Uh)\ <C7/ i | |u | | i | |nu-u^ | | . (3.13) 

A combination of (3.11), (3.12), (3.13), (2.31), and (A.l) completes the 
proof of (3.2). 

Using the inf-sup condition (2.18) and (3.9), we obtain 

\\QhP-Ph\\ 

. 1 ( V - v , Q ; . p - p ^ ) 

^ V G V ; , llvlldiv 

_\_ (Jir-i(nu-u^),v)Q-(i<:-i(nu-u),v)+a(i<:-^nu,v) 

< ^ / ^ l l u l l i , 

where we have used the Cauchy-Schwarz inequality, (3.2), (A.l), and (3.6) 
in the last inequality. The proof of (3.4) is completed by an application of 
the triangle inequality and (3.1). 

The proof of (3.5) is based on a duality argument and employs the 
quadrature error bound (3.7); see [22] for details. D 

4. Numerical experiments. In this section we present several nu­
merical experiments that confirm the theoretical results of the previous 
section. In the first example we take K = 2 * I and solve a problem with 
Neumann boundary conditions and a known solution 

p{x, y) = COS(2'K{X + 1/2)) cos(27r(y + 1/2)). 

The domain has an irregular shape, see Figure 4. It is partitioned by 
curved quadrilaterals. Note that the numerical grid is smooth, except 
across the vertical line that cuts through the middle. Due to (2.22), the 
non-smoothness of the grid translates into a discontinuous computational 
permeability /C. We test the convergence of our method on a sequence of 
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F I G . 4. Computed pressure (color) and velocity (arrows) with the MFMFE method 
in Example 1. 

six meshes, from 8 x 8 to 256 x 256. The computed solution on the 32 x 32 
mesh is shown in Figure 4. The MFMFE method is compared to the EMFE 
method of [4, 3]. The two methods have comparable computational costs, 
as each one reduces to CCFD for the pressure. The discretization errors 
and asymptotic convergence rates are presented in Table 1. Here 11 |p — P/i 111 
denotes a discrete pressure L^-norm that involves only the function values 
at the cell-centers and |||u — u/i||| denotes a discrete velocity L^-norm that 
involves only the normal vector components at the midpoints of the edges. 
We note that for the MFMFE method the obtained convergence rates of 
0{h?) for |||p —Phlll and 0(/i) for ||u —u/i|| confirm the theoretical results. 
The 0{h?) accuracy for |||u — u/j||| indicates superconvergence for the nor­
mal velocities at the midpoints of the edges. At the same time, the EMFE 
method exhibits only 0{h) convergence for the pressure and 0{W'/'^) for 
the velocity. The slower convergence is due to reduced accuracy along the 
discontinuity, as it can be seen in Figure 5. 

In the second example we test our method on a sequence of meshes 
obtained by a uniform refinement of an initial rough quadrilateral mesh. 
It is easy to see that the resulting partitions consist of ^^-parallelograms. 
We take K = 2* I, Dirichlet boundary conditions, and a true solution 

p{x, y) = x^y + y^ + sin(2;) cos(y). 
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TABLE 1 

Discretization errors and convergence rates for Example 1. 

\/h 
8 
16 
32 
64 
128 
256 

Rate 

MFMFE method 

\\\P-Ph\\ 
0.17E0 
0.60E-1 
0.97E-2 
0.25E-2 
0.67E-3 
0.17E-3 

1.99 

l|u-Uft|| 
0.37E0 
0.21E0 
O.llEO 
0.58E-1 
0.29E-1 
0.15E-1 

0.99 

| | u - u , j | | | 
0.17E0 
0.46E-1 
0.12E-1 
0.29E-2 
0.72E-3 
0.18E-3 

2.00 

EMFE method 

||b-p,||| |||u-u,||| 
0.21E+1 0.37E0 
0.26E0 0.24E0 
0.74E-1 0.16E0 
0.31E-1 0.12E0 
0.14E-1 0.84E-1 
0.70E-2 0.60E-1 

1.04 0.48 

F I G . 5. Error in the pressure (color) and the velocity (arrows) the MFMFE method 
(left) and the EMFE method (right) in Example 1. The two graphs are scaled differently. 
On the left, maximum pressure error (red) is 0.02 and maximum vector length is 0.21. 
On the right, maximum pressure error is 0.13 and maximum vector length is 9.35. 

The initial 8 x 8 mesh is generated from a square mesh by randomly per­
turbing the location of each vertex within a disk centered at the vertex with 
a radius /i\/2/4. The computed solution on the first level of refinement is 
shown in Figure 6. The numerical errors and convergence rates are ob­
tained on a sequence of six mesh refinements and are reported in Table 2. 
As in the first example, the computationally obtained convergence rates 
for the MFMFE method confirm the theoretical results, while the EMFE 
method suffers a deterioration of accuracy along the non-smooth interfaces. 

REMARK 4 .1 . We recently learned of the concurrent and related work 
of Klausen and Winther [14]. They formulate the MPFA method from [1] 
as a mixed finite element method using an enhanced Raviart-Thomas space 
and obtain convergence results on quadrilateral grids. 
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F I G . 6. Computed solution on the first level of refinement in Example 2. 

TABLE 2 

Discretization errors and convergence rates for Example 2. 

MFMFEM EMFE method 

l//i Illp-Phlll l|u-u/»| U - U / i llb-p/»l \n-\ih\ 

16 
32 
64 
128 
256 

O.lOE-1 
0.27E-2 
0.70E-3 
0.18E-3 
0.45E-4 
O.llE-4 

0.85E-1 
0.55E-1 
0.30E-1 
0.16E-1 
0.81E-2 
0.41E-2 

0.24E-1 
0.87E-2 
0.27E-2 
0.73E-3 
0.19E-3 
0.50E-4 

0.19E-1 
0.88E-2 
0.45E-2 
0.23E-2 
0.12E-2 
0.59E-3 

0.17E0 
0.13E0 
0.96E-1 
0.69E-1 
0.50E-1 
0.35E-1 

Rate 1.99 0.98 1.95 0.99 0.49 

APPENDIX 

A. Approximation properties of 11. 
LEMMA A . l . If E is a quadrilateral, then 

| | q - n q | | £ < C | | q | | 2 , £ / i 2 . 

If E is an h?-quadrilateral, then 

|q-nq|U<C||q| |2,£;/i. 

If E is an K^-parallelogram, then 

| V - ( q - n q ) | | B < C | | V - q | | i , B / i . 

(A.1) 

(A.2) 

(A.3) 
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Proof. Bound (A.l) has been shown in [20]. The proof of (A.2) is a 
modification of the argument in [20]. Using Lemma 2.1, the definition of 
V(£'), and the Bramble-Hilbert lemma, 

||q - nqll^; < C||q - nq | | ^ < ^([^i]^,^;,^ + [q2h,E,i)^ (A.4) 

where [^iJs,^,^ = Wd'^Qi/dy'^h ^^'^ l^^h,E,x = \\^'^92/dx^\\^- Letting g = 
r2i — r34, it is easy to see from (2.3) that 

JEDF^' = A + 
g2X -gix 

-92y 9\y 
+ R, (A.5) 

where A is a constant matrix and ||i?|| • ^o E — Ch?, j = 0,1, 2. Using that 
q = JsDF^^q, where q(x) = qo FE{X), (A.4) and (A.5) imply 

||q - nql ls < C(/z([9i]2,e,^ + [q2]2,E,i) + h^Ci\\2,E)^ 

where we have also used (2.6). Bound (A.2) now follows from a change of 
variables back to E. 

To show (A.3) we first note that (2.11) and (V-v, w)^ — (V • V,WJE)E 

imply 

V - v = ( - ^ V - v ) o F ^ i ( x ) . (A.6) 

The above relation gives 

f (V • (q-nq))2 dx = / ^ ( V • (q-UcOfJE dx < Ch-'\V • q|2^^, (A.7) 

where we have used (2.6), (2.14), and the Bramble-Hilbert lemma for the 
inequality. On the other hand, 

<c(/i2|v:^l^_^ + /,3||v:^ll^)^ 

using (2.8) for the last inequality. Combining (A.7) - (A.8) and changing 
variables back to E implies (A.3). D 
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DEVELOPMENT A N D APPLICATION OF COMPATIBLE 
DISCRETIZATIONS OF MAXWELL'S EQUATIONS* 

DANIEL A. WHITEt , JOSEPH M. KONINGtt , AND ROBERT N. RIEBENt§ 

A b s t r a c t . We present the development and application of compatible finite element 
discretizations of electromagnetics problems derived from the time dependent, full wave 
Meixwell equations. We review the ii'(curZ)-conforming finite element method, using 
the concepts and notations of differential forms as a theoretical framework. We chose 
this approach because it can handle complex geometries, it is free of spurious modes, 
it is numerically stable without the need for filtering or artificial diffusion, it correctly 
models the discontinuity of fields across material boundaries, and it can be very high 
order. Higher-order H{curl) and H(div) conforming basis functions are not unique 
and we have designed an extensible C-|—|- framework that supports a variety of specific 
instantiations of these such as standard interpolatory bases, spectral bases, hierarchical 
bases, and semi-orthogonal bases. Virtually any electromagnetics problem that can 
be cast in the language of differential forms can be solved using our framework. For 
time dependent problems a method-of-lines scheme is used where the Galerkin method 
reduces the PDE to a semi-discrete system of ODE's, which are then integrated in time 
using finite difference methods. For time integration of wave equations we employ the 
unconditionally stable implicit Newmark-Beta method, as well as the high order energy 
conserving explicit Maxwell Symplectic method; for diffusion equations, we employ a 
generalized Crank-Nicholson method. We conclude with computational examples from 
resonant cavity problems, time-dependent wave propagation problems, and transient 
eddy current problems, all obtained using the authors massively parallel computational 
electromagnetics code EMSolve . 

K e y w o r d s . Computational electromagnetics, Maxwell's equations, vector finite 
elements, high order methods, H{curl) and H{div) - conforming methods, discrete dif­
ferential forms, spurious modes, numerical dispersion, wave propagation, transient eddy 
currents, electromagnetic diffusion. 

1. Introduction. The equations of electromagnetics can be simply 
and elegantly cast in the language of differential geometry, more precisely 
in terms of differential forms or p-forms [1-3]. In this geometrical setting, 
the fundamental conservation laws are not obscured by the details of co­
ordinate system dependent notation; and, the governing equations can be 
reformulated in a more compact and clear way using well known differen­
tial operators of the exterior algebra such as the exterior derivative, the 
wedge product, and the Hodge star operator, see [4] for an introduction to 
differential forms. In this context, a natural framework for the modeling 
of electromagnetics is provided. For example, the electric potentials can 

*This work was performed under the auspices of the U.S. Department of Energy by 
the University of California, Lawrence Livermore National Laboratory under contract 
No. W-7405-Eng-48. 

t Defense Sciences Engineering Division, Lawrence Livermore National Laboratory, 
Livermore, CA 94551 (white37ailnl .gov). 
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be represented by 0-forms; electric and magnetic fields by l-forms; electric 
and magnetic fluxes by 2-forms; and scalar charge density by 3-forms. 

In the context of Galerkin approximations, the choice of the finite el­
ement space plays a crucial role in the stability and convergence of the 
discretization. For instance, in numerical approximations of the magnetic 
and electric field intensities, H{curl) -conforming finite element spaces (or 
edge elements) are preferred over traditional nodal vector spaces since they 
eliminate spurious modes in eigenvalue computations and they prevent fic­
titious charge build-up in time-dependent computations. The lowest order 
H{curl) -conforming basis functions were developed by Whitney [5] before 
the advent of finite element programs. Arbitrary order versions were intro­
duced by Nedelec [6, 7] as a generalization of the mixed finite element spaces 
introduced by P.A. Raviart and J.M. Thomas in [8] for H{div) -conforming 
methods. For an extensive analysis of several H{div) -conforming methods 
see [9]. 

Recently, Hiptmair, motivated by the theory of exterior algebra of 
differential forms, presented a unified framework for the construction of 
conforming finite element spaces. Remarkably, both H{curl) and H{div) 
conforming finite element spaces and the definition of their degrees of free­
dom and interpolation operators can be derived within this framework, see 
[10] for more details. In simple terms the finite element basis functions 
satisfy discrete counterparts of the De Rham exact sequence and related 
commuting diagrams. The architecture of our EMSolve software closely 
mimics the structure of differential forms. In our software terminology, a 
discrete differential p-form is a finite element basis used to discretize a p-
form field. In EMSolve the global discrete exterior derivative and Hodge 
operators are sparse matrices, and the rules of differential forms define 
how these matrices can be combined to represent discretizations of PDE's. 
Given a physical law expressed in the language of differential forms, it is 
therefore quite straightforward to discretize the problem using EMSolve . 

One unique feature of EMSolve is the emphasis on high-order dis­
cretization which can reduce the mesh size, memory usage, and CPU time 
required to achieve a prescribed error tolerance. This is particularly true 
for electrically large problems. For these problems it is known that the 
Galerkin discretization error is larger than the best approximation error 
of the finite element space. This is sometimes referred to as the pol­
lution effect, and has been more precisely explained in [11, 12]. In the 
engineering community this is referred to as numerical dispersion, as the 
computed phase velocity differs from the physical phase velocity and phase 
error builds up linearly with respect to distance and time. For the popular 
lowest order edge elements, it is known that the numerical dispersion re­
lation is second order accurate [13-15]. Second order accuracy may seem 
adequate, but for an electrically large problem the phase error may be such 
that the global error is 100 percent even though the local truncation error 
is quite small. A detailed analysis of dispersion for higher-order H{curl) 
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finite elements on orthogonal Cartesian meshes is given in [16], with the 
result that the dispersion error is asymptotically 0(/i^'^) where k is the 
order of the basis functions. 

It should be noted that there are numerous numerical schemes for 
electromagnetics that are based in part on differential forms and related 
geometrical concepts, such as the cell method [17], finite integration theory 
[18, 19], and mimetic discretizations [20]. Even the most popular method 
for time-domain computational electromagnetics, Yee's FDTD method [21], 
has been reinterpreted from a geometric perspective by numerous authors 
[22, 23]. 

2. Numerical formulation. We begin with the generic boundary 
value problem stated in the language of differential forms from [24]. This 
problem statement is generic in that the degree of the forms are not speci­
fied. By specifying the degree p we have equations involving the divergence, 
gradient, or curl operators. We assume a 3-dimensional domain fi with 
piecewise smooth boundary dO, partitioned into To, Tjv, and TM- The 
problem statement is 

du = i-iya dj 

TDU = f on YD T^j 

TMJ = {-'i-)^*l3 TMU on TM-

Here u is a, (p— l)-form, cr is a p-form, j is a (3 — p)-form, and both ^ 
and $ are {3 — p + l)-forms, where 1 < p < 3. The variable $ is a source 
term. The symbols a, (3 and 7 denote generic material constitutive relations 
(e.g. electric permittivity or conductivity). In (2.1) the operator d is the 
exterior derivative which maps p-forms to {p + l)-forms. In the boundary 
conditions (2.2) and (2.4) the symbol T denotes the trace operator, where 
the trace of a p-form is an integral over a p — 1-dimensional manifold. 
In (2.3) and (2.4) the * symbol denotes the Hodge-star operator, which 
converts p-forms to (3—p)-forms and typically involves material constitutive 
properties. Equations (2.1) and (2.3) can be combined to yield the general 
second-order elliptic equation 

{-l)Pd-ka du =--k^ u + ^. (2.5) 

The wedge product of differential forms is used in the definition of 
bilinear forms. The wedge product of a p-form co and a (/-form ry is a 
(p -I- g)-form C 

u)PAri'' = C^P+''\ p + q<3. 

If p + q = 3 then UJP A 77' is an volumetric energy density like quantity and 
can be integrated over a volume to yield energy. If p -|- g = 2 then ui^ A rj'' 

- * - f - $ in Q 

g on Tjv 

•k^ u in Q 

(2.1) 

(2.2) 

(2.3) 

(2.4) 
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is a flux density like quantity and can be integrated over a surface to yield 
net flux. 

A Galerkin finite element solution of the generic second-order equation 
(2.5) will require bilinear forms. Using the exterior algebra, the bilinear 
forms required in the Galerkin finite element method can be easily formu­
lated from the general second-order equation (2.5) by taking the wedge 
product with a (p — l)-form v and integrating over the volume fi, 

/ {—l)^d-ka duAv = — / •kjUAv+ / ^Av. 
Ja JQ JO. 

Using the integration-by-parts formula 

/ duj Ar} + [-lY u)Adr]= LOAT] 
JQ Jn Jan 

yields the two key symmetric bilinear forms 

a{u,v) = / -ka {du) Adv, (2.6) 
Jn 

b{u,v) = ic^uAv. (2.7) 
Ja 

and the additional bilinear forms for source terms and boundary conditions 

c{u, $) = / u A $ 
JQ 

d{u, g) = / -kccduA g. 
JdQ 

Let HP = {ue L2{n) : Iwl^ < oo} and Hg = {u G H? : TD(W) = 0} 
be generic Hilbert spaces, where |||u|||p = f^u A-ku + J^du A-kdu. Then 
the Galerkin form of the generic second-order equation (2.5) can now be 
expressed as follows: 

Given the source function $ and the boundary condition g, find u G W 
such that 

TD{U) = g and a{u,v) = b{u,v) + c(u, $) -|- d{u,g), \/v £ Ti^. 

It is not necessary to combine the two Ist-order equations into a single 
2nd order equation. If it is desired to formulate the problem as a coupled 
pair of 1st order equations, as in a mixed method [8, 25, 26, 9], then an 
additional bilinear form is required, namely 

e{u,v) = I -ka {du) Av, (2.8) 
JQ 

with the requirement that u is a p-form and v is a (p+l) form. With the 
generic bilinear forms (2.6), (2.7), and (2.8), source terms, and boundary 
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conditions we can construct a wide variety of model equations that can be 
solved via the finite element method. 

We are primarily concerned with time dependent phenomena. The 
time derivative does not effect the degree of a form. For the generic wave 
equation we simply add time derivatives to (2.1) which yields 

du = {-ly^, dj = - ^ + $ in Q 
^ ' dt' •' dt 

(2.9) 

In the Tonti diagram below we show the time-dependent Maxwell's equa­
tions, where d denotes the spatial derivative, ^ denotes the time derivative 
and converging arrows denote summation. In these diagrams (p is the 0-
form scalar potential; the 1-forms A, E, and H are the magnetic vector 
potential, the electric field, and the magnetic field, respectively; the 2-forms 
B, D, and J are the magnetic flux density, the electric flux density, and the 
electric current density, respectively; and p is the 3-form scalar charge den­
sity. The left diagram encompasses Faraday's law dE— ^B = 0, Coulomb's 
law for the magnetic field dB — 0, and the fact that the electric field E 
can be written in terms of potentials as E = dcp — ^A. The right diagram 
encompasses Ampere's law dH — -g^D = J, Coulomb's law for the electric 
field dD = p, and the continuity equation dJ — ^p = 0. The two diagrams 
are connected by the constitutive relations D = -k^ E and B = *^ H. 

0-forms 

1-forms : A ^ ^ E 

2-forms : B 

V 
3-forms : 0 

H 

-'Si 0 D 21^ J 

1'̂  l"̂  

A wave equation can be derived by combining the two diagrams and 
solving for E, 

o2 o 

•^i*eE)=d*^-idE--J. (2.10) 
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This wave equation resembles the generic second order equation (2.5) with 
the addition of temporal derivatives. Clearly, if it is determined that one of 
the time derivatives is small and can be neglected, the result is an electro­
magnetic diffusion equation (parabolic PDE). Therefore the same bilinear 
forms (2.6)) and (2.7) are required for spatial discretization of either the 
elliptic, hyperbolic (wave equation) or parabolic (diffusion equation) prob­
lem. 

2.1. Local finite element operations. We follow the work of Cia-
rlet [27] and adhere to the definition of a finite element as a set of three 
distinct objects {T,,V,A) such that: 

• E is the polyhedral domain over which the element is defined 
• P is a finite dimensional polynomial space from which basis func­

tions are constructed 
• ^ is a set of linear functional {Degrees of Freedom) dual to V 

Let Hh be a discretization of the problem domain Q using tetrahedral, 
hexahedral, or prismatic elements. By using a local change of variables 
given by the iso-parametric mapping $(E) = S, we re-write the bilinear of 
(2.6) as follows 

a{u, v) = / -ka du A dv 
JQ 

= y j / -ka du A dv 

= Y^ l'{*c,°^)^*{duAdv) \D^\ 

= Yl f{i.cO^)^*{du)A^*{dv)\D^\. (2.11) 

Similarly, the bilinear form of (2.7) can be rewritten as 

b{u,v)= J2 /(*/3 0$)$*(w)A$*(t)) |D$ | . (2.12) 

Equations (2.11) and (2.12) show that all calculations for the various 
bilinear forms can be performed on a standard reference element S (i.e. 
the unit cube, tetrahedron, or prism). Results are then transformed to 
physical mesh elements (of arbitrary curvature) via a set of well defined 
transformation rules based on the properties of differential forms. These 
rules are summarized in Table 1. Given these transformations the bases 
need only be evaluated on the reference element and transformed accord­
ingly. In EMSolve the bilinear form requires that the reference element, 
the quadrature rule, and the p-form basis functions be specified just once. 
The basis functions are then sampled at the quadrature points on the ref­
erence element, and this information is cached for latter use. This gives 
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rise to a very computationally efficient algorithm for computing finite el­
ement approximations. For a given element topology and basis order, the 
basis functions only need to be computed once. Then, for every element of 
the same topology in the mesh, the results from the reference element can 
simply be mapped according to the transformation rules. This can signifi­
cantly reduce computational time for a typical finite element computation. 
In addition, integration over the reference element is much simpler and can 
often be done exactly using Gaussian quadrature of the appropriate order. 

When implementing a finite element space V in the context of differen­
tial forms, the explicit formulation of the space depends on the p-form and 
the topology of the reference element. The construction of the finite ele­
ment space V is not unique, we choose a construction that leads to a simple 
and efficient implementation. We use uniformly spaced interpolatory poly­
nomials similar to those described in [28] and [29] as a primitive basis on 
a reference element. The actual bases used in the finite element procedure 
are constructed on this reference element S rather than in the physical 
coordinate system and are written as a linear combination of the primitive 
basis. For example, non-uniform interpolatory functions, moment-based 
functions, orthogonal functions, etc. can all be expressed as a linear com­
bination of the primitive basis 

The construction of a p-form basis of order k is as follows. We begin 
by generating a primitive basis W = {wj}. We can then construct a 
new basis (non-uniform interpolation, hierarchical, etc.) in terms of the 
primitive bases by imposing a set of constraints of the form 

ai{wj) = 5ij, (2.13) 

where Ui E A are the known degrees of freedom of the new basis. The de­
grees of freedom are in general integral moments, but this is not necessary. 
What is necessary is that the degrees of freedom satisfy the following: 

• Unisolvence: {aj} is dual to the finite element space V ; i.e. there 
exists a set {wj} C V such that cti{wj) = 5ij. 

• Invariance: degrees of freedom remain unisolvent upon a change 
of variables; this implies they are not affected by the puUback 
operation; i.e. $*(Q;J) = aj . 

• Locality: the trace of a basis function on a sub-simplex is deter­
mined by degrees of freedom associated only with that sub-simplex. 

The procedure requires the formation of a linear system 

Vij = Oii{wj); Wj e W 

This system, which is similar to a Vandermonde matrix, is a linear mapping 
which expresses the new basis in terms of the primitive basis and will have 
a rank equal to the dimension of the primitive basis. The newly defined 
basis, which we will denote as W is given by: 

w' = v-'^w 
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In EMSolve , the construction and solution of the Vandermonde system is 
done once and only once on the reference element. For the evaluation of the 
basis functions on an actual (or global) element, they are first evaluated 
on the reference element then transformed according to the transformation 
rules of Table 1, where the "hat" symbol denotes objects defined with re­
spect to the reference element coordinate system. It is important to note 
that this process implies that the basis functions have units as shown in 
Table 2. In standard nodal-based finite element methods the basis func­
tions are dimensionless and the unknowns (the unknown coefficients of the 
basis function expansion of the field) are simply the value of a field at a 
point, but here the unknowns are integrals of the field. This seems to be a 
common theme of all compatible discretization schemes of Maxwell's equa­
tions whether they are based upon the finite element method given here, 
or mimetic finite volume [20] and finite difference [22] methods. 

TABLE 1 
Transformation rules $*. 

0-forms 
1-forms 
2-forms 

$*(u) 

u 

^*(du) 

TABLE 2 

Units of Electromagnetic Quantities, Basis Functions, and Degrees-of-Freedom. 

Form 

0-forms 
1-forms 
1-forms 
2-forms 
2-forms 
2-forms 
2-forras 
3-forms 
3-forms 

Basis Function 

1 
m"^ 
m~^ 
m~^ 
m~^ 
m~^ 
m~'^ 
m ^ 
m ^ 

Electromagnetic Quantity 

^ 
E 
H 
D 
B 
J 

ExH 
E-D 

P 

{Volts) 
(Volts/m) 
{Amps / m) 
{Coulombs/rn?) 
{Wehers/m^) 
{Amps/m?') 
{Watts/m^) 
{Joules/m^) 
{Coulomhs/m,^) 

DOF 

Volts 
Volts 
Amps 

Coulomhs 
Webers 
Amps 
Watts 
Joules 

Coulomhs 

We have a class hierarchy for each of the p-form bases, the partial 
hierarchy is shown in Figure 1. Concrete classes are presented in the lowest 
level of the tree. The other p-forms have a similar inheritance diagram. The 
complete class library is documented in [30-32]. Our Silvester-Lagrange 
(SL) bases are similar to the bases defined in [28] which use equidistant 
and shifted equidistant interpolation points. The difference between our 
SL bases and the bases proposed in [28] is that ours satisfy the properties 
in Table 1. The uniformly spaced interpolatory bases are suitable for low 
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pFormBase 

r 
OForm 

X 
IForm 

X 
2Form 

1 . 
3Fonn 

_r 
Hexahedral 

OForm 

Tetrahedral Prism 

Hexahedral 

Silvester-Lagrange 
X 

Spectral 
X 

Hierarchical 
X 

Semi-Orthogonal 

F I G . 1. p-Form basis function class hierarchy. Only part of the hierarchy is shown. 
The general idea is that the Application Program Interface is defined at the higher levels, 
and the unique details of each type of basis function are implemented at the lower levels. 
Users can easily add new basis functions to the class hierarchy, and the client program 
need not be modified at all.. 

order approximations, i.e., k = 1 to A. It is well known tha t this particular 
choice of interpolation points produce badly conditioned mass and stiffness 
matrices when high order approximations are used. For this reason we 
have implemented spectral classes t ha t use arbi t rary sets of interpolation 
points, typically Gauss-Lobatto or Tchebyschev points. A study of the 
conditioning of finite element matrices using various higher-order H{curl) 
discretizations is given in [33]. An additional class of semi-orthogonal basis 
functions was developed by the authors in order to increase the efficiency 
of the method. These basis functions are paired with a custom quadra ture 
rule to minimize the number of non-zeroes in the mass matrices. This 
is an extension of the s tandard mass-lumping procedure widely used in 
computat ional mechanics. For the special case of an orthogonal Cartesian 
mesh the mass matr ix is made diagonal, resulting in a t remendous increase 
in efficiency, particularly for higher-order bases applied to t ime dependent 
problems. For unstructured meshes the basis functions are not completely 
orthogonal but the number of non-zeros is decreased by a factor of 5 or 
more. While these inexact quadratures are often considered a "variational 
crime", in practice there is no loss of accuracy in the computed solution 
[34]. 



218 D. WHITE, J. KONING, AND R. RIEBEN 

2.2. Global finite element operations. The EMSolve framework 
computes sparse matrices which are global versions of the previously de­
scribed bilinear forms. The basic matrices are 

MP{a)ij = f aWf Wf dQ (2.14) 

SP{a)ij = I adWf • dWf dn (2.15) 
Ja 

BP^P+^\a)ij - / adW[ • Wf+'^ dn (2.16) 
Jn 

which we refer to as the "mass", "stiffness", and "derivative" matrices, re­
spectively. The "mass" matrices M are square symmetric positive definite, 
and the "stiffness" matrices S are square symmetric positive semi-definite. 
These two matrices map p-forms to p-forms. The "derivative" matrices D 
are rectangular and map p-forms to {p + l)-forms. It can be shown that 

QPCP+I) _ ]y[P+iKP(P+i) (2.17) 

SP = fi^p{p+-i-)\ ]VI(P+I)KP(P+I) (2.18) 

where K^^P^^^ is a "topological derivative" matrix. This matrix is the dis­
cretization of the exterior derivative operator d from differential geometry, 
dWP = l^(P+i). This matrix depends upon the mesh connectivity, but 
is independent of the nodal coordinates. It does not involve an integral 
over the element, and it does not involve any material properties. For the 
special case of first-order basis functions, the topological derivative matrix 
is a mesh incidence matrix consisting of O's, + l ' s , and —I's. While seem­
ingly abstract, the topological derivative matrix is enormously valuable in 
practice. Given a p-form quantity X with basis function expansion 

n 

X = J2x,Wr, (2.19) 

and a (p+ l)-form quantity Y with basis function expansion 

n 

the exterior derivative (gradient, curl, divergence for p = 0, p = 1, and 
p = 2, respectively) is given by 

y = KP(P+i)x. (2.21) 

It can be shown that 

j^i2j^oi ^ Q ^2.22) 



DEVELOPMENT AND APPLICATION OF MAXWELL'S EQUATIONS 219 

K 2 3 K 1 2 =, 0 (2.23) 

which are the discrete versions of the identities V x V F = 0 and V • V x F = 
0, respectively. These identities are satisfied in the discrete sense, to ma­
chine precision, for any mesh and any order basis function. This is a 
key feature (perhaps the definition of) a compatible discretization. It is 
these identities that ensure computed solutions of Maxwell's equations are 
solenoidal, whether in eigenmode computations or time-dependent compu­
tations. 

EMSolve contains some additional miscellaneous functionality. In 
some circumstances it is necessary to convert a p-form to a (3 — p)—form, 
i.e. a Hodge-star operation. A classic example is converting a "cell-center" 
quantity to a "nodal" quantity. In our finite element setting the Galerkin 
procedure prescribes rectangular matrices of the form 

p(3-p) [ Wf A WJ^-P^ dn (2.24) 
JQ. 

which produces optimal (in the least-square error sense) Hodge-star oper­
ators for arbitrary order basis functions. 

To summarize the overall numerical procedure employed in EMSolve 
, the first step is to identify the correct p-form for the physical quantities. 
This then dictates the particular basis function expansion of the physical 
quantity. A generic field variable X is then approximated over each element 
E e E/i by a basis function expansion of the form 

X^{r,t) = Y,<t)w\{r), w\&W^^ (2.25) 
i 

where aj(t) are the time-dependent p-form degrees of freedom, w^{r) are 
the spatially dependent p-form basis functions. The semi-discrete system is 
formed by applying the Galerkin procedure resulting in combinations of the 
mass matrices M, the stiffness matrices S, the derivative and topological 
derivative matrices D and K. The result is a systematic procedure for 
discretizing a wide variety of electromagnetics equations. 

3. Frequency domain resonant cavity examples. The EMSolve 
framework is well suited for simulations in the frequency domain. Here 
we focus on the resonant cavity problem, where the goal is to compute 
the electromagnetic fields within closed perfectly conducting cavities that 
may contain dielectric and/or magnetic materials. The starting point is 
the vector Helmholtz equation for the electric field 

d-k^-idE =^-u>'^-k^E (3.1) 

The electric field is chosen instead of the magnetic field because the perfect 
electrical conductor conductor boundary condition n x F = 0 is trivial to 
implement when using a 1-form basis function expansion for E. 
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Using the Galerkin procedure described in Section 2, the hnear system 
of equations for the discretized eigenvalue problem is 

Sli.e = -u;'Ml'e, (3.2) 

where e is the vector of 1-form degrees-of-freedom. The exact solution of 
(3.1) has irrotational eigenmodes corresponding to w = 0 and solenoidal 
eigenmodes corresponding to w 7̂  0, with all these modes being orthogonal. 
This 1-form based discretization preserves the Helmholtz decomposition 
exactly, with no additional constraints. The irrotational solutions of (3.2) 
satisfy 

<=. , — 'K'Oif 
"irrotational — -̂ »- ^ ) 

where f is an arbitrary discrete scalar potential, and the solenoidal solutions 
of (3.2) satisfy 

i.e. they are orthogonal to the gradients of the scalar potentials. Alter­
native finite element discretizations using vector nodal basis functions dis­
cretizations introduced spurious modes, i.e. modes that are not solenoidal. 
This was first analyzed by Bossavit [35] and Cendes [36], and was histori­
cally the primary impetus for using edge-based H{curl) -conforming basis 
functions in electromagnetics. 

Applying general purpose iterative eigenvalue solvers to the H{curl) 
discretized Helmholtz equation is often problematic due to the large null 
space of the system. The large degeneracy of zero-eigenvalues can cause 
iterative methods to fail to converge on the desired smallest non-zero eigen­
values. The authors have developed a method to shift the zero eigenvalues 
corresponding to the irrotational solutions of the Helmholtz equation arbi­
trarily to the middle of the spectrum [37]. The implicitly restarted Arnoldi 
method package (ARPACK) [38] is then used to solve for the smallest ex­
tremal eigenvalues which are now non-zero. 

3.1. Lowest resonant mode for the Trispal induction cell. The 
parallel version of the ARPACK code, PARPACK, was used to determine 
the lowest eigenvalue and eigenmode for the Trispal induction cell. This 
induction cell is a key component of a proposed proton linear accelerator 
[39] and is used as a metric for various Helmholtz equation solvers. The 
Trispal geometry was decomposed into a refined and optimized tetrahe-
dral mesh and a hexahedral mesh as shown in Figure 2. The tetrahedral 
mesh contained 61,566 zones and 76,838 edges while the hexahedral mesh 
contained 26,568 zones and 84,807 edges. Results for the computed lowest 
eigenvalue with k = 1 basis functions compared with the measured eigen­
value, frequency=1064.415 MHz, for each mesh are shown in Table 3. The 
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F I G . 2. T/ie optimized tetrahedral mesh and unoptim,ized hexahedral mesh for the 
Trispal geom,etry. The m,esh is of 1/8 of the geom,etry. 

results were not any better for a higher-order k = 2 discretization, indicat­
ing that the accuracy for this problem is limited by the discretization of 
the geometry. The goal for this type of resonant cavity problem is agree­
ment to measurement to within 0.01%, achieving this level of validation 
requires precise agreement of the CAD geometry and the test article. The 
z-component of the resulting eigenmode for the hexahedral mesh is shown 
in Figure 3. 

TABLE 3 

Trispal eigenvalues. 

Mesh 

Tetrahedral 
Hexahedral 

Calculated Frequency (MHz) 

1066.45 
1084.12 

Relative Error (%) 

0.19 
1.85 

4. Electromagnetic wave equations. Consider Maxwell's equa­
tions in a charge free region, written in the language of differential forms 

d-k^E 

dB 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

where the electric field £̂  is a 1-form, the magnetic flux density 5 is a 
2-form, J is an independent 2-form current source, and each of the mate­
rial property functions are represented by a specific Hodge function. For 
simplicity the required boundary conditions and initial conditions are not 
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F I G . 3. The computed Z component of the lowest electric field eigenm.ode for the 
Trispal geometry. 

shown here. By applying the exterior derivative operator to both (4.1) 
and (4.2), it is clear that the divergence constraints of (4.3) and (4.4) 
are constraints on the initial conditions of the fields. While this is not 
universally accepted, it is our opinion that a compatible discretization of 
Maxwell's equations will not require any penalty method or Lagrange multi­
plier method to satisfy the divergence constraints, they will be intrinsically 
satisfied by the discretization of equations (4.1) and (4.2). Of course the 
divergence constraints of (4.3) and (4.4) are satisfied according to a partic­
ular, but consistent, discrete metric. For the electric field the divergence is 
measured in the variational sense 

(4.5) 

for all test functions $ not on the boundary, since this measure allows for 
the jump discontinuity in E. For the magnetic flux density the divergence 
is computed directly. 

Using the procedures described in Section 2, the semi-discrete Ampere-
Faraday system of equations is 

Ml' | e ( i ) = {K'^f Mf hit) - Ml' e(i) - M," j(i) (4.6) 

| b ( 0 = -K'' e(i) 

where e{t) and h{t) are the vectors of unknown degrees-of-freedom. The 
divergence equations are discretized as 

( K ° i ) ^ M i i e = 0 

K''b = 0 
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and by the compatibility properties (2.22)-(2.23) these conditions will be 
satisfied automatically, to the tolerance used in the solution of the mass 
matrices. 

There are several methods for integrating (4.6) in t ime, the staggered 
2nd-order central difference or "leapfrog" method being quite popular. The 
leapfrog method is conditionally stable and energy conserving. The leapfrog 
method is an example of a class of methods known as symplectic methods, 
which were originally developed for Hamiltonian systems. A high order 
and energy conserving time-integration of (4.6) is given by a generalized 
symplectic upda te [40] 

= n̂ ^ 
\i=l 

(4.7) 

where m is the order of the symplectic integration method and the matrices 
Qi are of the form 

Qi 
-a. AtK 12 

A At ( M i i ) - i ( K i 2 ) ^ M 2 2 

. a , /3i At^K^^ ( M i i ) - i ( K i 2 ) ^ M 2 2 
(4.8) 

and At is the discrete time step. The specific integration coefficients a^ 
and /3i of (4.8) can be found in [41]. Note tha t the s tandard definition 
of a symplectic integrator requires tha t the length of the vectors e„ and 
b „ be the same, and they are not in our case, hence we use the term 
symplectic loosely. A straightforward but tedious calculation shows tha t 
for suitably small At the eigenvalues of the Qi lie on the unit circle, and 
the eigenvectors of Qi are linearly independent, hence the t ime integration 
method is neutrally stable. The stability condition is given by 

At < 
^p {ai A K12 ( M i i ) - i ( K i 2 ) T M 2 2 ) 

1 = 1, (4.9) 

where p denotes the spectral radius of the matrix, and in practice this is 
estimated by performing a few power-method iterations to estimate the 
largest eigenvalue. Stated another way, (4.9) requires t h a t the sampling 
frequency (determined by At) must be less t han half the highest resonant 
frequency of the spatial discretization. The stability condition of (4.9) 
is valid for all values of k, the order of the polynomial basis functions. 
However, as k is increased, the value of p (K^^ (Mj^)~^(K^2)^M^^) (and 
hence the highest resonant frequency of the spatial discretization) will grow, 
thus requiring a smaller time step Ai . For the special case of lossless 
materials and no energy entering/exiting the volume through the bounding 
surface the tota l electromagnetic energy should be constant. With this 
class of symplectic time integration the instantaneous energy stored in the 
electric and magnetic fields is 

e ^ M , " e + b^M22 h = S + 0{At''+^)sin{ujt), (4.10) 
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F I G . 4. Example of bent optical fiber mesh ('leftj and snapshot of the electrom.ag-
netic energy in the 30 degree bent fiber at time t = OAps. 

the energy oscillates about the constant value £. This is in contrast to 
non-symplectic methods such as Runge-Kutta, in which the energy is a 
monotonically decaying function. In [42] it is shown that the symplectic 
update method can be extended to include electric and magnetic conduc­
tivity, for example artificial Perfectly Matched Layers. 

4.1. Transmission in a bent optical fiber. There is great interest 
in analyzing the performance of bent optical fibers [43, 44]. A weak bend 
can be analyzed using efficient paraxial beam propagation methods, here we 
demonstrate an accurate full wave simulation of a fiber with an extreme 
bend. We visualize the propagation of an optical pulse along a 155^m 
section of a step index optical fiber. The core of the fiber has a radius of 
5fj,m and an index of refraction of 1.471 while the cladding has a radius 
of 40/nm and an index of refraction of 1.456. With these properties, the 
fiber is capable of propagating a A = 1.55/X7TT. optical wave. The ratio of 
problem domain size to wavelength is therefore Q/X = 100 making this an 
"electrically large" problem. The problem is excited with a space and time 
dependent Dirichlet boundary condition applied to the input cap of the 
fiber representing a TEOl polarized pulse. 

We perform the simulation using a straight fiber as reference and four 
bent fibers with different bend angles. Because the problem is electrically 
large, it will be subject to the cumulative errors of numerical dispersion. 
To mitigate this effect, we use high order polynomial basis functions of de­
gree fc = 2 in conjunction with a high order symplectic (energy conserving) 
integrator of order m = 3 which has been shown to excel at reducing the 
effects of numerical dispersion for electrically large time domain problems 
[40]. The computational mesh for each of the five simulations consists of 
147, 200 hexahedral elements with 4 transverse elements per wavelength, 
an example of which is shown in Figure 4. Using high order /c = 2 basis 
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FIG. 5. Normalized core energy as a function of time for five fiber simulations. 

functions on this mesh results in a semi-discrete hnear system (4.6) con­
sisting of 3,562,160 electric field unknowns and 3,547,072 magnetic flux 
density unknowns. This relatively large problem must therefore be solved 
in a parallel computational environment. In Figure 5 we plot the normal­
ized energy in the fiber core, computed by (4.10), as a function of time for 
each of the five fiber simulations. The energy is normalized to the total en­
ergy of the optical pulse. As expected, the total pulse energy is conserved. 
As the fiber is bent, the energy in the core is lost due to radiation in the 
cladding as the pulse traverses the bend. This effect becomes more drastic 
as the bend angle increases and as time increases. 

4.2. 3D photonic crystal waveguide. Here we simulate a 3D PBG 
waveguide with a complete photonic band-gap designed to operate in the 
RF regime. The PBG crystal is based on the "woodpile" structure as inves­
tigated by [45]. In particular, we utihze the unit cell originally proposed 
by [46] which consists of a series of aluminum rods (index of refraction 
= 3.1) arranged in an alternating, stacked configuration. The lattice con­
stant for this crystal is 1.123cm and the unit cell has dimensions of 1.123cm 
by 1.123cm by 1.272cm making it suitable for operation in the radio fre­
quency regime. We construct a 3D crystal by arranging the unit cell in a 9 
by 13 by 7 layer configuration as shown in Figure 6. Our goal is to exploit 
the complete photonic band gap of this crystal and create a "multi-bend" 
wave guide where we can make the radio signal traverse two separate 90 
degree bends in three dimensional space. Because of the 3D nature of the 
multi-bend, this type of simulation cannot be performed using standard 2D 
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F I G . 6. 3D PBG "woodpile" struc­
ture for RF signals. The portion of the 
mesh representing the air has been re­
moved for visual clarity. 

F I G . 7. Three dimensional iso-
surface plot of electric field magnitude for 
the 3D PBG simulation. 

codes which are extensively used in the study of PBG devices. In addition, 
trustworthy simulations of PBG waveguides require that phase velocities 
of propagating waves be computed as accurately as possible. A high order 
method is therefore highly desirable for an electrically large waveguide such 
as this. 

The computational mesh of Figure 6 consists of 419,328 hexahedral 
elements. We excite the problem with a time dependent Dirichlet bound­
ary condition applied at the x-z input plane with an operating frequency 
of llGHz. The rest of the mesh is terminated with a PEC boundary con­
dition. We use high order k = 2 basis functions to represent the electric 
and magnetic fields resulting in a linear system with approximately 10.5 
million unknowns. This large linear systems requires that the problem be 
distributed in parallel across 150 processors. We let the simulation run 
for a total of 6, 500 time steps. In Figure 7 we show a three dimensional 
iso-surface plot of the electric field magnitude in the wave guide at the end 
of the simulation. Note how the wave has made two complete 90 degree 
bends with a negligible loss due to radiation. 

4.3. Simulation of magnetic resonance imaging. When a mag­
netic field penetrates a conducting object, eddy currents are produced. 
These eddy currents modify the magnetic field resulting in a non-uniform 
magnetic field in the conductor. This fact is of significant relevance in 
the field of magnetic resonance imaging (MRI) where the characterization 
of field non-uniformities inside of a human head are of great research in­
terest. In a typical MRI experiment, a very large (1-8 Tesla) and static 
magnetic field (called the BO field) is used to align the magnetic moments 
of atomic nuclei inside of a human tissue sample. A secondary pulsed RF 
field (called the Bl field) is used to tip the magnetic moments when turned 
on. When turned off, the magnetic moments relax back to their original 
state, emitting radiation that is detected by an RF receiver. The Bl field 
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determines image intensity and imaging algorithms assume a spatially uni­
form 5 1 field; non-uniform 5 1 fields lead to artificial variation in image 
intensity. If the actual non-uniform magnetic field were known, it might 
be possible to correct for this in the image processing. 

Unlike the previous examples which involved propagation in a loss-less 
region, this application requires the introduction of a lossy term due to 
finite electrical conductivity. Also, the goal here is to reach a sinusoidal 
steady-state solution, and due to the fine mesh a very large number of time 
steps would be required if conditionally stable time integration method 
were used. We therefore employ an implicit time integration method. In 
particular, we use the implicit Newmark-Beta method given by 

( M 1 1 + f3At%\. + | M 1 I ) e„+i = (2M11 - (1 - 2f3)At'Sll.) e„ 

- (ml'+ pAt'Sll. - | M ^ I ) e„_i - dt'M'X. (4.11) 

Note that this is a fully discrete version of the second order electric field 
wave equation (2.10) with the addition of a lossy conductive term. 

In this example we use EMSolve to compute the eddy currents and 
non-uniform magnetic field inside a 10cm conducting, dielectric sphere im­
mersed in a spatially uniform and time varying 200 MHz Bl magnetic 
field. The external Bl field is created by a pair of Helmholtz coils, driven 
by a 200 MHz sinusoidal current source represented by the j ^ term in 
(4.11). A human head is modeled by a conducting dielectric sphere of 
conductivity a = 0.5S/m and dielectric constant 85eo as shown in Figure 
8. The fully discrete (4.11) is solved for a net physical time equal to 10 
periods of B l field oscillation, enough time for the induced eddy currents 
to reach a steady state. In Figure 9 we show the induced eddy currents 
and the resulting non-uniform magnetic field inside of the sphere. Note the 
appearance of the so called "central-brightening" effect in the magnetic 
field magnitude, a result in agreement with the theoretical calculations of 
[47, 48]. Results such as these can be used to calibrate MRI images to 
account for the non-uniformity of the Bl field. 

5. Electromagnetic diffusion equations. Solution of the Ampere-
Faraday system of equations (4.1)-(4.2) are electromagnetic waves that 
propagate at the speed of light in the medium. However in many appli­
cations the time scales are such that it is not desired to resolve the wave 
nature of the fields. In some problems the electric field satisfies 

4- < \*aE\ (5.1) 

and the *e-gfE term can be neglected without serious consequence. This is 
a definition of a good conductor, for example copper with e = 8.854 • 10~^^ 
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F I G . 8. Conducting dielectric sphere FlG. 9. Computed eddy currents 
representing a human head placed be- ('vertical planej and non-uniform mag-
tween two Helmholtz coils. netic field ('horizontal planej inside of 

conducting dielectric sphere. 

and a — 5.76 • lO'' is a good conductor for frequencies up to the MHz range. 
The electric field is not zero in a good conductor, rather the correct state­
ment is that in a good conductor the displacement current is negligible 
compared to the conduction current. To continue with the copper exam­
ple, a dimensional analysis indicates a characteristic field diffusion time 
of T = ajiLP' where L is the characteristic dimension of the block. Using 
H = 47r • 10""^ and L = Im, this diffusion time is several orders of magnitude 
longer than the time it takes the EM wave to traverse the conductor. By 
not resolving the EM wave, we do not have stability conditions or accu­
racy conditions that involve the speed of light. This is the motivation for 
ignoring the displacement current term. 

Neglecting the displacement current, Maxwell's equations become 

d{ic^-.iB)-*aE-J = 0 

^B = -dE 
dt 

d-ka E 

dB 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

Note that (5.4) is not independent from (5.2), it is a consequence of the 
identity ddij) = 0 (we assume the independent source satisfies dJ = 0 also.) 
Likewise, (5.5) is not completely independent of (5.3), as clearly we will 
have dB = 0 for all time if it is satisfied initially. While not necessary, 
we will employ potentials to solve this problem. Equation (5.5) implies 
that B = dA for some magnetic vector potential A. Replacing B with dA 
in (5.3) gives E = —-giA — dcf) where 4> is some scalar electric potential. 
At present </> is somewhat arbitrary, and 4> can be made to agree with the 
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standard electrostatic potential by enforcing the Coulomb gauge condition 
on A, resulting in 

d*aA = 0 (5.6) 

d-kad(f) = 0 (5.7) 

Combining these equations gives a diffusion equation for A, 

dA 
•ka-K- = d*n^i dA--kad<f)- J, (5.8) 

which along with the the constraints (5.6) and (5.7) and appropriate bound­
ary conditions provides a well-posed PDE. Note that as in the discretization 
of the full-wave Maxwell's equations in Section 4, the divergence constraint 
on the 1-form field, in this case (5.6), will be implicitly satisfied for all time 
if it is initially satisfied. The advantage of this formulation compared to 
an //-based method or an £'-based method is that the electrostatic poten­
tial cj) appears explicitly in the PDE, this is useful in solving engineering 
problems in which the voltage across a conductor is the known boundary 
condition. The disadvantage of the A-4i approach is of course the required 
elliptic solve for (5.7), but with the advent of scalable multi-grid solvers 
this is less of an issue than it used to be. 

Again using the definitions in Section 2, the semi-discrete equations 
are given by 

M i i | a = - S i i a - D ° i v + j i (5.9) 

S°°v = f° (5.10) 

where a is the vector of degrees-of-freedom of A, v is the vector of degrees-
of-freedom of (p, and j and f are the discrete volume and surface source 
terms, respectively. 

Given A, it is possible to compute the magnetic flux density B, the 
electric field E, and the electric current density J. Since A is a 1-form and 
S is a 2-form and S = V x yl we have 

b = Ki2a. (5.11) 

This is a purely topological operation, no integration or material proper­
ties are involved. The computation of E is also trivial, using e to denote 
the degrees-of-freedom for the electric field, the semi-discrete electric field 
equation is 

e=-4-a -K°V. (5.12) 
at 

If required, a 2-form electric current J can be computed from J = crE, 
this is an example of a Hodge-star operation and requires the inversion of 
a "mass" matrix. 
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For the numerical time integration, we apply a generalized Crank-
Nicholson method by averaging a first-order forward difference at time n 
with a first-order backward difference at time (n + 1). The averaging is 
performed with a weighting parameter a, where 0 < a < 1, such that 

{ 0 Explicit, 1st Order Accurate Forward Euler 
1/2 Implicit, 2nd Order Accurate Crank Nicholson 
1 Implicit, 1st Order Accurate Backward Euler. 

The fully discrete equations are given by 

S°°v„+„ = f° (5.13) 

(Mi l ^ aAtSll,) a„+i = ( M ^ ^ - (1 - a)AtSll,) a„ (5.14) 

b„+i = Ki2a„+i (5.15) 

en+a = -1/At (a„+i - a„) - K'^^v^+a (5.16) 

Mf_ij„+„ = H^^en+a (5.17) 

where it is assumed that the boundary conditions and current sources can 
be evaluated a,tt = n + a. Note that to maintain second order accuracy for 
all variables, the magnetic potential A and the magnetic flux B are known 
at whole times n, whereas the electric potential $ and the electric field 
E are known at intermediate times {n + a). For some problems, striving 
for accuracy by using a = 1/2 will lead to oscillations in the computed 
solution, and in such cases it is necessary to use standard Backward Euler 
(a = 1). 

5.1. Electromagnetic heating and forces in a simple rail gun 
model. In this example we use the vector potential formulation of the elec­
tromagnetic diffusion equations to compute the JxB forces and J• E joule 
heating in a simple rail-gun model. A rail-gun is a device used to launch 
projectiles using only electromagnetic energy and accurate characterization 
of the electromagnetic forces and heating is required for trustworthy mod­
eling. The rail gun model consists of two conducting rails and a sliding 
armature placed between them. Note that in this simple simulation, the 
motion of the armature is not taken into account, we are simply computing 
the transient eddy currents and magnetic fields for the case of a fixed ar­
mature. The motion of the armature will effect the fields when the velocity 
is comparable to the diffusion time. The rails and armature are placed in 
a cubic mesh representing the air. In reality, the conductivity of the air 
is essentially zero, however due to the nature of the FEM discretization, 
we cannot simply set this term to zero in the air region, so we make it 
significantly smaller (7 orders of magnitude) than the conductivity of the 
rails and armature. While not an elegant solution, this great disparity 
in conductivity is a good test of the proposed formulation. The problem 
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F I G . 10. Computed scalar potential ('left^ and steady state eddy currents and mag­
netic fields frightj in a simple rail gun model. 

is driven by applying a constant voltage difference across the rail inputs. 
At time t = 0, the scalar Poisson equation is solved via a fast multi-grid 
method to compute the static scalar potential everywhere in space. This in 
turn induces transient eddy currents and magnetic fields which gradually 
build over time to steady state value as shown in Figure 10. The fully dis­
crete vector potential equation (5.15) using a = 1/2 is solved at every time 
step using a diagonally scaled Pre-conditioned Conjugate Gradient (PCG) 
method with a relative residual error tolerance of 10~^* .̂ This linear solver 
required an average of 300 PCG iterations, in spite of the large contrast in 
conductivity values. PCG worked well for this relatively modest problem 
with 161,280 elements and ~ 500,000 unknowns, but for larger problems 
PCG is impractical; a scalable muitigrid solver tuned for the V x V x oper­
ator should be used [49, 50]. In Figure 11 we plot the computed vector force 
field and scalar Joule heat field for two different armature positions. Note 
that a net outward force is generated and the Joule heating is strongest 
at the corners of the armature contact position. Note also that as the 
armature is moved further along the rails, the net inductance and resis­
tance of the rail gun circuit increases, causing the induced force and heat 
to decrease. 

6. Conclusions. When the Galerkin finite element method is applied 
to electromagnetics problems using the standard nodal shape functions the 
results are quite disappointing, and fail to converge for even trivial prob­
lems. While adding penalty terms or Lagrange multipliers involving the 
divergence of the fields improves the situation, these methods cannot be 
considered a fundamental cure. The problem is not with the Galerkin pro­
cedure per se, but with the choice of finite element basis functions. Nu­
merous researchers have proposed various H{curl) -conforming and H{div) 
-conforming based finite element basis functions that result in provably sta-
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F I G . 11. Computed J X B force field and J • E joule heating for two different 
armature positions. 

ble discrete variational formulations of electromagnetics problems. Aspects 
of differential forms such as exact sequences have had a significant impact 
on the development of these basis functions. In addition, we believe that 
differential forms provide a unified way for organizing and implementing a 
sophisticated simulation code so that it can be used to solve a wide class 
of problems, in fact virtually any problem that can be expressed in the 
language of differential forms. This has been demonstrated in the context 
of electromagnetics with the EMSolve code. However not all PDE's can be 
simply cast in the language of differential forms. Developing compatible 
discretizations for multi-physics problems, that involve not just curl and 
divergence equations but also advection of materials and fields, is likely to 
be an important area of future research. 
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Pittsburgh 
Allen Robinson, Computational Physics R&D, Sandia National 
Laboratories 
Thomas F. Russell, Division of Mathematical Sciences, National 
Science Foundation 
Fadil Santosa, Minnesota Center for Industrial Mathematics, Uni­
versity of Minnesota 
Rolf Schuhmann, TEMF Laboratory, Darmstadt University of 
Technology 
Mikhail Shashkov, Theoretical Division, Los Alamos National Lab­
oratory 
Shagi-Di Shih, Department of Mathematics, University of Wyo­
ming 
Rajen Kumar Sinha, Department of Mathematics, Texas A&M 
University 
Stanly Steinberg, Department of Mathematics and Statistics, Uni­
versity of New Mexico 
Srdjan Stojanovic, Department of Mathematical Sciences, Univer­
sity of Cincinnati 



238 LIST OF WORKSHOP PARTICIPANTS 

• Eitan Tadmor, CSCAMM, University of Maryland 
• Fernando Lisboa Teixeira, Department of Electrical Engineering, 

Ohio State University 
• Jean-Marie Thomas, Laboratory of Applied Mathematics, Univer­

sity of Pau and the Countries of Adour 
• Kathryn A. Trapp, Department of Mathematics, University of 

Richmond 
• Jukka Tuomela, Department of Mathematics, University of Joen-

suu 
• Panayot Vassilevski, Center for Applied Scientific Computing, 

Lawrence Livermore National Laboratories 
• Jing Wang, University of Minnesota 
• Tim Warburton, Department of Mathematics and Statistics, Uni­

versity of New Mexico 
• Mary Fanett Wheeler, Institute for Computational Engineering 

and Sciences, University of Texas - Austin 
• Daniel A. White, Defense Sciences Engineering Division, Lawrence 

Livermore National Laboratories 
• Ragnar Winther, Centre of Mathematics for Applications, Univer­

sity of Oslo 
• Jinchao Xu, Department of Mathematics, Pennsylvania State Uni­

versity 
• Ivan Yotov, Department of Mathematics, University of Pittsburgh 
• Jun Zhao, University of Minnesota 



1999-2000 Reactive Flows and Transport Phenomena 
2000-2001 Mathematics in Multimedia 
2001-2002 Mathematics in the Geosciences 
2002-2003 Optimization 
2003-2004 Probability and Statistics in Complex Systems: Genomics, 

Networks, and Financial Engineering 
2004-2005 Mathematics of Materials and Macromolecules: Multiple Scales, 

Disorder, and Singularities 
2005-2006 Imaging 
2006-2007 Applications of Algebraic Geometry 
2007-2008 Mathematics of Molecular and Cellular Biology 

IMA SUMMER PROGRAMS 

1987 Robotics 
1988 Signal Processing 
1989 Robust Statistics and Diagnostics 
1990 Radar and Sonar (June 18-29) 

New Directions in Time Series Analysis (July 2-27) 
1991 Semiconductors 
1992 Environmental Studies: Mathematical, Computational, and 

Statistical Analysis 
1993 Modeling, Mesh Generation, and Adaptive Numerical Methods 

for Partial Differential Equations 
1994 Molecular Biology 
1995 Large Scale Optimizations with Applications to Inverse Problems, 

Optimal Control and Design, and Molecular and Structural 
Optimization 

1996 Emerging Apphcations of Number Theory (July 15-26) 
Theory of Random Sets (August 22-24) 

1997 Statistics in the Health Sciences 
1998 Coding and Cryptography (July 6-18) 

Mathematical Modeling in Industry (July 22-31) 
1999 Codes, Systems, and Graphical Models (August 2-13, 1999) 
2000 Mathematical Modeling in Industry: A Workshop for Graduate 

Students (July 19-28) 
2001 Geometric Methods in Inverse Problems and PDE Control 

(July 16-27) 
2002 Special Functions in the Digital Age (July 22-August 2) 
2003 Probability and Partial Differential Equations in Modern 

Applied Mathematics (July 21-August 1) 
2004 n-Categories: Foundations and Applications (June 7-18) 
2005 Wireless Communications (June 22-July 1) 
2006 Symmetries and Overdetermined Systems of Partial Differential 

Equations (July 17 - August 4) 



IMA "HOT TOPICS" WORKSHOPS 

Challenges and Opportunities in Genomics: Production, Storage, 
Mining and Use, April 24-27, 1999 
Decision Making Under Uncertainty: Energy and Environmental 
Models, July 20-24, 1999 
Analysis and Modeling of Optical Devices, September 9-10, 1999 
Decision Making under Uncertainty: Assessment of the Reliability 
of Mathematical Models, September 16-17, 1999 
Scahng Phenomena in Communication Networks, October 22-24, 
1999 
Text Mining, April 17-18, 2000 
Mathematical Challenges in Global Positioning Systems (GPS), 
August 16-18, 2000 
Modeling and Analysis of Noise in Integrated Circuits and Systems, 
August 29-30, 2000 
Mathematics of the Internet: E-Auction and Markets, December 
3-5, 2000 
Analysis and Modeling of Industrial Jetting Processes, January 
10-13, 2001 
Special Workshop: Mathematical Opportunities in Large-Scale Net­
work Dynamics, August 6-7, 2001 
Wireless Networks, August 8-10 2001 
Numerical Relativity, June 24-29, 2002 
Operational Modeling and Biodefense: Problems, Techniques, and 
Opportunities, September 28, 2002 
Data-driven Control and Optimization, December 4-6, 2002 
Agent Based Modeling and Simulation, November 3-6, 2003 
Enhancing the Search of Mathematics, April 26-27, 2004 
Compatible Spatial Discretizations for Partial Differential Equa­
tions, May 11-15, 2004 
Adaptive Sensing and Multimode Data Inversion, June 27-30, 2004 
Mixed Integer Programming, July 25-29, 2005 
New Directions in Probability Theory, August 5-6, 2005 



SPRINGER LECTURE NOTES FROM THE IMA: 

The Mathematics and Physics of Disordered Media 
Editors: Barry Hughes and Barry Ninham 
(Lecture Notes in Math., Volume 1035, 1983) 

Orienting' Polymers 
Editor: J.L. Ericksen 
(Lecture Notes in Math., Volume 1063, 1984) 

JVew Perspectives in Thermodynamics 
Editor: James Serrin 
(Springer-Verlag, 1986) 

Models of Economic Dynamics 
Editor: Hugo Sonnenschein 
(Lecture Notes in Econ., Volume 264, 1986) 



The IMA Volumes in Mathematics and its Applications 

Current Volumes: 

1 Homogenization and Effective Moduli of Materials and Media 
J. Ericksen, D. Kinderlehrer, R. Kohn, and J.-L. Lions (eds.) 

2 Oscillation Theory, Computation, and Methods of Compensated 
Compactness C. Dafermos, J. Ericksen, D. Kinderlehrer, 

and M. Slemrod (eds.) 
3 Metastability and Incompletely Posed Problems 

S. Antman, J. Ericksen, D. Kinderlehrer, and I. Muller (eds.) 
4 Dynamical Problems in Continuum Physics 

J. Bona, C. Dafermos, J. Ericksen, and D. Kinderlehrer (eds.) 
5 Theory and Applications of Liquid Crystals 

J. Ericksen and D. Kinderlehrer (eds.) 
6 Amorphous Polymers and Non-Newtonian Fluids 

C. Dafermos, J. Ericksen, and D. Kinderlehrer (eds.) 
7 Random Media G. Papanicolaou (ed.) 
8 Percolation Theory and Ergodic Theory of Infinite Particle 

Systems H. Kesten (ed.) 
9 Hydrodynamic Behavior and Interacting Particle Systems 

G. Papanicolaou (ed.) 
10 Stochastic Differential Systems, Stochastic Control Theory, 

and Applications W. Fleming and P.-L. Lions (eds.) 
11 Numerical Simulation in Oil Recovery MP. Wheeler (ed.) 
12 Computational Fluid Dynamics and Reacting Gas Flows 

B. Engquist, M. Luskin, and A. Majda (eds.) 
13 Numerical Algorithms for Parallel Computer Architectures 

M.H. Schultz (ed.) 
14 Mathematical Aspects of Scientific Software J.R. Rice (ed.) 
15 Mathematical Frontiers in Computational Chemical Physics 

D. Truhlar (ed.) 
16 Mathematics in Industrial Problems A. Friedman 
17 Applications of Combinatorics and Graph Theory to the Biological 

and Social Sciences F. Roberts (ed.) 
18 ^-Series and Partitions D. Stanton (ed.) 
19 Invariant Theory and Tableaux D. Stanton (ed.) 
20 Coding Theory and Design Theory Part I: Coding Theory 

D. Ray-Chaudhuri (ed.) 
21 Coding Theory and Design Theory Part II: Design Theory 

D. Ray-Chaudhuri (ed.) 
22 Signal Processing Part I: Signal Processing Theory 

L. Auslander, F.A. Grunbaum, J.W. Helton, T. Kailath, 
P. Khargonekar, and S. Mitter (eds.) 

23 Signal Processing Part II: Control Theory and Applications 
of Signal Processing L. Auslander, F.A. Griinbaum, J.W. Helton, 

T. Kailath, P. Khargonekar, and S. Mitter (eds.) 



24 Mathematics in Industrial Problems, Part 2 A. Friedman 
25 Solitons in Physics, Mathematics, and Nonlinear Optics 

P.J. Olver and D.H. Sattinger (eds.) 
26 Two Phase Flows and Waves 

D.D. Joseph and D.G. Schaeffer (eds.) 
27 Nonlinear Evolution Equations that Change Type 

B.L. Keyfitz and M. Shearer (eds.) 
28 Computer Aided Proofs in Analysis 

K. Meyer and D. Schmidt (eds.) 
29 Multidimensional Hyperbolic Problems and Computations 

A. Majda and J. GHmm (eds.) 
30 Microlocal Analysis and Nonlinear Waves 

M. Beals, R. Melrose, and J. Rauch (eds.) 
31 Mathematics in Industrial Problems, Part 3 A. Friedman 
32 Radar and Sonar, Part I 

R. Blahut, W. Miller, Jr., and C. Wilcox 
33 Directions in Robust Statistics and Diagnostics: Part I 

W.A. Stahel and S. Weisberg (eds.) 
34 Directions in Robust Statistics and Diagnostics: Part II 

W.A. Stahel and S. Weisberg (eds.) 
35 Dynamical Issues in Combustion Theory 

P. Fife, A. LiMn, and F.A. Williams (eds.) 
36 Computing and Graphics in Statistics 

A. Buja and P. Tukey (eds.) 
37 Patterns and Dynamics in Reactive Media 

H. Swinney, G. Aris, and D. Aronson (eds.) 
38 Mathematics in Industrial Problems, Part 4 A. Friedman 
39 Radar and Sonar, Part II 

F.A. Griinbaum, M. Bernfeld, and R.E. Blahut (eds.) 
40 Nonlinear Phenomena in Atmospheric and Oceanic Sciences 

G.F. Camevale and R.T. Pierrehumbert (eds.) 
41 Chaotic Processes in the Geological Sciences D.A. Yuen (ed.) 
42 Partial Differential Equations with Minimal Smoothness 

and Applications B. Dahlberg, E. Fabes, R. Fefferman, D. Jerison, 
C. Kenig, and J. Pipher (eds.) 

43 On the Evolution of Phase Boundaries 
M.E. Gurtin and G.B. McFadden 

44 Twist Mappings and Their Applications 
R. McGehee and K.R. Meyer (eds.) 

45 New Directions in Time Series Analysis, Part I 
D. Brillinger, P. Gaines, J. Geweke, E. Parzen, M. Rosenblatt, 
and M.S. Taqqu (eds.) 

46 New Directions in Time Series Analysis, Part II 
D. Brillinger, P. Gaines, J. Geweke, E. Parzen, M. Rosenblatt, 
and M.S. Taqqu (eds.) 

47 Degenerate Diffusions 
W.-M. Ni, L.A. Peletier, and J.-L. Vazquez (eds.) 

48 Linear Algebra, Markov Chains, and Queueing Models 
CD. Meyer and R.J. Plemmons (eds.) 



49 Mathematics in Industrial Problems, Part 5 A. Friedman 
50 Combinatorial and Graph-Theoretic Problems in Linear Algebra 

R.A. Brualdi, S. Friedland, and V. Klee (eds.) 
31 Statistical Thermodynamics and Differential Geometry 

of Microstructured Materials 
H.T. Davis and J.C.C. Nitsctie (eds.) 

32 Shock Induced Transitions and Phase Structures in General 
Media J.E. Dunn, R. Fosdick, and M. Slemrod (eds.) 

53 Variational and Free Boundary Problems 
A. Friedman and J. Spruck (eds.) 

54 Microstructure and Phase Transitions 
D. Kinderlehrer, R. James, M. Luskin, and J.L. Ericksen (eds.) 

53 Turbulence in Fluid Flows: A Dynamical Systems Approach 
G.R. Sell, C. Foias, and R. Temam (eds.) 

56 Graph Theory and Sparse Matrix Computation 
A. George, J.R. Gilbert, and J.W.H. Liu (eds.) 

57 Mathematics in Industrial Problems, Part 6 A. Friedman 
58 Semiconductors, Part I 

W.M. Coughran, Jr., J. Cole, P. Lloyd, and J. White (eds.) 
59 Semiconductors, Part II 

W.M. Coughran, Jr., J. Cole, P. Lloyd, and J. White (eds.) 
60 Recent Advances in Iterative Methods 

G. Golub, A. Greenbaum, and M. Luskin (eds.) 
61 Free Boundaries in Viscous Flows 

R.A. Brown and S.H. Davis (eds.) 
62 Linear Algebra for Control Theory 

P. Van Dooren and B. Wyman (eds.) 
63 Hamiltonian Dynamical Systems: History, Theory, 

and Applications 
U.S. Dumas, K.R. Meyer, and D.S. Schmidt (eds.) 

64 Systems and Control Theory for Power Systems 
J.H. Chow, P.V. Kokotovic, R.J. Thomas (eds.) 

65 Mathematical Finance 
M.H.A. Davis, D. Duffie, W.H. Fleming, and S.E. Shreve (eds.) 

66 Robust Control Theory B.A. Francis and P.P. Khargonekar (eds.) 
67 Mathematics in Industrial Problems, Part 7 A. Friedman 
68 Flow Control M.D. Gunzburger (ed.) 
69 Linear Algebra for Signal Processing 

A. Bojanczyk and G. Cybenko (eds.) 
70 Control and Optimal Design of Distributed Parameter Systems 

J.E. Lagnese, D.L. Russell, and L.W. White (eds.) 
71 Stochastic Networks F.P. Kelly and R.J. Williams (eds.) 
72 Discrete Probability and Algorithms 

D. Aldous, P. Diaconis, J. Spencer, and J.M. Steele (eds.) 
73 Discrete Event Systems, Manufacturing Systems, 

and Communication Networks 
P.R. Kumar and P.P. Varaiya (eds.) 

74 Adaptive Control, Filtering, and Signal Processing 
K.J. Astrom, G.C. Goodwin, and P.R. Kumar (eds.) 



75 Modeling, Mesh Generation, and Adaptive Numerical Methods 
for Partial Differential Equations I. Babuska, J.E. Flaherty, 

W.D. Henshaw, J.E. Hopcroft, J.E. Ohger, and T. Tezduyar (eds.) 
76 Random Discrete Structures D. Aldous and R. Pemantle (eds.) 
77 Nonlinear Stochastic PDEs: Hydrodynamic Limit and Burgers' 

Turbulence T. Funaki and W.A. Woyczynski (eds.) 
78 Nonsmooth Analysis and Geometric Methods in Deterministic 

Optimal Control B.S. Mordukhovich and H.J. Sussmann (eds.) 
79 Environmental Studies: Mathematical, Computational, 

and Statistical Analysis M.F. Wheeler (ed.) 
80 Image Models (and their Speech Model Cousins) 

S.E. Levinson and L. Shepp (eds.) 
81 Genetic Mapping and DNA Sequencing 

T. Speed and M.S. Waterman (eds.) 
82 Mathematical Approaches to Biomolecular Structure and Dynamics 

J.P. Mesirov, K. Schulten, and D. Suniners (eds.) 
83 Mathematics in Industrial Problems, Part 8 A. Friedman 
84 Classical and Modern Branching Processes 

K.B. Athreya and P. Jagers (eds.) 
85 Stochastic Models in Geosystems 

S.A. Molchanov and W.A. Woyczynski (eds.) 
86 Computational Wave Propagation 

B. Engquist and G.A. Kriegsmann (eds.) 
87 Progress in Population Genetics and Human Evolution 

P. Donnelly and S. Tavare (eds.) 
88 Mathematics in Industrial Problems, Part 9 A. Friedman 
89 Multiparticle Quantum Scattering With Applications to Nuclear, 

Atomic and Molecular Physics 
D.G. Truhlar and B. Simon (eds.) 

90 Inverse Problems in Wave Propagation G. Chavent, 
G. Papanicolau, P. Sacks, and W.W. Symes (eds.) 

91 Singularities and Oscillations J. Rauch and M. Taylor (eds.) 
92 Large-Scale Optimization with Applications, Part I: 

Optimization in Inverse Problems and Design 
L.T. Biegler, T.F. Coleman, A.R. Conn, and F. Santosa (eds.) 

93 Large-Scale Optimization with Applications, Part II: 
Optimal Design and Control 

L.T. Biegler, T.F. Coleman, A.R. Conn, and F. Santosa (eds.) 
94 Large-Scale Optimization with Applications, Part III: 

Molecular Structure and Optimization 
L.T. Biegler, T.F. Coleman, A.R. Conn, and F. Santosa (eds.) 

95 Quasiclassical Methods J. Rauch and B. Simon (eds.) 
96 Wave Propagation in Complex Media 

G. Papanicolaou (ed.) 
97 Random Sets: Theory and Applications 

J. Goutsias, R.P.S. Mahler, and H.T. Nguyen (eds.) 
98 Particulate Flows: Processing and Rheology 

D.A. Drew, D.D. Joseph, and S.L. Passman (eds.) 



99 Mathematics of Multiscale Materials K.M. Golden, G.R. Grimmett, 
R.D. James, G.W. Milton, and P.N. Sen (eds.) 

100 Mathematics in Industrial Problems, Part 10 A. Friedman 
101 Nonlinear Optical Materials J.V. Moloney (ed.) 
102 Numerical Methods for Polymeric Systems S.G. Whittington (ed.) 
103 Topology and Geometry in Polymer Science S.G. Whittington, 

D. Sumners, and T. Lodge (eds.) 
104 Essays on Mathematical Robotics J. Baillieul, S.S. Sastry, 

and H.J. Sussmann (eds.) 
105 Algorithms For Parallel Processing M.T. Heath, A. Ranade, 

and R.S. Schreiber (eds.) 
106 Parallel Processing of Discrete Problems P.M. Pardalos (ed.) 
107 The Mathematics of Information Coding, Extraction, and 

Distribution G. Cybenko, D.P. O'Leary, and J. Rissanen (eds.) 
108 Rational Drug Design D.G. Truhlar, W. Howe, A.J. Hopfinger, 

J. Blaney, and R.A. Dammkoehler (eds.) 
109 Emerging Applications of Number Theory DA. Hejhal, 

J. Friedman, M.C. Gutzwiller, and A.M. Odlyzko (eds.) 
110 Computational Radiology and Imaging: Therapy and Diagnostics 

C. Borgers and F. Natterer (eds.) 
111 Evolutionary Algorithms L.D. Davis, K. De Jong, M.D. Vose, 

and L.D. Whitley (eds.) 
112 Statistics in Genetics M.E. Halloran and S. Geisser (eds.) 
113 Grid Generation and Adaptive Algorithms M.W. Bern, 

J.E. Flaherty, and M. Luskin (eds.) 
114 Diagnosis and Prediction S. Geisser (ed.) 
115 Pattern Formation in Continuous and Coupled Systems: A Survey Volume 

M. Golubitsky, D. Luss, and S.H. Strogatz (eds.) 
116 Statistical Models in Epidemiology, the Environment, and Clinical Trials 

M.E. Halloran and D. Berry (eds.) 
117 Structured Adaptive Mesh Refmement (SAMR) Grid Methods 

S.B. Baden, N.P. Chrisochoides, D.B. Gannon, and M.L. Norman (eds.) 
118 Dynamics of Algorithms 

R. de la Llave, L.R. Petzold, and J. Lorenz (eds.) 
119 Numerical Methods for Bifurcation Problems and Large-Scale Dynamical Systems 

E. Doedel and L.S. Tuckerman (eds.) 
120 Parallel Solution of Partial Differential Equations 

P. Bj0rstad and M. Luskin (eds.) 
121 Mathematical Models for Biological Pattern Formation 

P.K. Maini and H.G. Othmer (eds.) 
122 Multiple-Time-Scale Dynamical Systems 

C.K.R.T. Jones and A. Khibnik (eds.) 
123 Codes, Systems, and Graphical Models 

B. Marcus and J. Rosenthal (eds.) 
124 Computational Modeling in Biological Fluid Dynamics 

L.J. Fauci and S. Gueron (eds.) 
125 Mathematical Approaches for Emerging and Reemerging Infectious Diseases: 

An Introduction C. Castillo-Chavez with S. Blower, P. van den Driessche, D. Kirschner, 
and A.A. Yakubu (eds.) 



126 Mathematical Approaches for Emerging and Reemerging Infectious Diseases: 
Models, Methods, and Theory C. Castillo-Chavez with S. Blower, P. van den Driessche 

D. Kirschner, and A.A. Yakubu (eds.) 
127 Mathematics of the Internet: E-Auction and Markets 

B. Dietrich and R.V. Vohra (eds.) 
128 Decision Maldng Under Uncertainty; Energy and Power 

C. Greengard and A. Ruszczynski (eds.) 
129 Membrane Transport and Renal Physiology 

H. Layton and A.M. Weinstein (eds.) 
130 Atmospheric Modeling 

D.P. Chock and G.R. Cannichael (eds.) 
131 Resource Recovery, Confinement, and Remediation of Environmental Hazards 

J. Chadam, A. Cunningham, R.E. Ewing, P. Ortoleva, and M.F. Wheeler (eds.) 
132 Fractals in Multimedia 

M.F. Barnsley, D. Saupe, and E.R. Vrscay (eds.) 
133 Mathematical Methods in Computer Vision 

P.J. Olver and A. Tannenbaum (eds.) 
134 Mathematical Systems Theory in Biology, Communications, Computation, and Finance 

J. Rosenthal and D.S. Gilliam (eds.) 
135 Transport in Transition Regimes 

N. Ben Abdallah, A. Arnold, P. Degond, I. Gamba, R. Glassey, CD. Lawrence, 
and C. Ringhofer (eds.) 

136 Dispersive Transport Equations and Multiscale Methods 
N. Ben Abdallah, A. Arnold, P. Degond, I. Gamba, R. Glassey, CD. Lawrence, 

and C Ringhofer (eds.) 
137 Geometric Methods in Inverse Problems and PDE Control 

CB. Cooke, I. Lasiecka, G. Uhlmann, and M.S. Vogelius (eds.) 
138 Mathematical Foundations of Speech and Language Processing 

M. Johnson, S. Khudanpur, M. Ostendorf, and R. Rosenfeld (eds.) 
139 Time Series Analysis and Applications to Geophysical Systems 

D.R. Brillinger, E.A. Robinson, and P.P. Schoenberg (eds.) 
140 Probability and Partial Differential Equations in Modern 

Applied Mathematics E.C Waymire and J. Duan (eds.) 
141 Modeling of Soft Matter 

Maria-Carme T. Calderer and Eugene M. Terentjev (eds.) 
142 Compatible Spatial Discretizations 

Douglas N. Arnold, Pavel B. Bochev, Richard B. Lehoucq, Roy A. Nicolaides, 
and Mikhail Shashkov (eds.) 




