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The radioactive decay of many radioisotopes generates penetrating
photons capable of escaping outside the matter in which the isotopes
are located. From this radiation it is possible to image the spatial dis-
tribution of such isotopes inside an object. However, by itself the detec-
tion of a single photon outside the body of a patient carries minimal
information on the location of its origin, unless some device capable of
connecting the detection with the emission location is used. These
devices are the optics of the imaging instrument and they identify, in
combination with a position sensitive radiation detector, a line in space
(the line of response, LOR) along which the photon must have 
originated (Fig. 8.1A,B). The LOR data are manipulated in reconstruc-
tion software to produce three-dimensional (3D) images of the activity
distribution. When imaging humans, it is necessary to use photons
capable of escaping undeflected from a few centimeters of tissue. The
energy of these photons is such that their path cannot be bent by reflec-
tion (mirrors), refraction (lenses), or diffraction as in visible light optics.
Nuclear scintigraphy and single photon emission computed tomo-
graphy (SPECT) instrumentation resort to absorptive collimation, in
which photons are selectively passed or absorbed depending on their
emission location and angle of incidence on the optics. The drawback
of this approach is that the wide majority of photons are lost before
image reconstruction. For example, typical parallel-hole collimators
[low energy—technetium-99m (99mTc; 140keV); general purpose] pass
on the order of 1 in 10,000 (10-4) photons, but sensitivity is even lower
for high-resolution and high-energy collimators, which need lower
acceptance angles and thicker septa, respectively. Although sensitivity
can be recouped by trading off resolution (as with high-sensitivity col-
limators) or field-of-view (as with converging collimators), it is the
concept of absorptive collimation itself that implies an inefficient use
of emitted photons.

For isotopes decaying by positron emission, an alternative approach
is possible. Because two back-to-back photons are emitted, if both
photons are detected, the LOR is immediately identified with no need
of discarding any photons incident on the detector (Fig. 8.1C). Greatly
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increased sensitivity to incoming photons is one advantage of positron
emission tomography (PET) over SPECT. Another is that most biolog-
ically significant elements (e.g., C, N, and O) have positron but no
single photon emitting isotopes with practical half-lives. Radioisotope
marking of biologically significant molecules is therefore usually more
natural with PET rather than SPECT isotopes.

When compared to other techniques such as ultrasound, magnetic
resonance imaging (MRI), and computed tomography (CT), PET is
characterized, as is SPECT, by relatively poor spatial resolution but
excellent sensitivity because the signal is generated by a number of
atoms on the order of picomoles. Because the biodistribution of the
radiotracer, rather than anatomic structures, is imaged in nuclear
imaging, PET is most appropriate when functional information is
sought.

Dedicated PET scanners have evolved in a number of different con-
figurations over the years. Today, the most common design presents
several rings of small scintillator crystals coupled to photomultiplier
tubes (PMTs). In whole-body scanners, the ring diameter is about 80 to
90cm. Together, all rings form a cylinder with a height limited by cost
considerations to about 15 to 25 cm. These dimensions may be sensibly
different in scanners designed for other, often specialized, purposes,
such as brain, breast, and small animal imaging. Brain and animal scan-
ners need a small transverse field of view and can be designed with a
smaller radius to improve solid angle coverage, and thus increase 
sensitivity. If coincident events connecting many different rings are
accepted, the scanner is said to operate in 3D mode. If only events orig-
inating in the plane of each ring (and, typically, a few adjacent rings)
are collected, the scanner is said to operate in two-dimensional (2D)
mode instead. In many 2D systems, septa are used to separate the rings
and are retractable to allow both modes of operation on the same
scanner.

R. Accorsi et al. 93

Figure 8.1. Pictorial representation of the identification of lines of response in
nuclear imaging. A: Single photon imaging. With no collimation optics present
it is impossible to establish the path of incoming photons. B: Single photon
imaging. The presence of a collimator gives information on the path of incom-
ing photons. In this case the detected photon must have come from the ante-
rior part, rather than the posterior part, of the brain. Photons not parallel to the
bores of the collimator are absorbed and thus lost. C: Positron emission tomog-
raphy. When radioactive decay results in the emission of two colinear photons,
it is possible to determine the path of the photons without a collimator. In prin-
ciple, no incoming photons are lost.



The literature is rich with thorough presentations of PET (1,2). This
chapter presents an essential summary of PET physics, instrumenta-
tion, and operation principles, with observations on the relevance of
the concepts presented in pediatric applications. First, the physics at
the basis of PET is discussed. Aspects influencing the performance 
of detection instrumentation are emphasized. The discussion of PET
instrumentation starts from the parameters and the trade-offs involved
in the choice of the scintillating material. Next, the different schemes
that can be used to arrange the scintillating material in the scanner are
presented. These schemes mainly concern how the light into which
high-energy photons are converted in the scintillator is conveyed to the
electronics. The data correction procedures necessary to achieve quan-
titatively accurate images are described next. Finally, the parameters
used in the assessment of scanner performance and a brief overview of
the choices available for image reconstruction are presented. Some 
considerations specific to the pediatric applications of PET close this
chapter.

Radioactive Decay and Positron Emission

Radioactive decay of unstable isotopes usually occurs through three
modalities: a, b, and g. In its turn, b decay is subdivided in three dif-
ferent types: b+, b-, and electron capture (EC). b+ decay follows the
scheme

(1)

where X and Y indicate the chemical species of the mother and daugh-
ter nuclei, respectively, Z is the atomic number (number of protons,
which also identifies the chemical species) of the nucleus X, A its mass
number (number of protons plus neutrons, which identifies the isotope
within the species), e+ is a positron, and n a neutrino. The decay is gov-
erned by quantum mechanical laws (3) that select at random the kinetic
energy E of the positron emerging from the decaying nucleus in the
range from almost zero to a maximum possible value Emax, which
depends on the isotope AX. Table 8.1 shows values of Emax for sample
PET isotopes.

As the radiotracer decays, the rate at which positrons are emitted
declines over time. The activity A of the sample is defined as the
average number of decays per unit over a short time interval. It varies
with time according to the relationship

A(t) = A(t = 0)e-lt (2)

where t is time and l is the decay constant governing the rate of decay.
It is the probability of decay of the isotope per unit time and is a phys-
ical constant for every isotope. l is also connected to the half-life of the
isotope, t1/2, which is defined as the time it takes for the activity to
halve, through the relationship

   Z
A

Z-1
A +Y eX Æ + + n
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(3)

as it can be worked out from Equation 2. The half-lives of isotopes of
interest in nuclear medicine range from seconds to years. In SPECT, the
most widely used isotope, 99mTc, has a half-life of about 6 hours. For
PET, the half-life of fluorine 18 (18F) is approximately 2 hours. This is
about ideal because this is enough time to allow for isotope produc-
tion, radiopharmaceutical synthesis, dose delivery, and imaging time
while minimizing the dose burden to the patient, which also depends
on t1/2. The decay constant l is related to the number N of nuclei
present in the sample and the activity by the relationship

A = lN. (4)

It should be noted that Equation 2 governs the rate of decay of nuclei,
which is not always the same as the rate of emission of positrons. In
fact, different modes of decay may be available to a nucleus. For
example, iodine 124 (124I) undergoes b+ decay only in 23% of the cases;
in the remaining 77% the decay mode is EC, which does not produce
any positrons. In such cases, it is important to account for this branch-
ing ratio when estimating the rate of positron emission from the decay
rate of the nuclei. If the problem is to predict the decay over time of a
certain type of activity measured at some other point in time, Equation
2 can be applied without worrying about the branching ratio, which is
already accounted for in the measurement.

Interaction with Matter

Positron Annihilation

After decay, the positron leaves the site of emission and slows down
in the surrounding material. As the positron is a relatively light,
charged particle, it undergoes large-angle scattering interactions with
other charged particles, which result in a tortuous path. The distance
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Table 8.1. Decay data for some positron emitters
Branching 

Half- ratio of b+ Emax

Isotope life decay (MeV) Production
11C 20.4min >0.99 0.960 Cyclotron
13N 9.97min >0.99 1.198 Cyclotron
15O 122.2s >0.999 1.732 Cyclotron
18F 110min 0.97 0.633 Cyclotron
22Na 2.6y 0.90 0.545 Reactor
64Cu 12.7h 0.17 1.673 Cyclotron
68Ga 67.6m 0.89 2.921 Daughter of 68Ge
82Rb 1.27m 0.95 3.379 Daughter of 82Sr
124I 4.17d 0.23 1.535 Cyclotron
Source: Data from Chang J. Table of Nuclides, KAERI (Korea Atomic Energy Research
Institute). Available at http://atom.kaeri.re.kr/ton/.



traveled from the nucleus, that is, the range of the particle, depends on
the energy E with which the photon is emitted, the density of the sur-
rounding material, as well as on the trajectory followed. The range is
longer for positrons emitted with higher E. Maximum and average
values of the range are found in the literature. For 18F, carbon 11 (11C),
nitrogen 13 (13N), and oxygen 15 (15O) the average range is 0.6, 1.1, 1.5,
and 2.5mm, respectively.

During slowdown or once it has come to rest, the positron may
combine with a surrounding electron and annihilate, that is, undergo
a reaction in which positron and electron disappear and their total
energy is converted into two or more photons. Fortunately, the great
majority of annihilations results in the simultaneous emission of two
(almost) back-to-back photons, each with an energy of 511keV (4). The
distance that each of the two annihilation photons must cover to reach
the scanner depends on where the annihilation took place, so that the
two photons can reach the scanner at slightly different times. However,
this relative delay cannot be larger than a few nanoseconds (billionths
of a second). The basic idea of PET is to attribute an event to an 
LOR every time that two photons are detected in approximate time
coincidence.

Because the positron travels some distance from the nucleus before
annihilation, annihilation photons are not generated at the site of the
emitting nucleus, as happens for single photon emitters. Consequently,
the nucleus can be located only approximately, the approximation
worsening for increasing positron range. A second physical factor that
intrinsically limits the spatial resolution of PET scanners is that anni-
hilation photons are not emitted exactly along the same line (i.e., at a
relative 180 degrees) in the laboratory frame of reference (5). This
means that the annihilation site in general does not lie exactly on the
line connecting the detection locations of the two photons (Fig. 8.2).
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Figure 8.2. The small (~0.5-degree) deviation from 180 degrees in the emission
of annihilation photons due to the residual momentum of the e- - e+ pair causes
the corresponding line of response to be slightly misplaced (by the distance d)
from the annihilation site. This error is small, but it does limit the ultimate res-
olution of PET scanners. Compton scattering results in misplacement of events
for the same basic reason, that is, because an angular deviation q is introduced.
In this case, misplacement is much more severe because q is usually much
greater than 0.5 degrees.



The ensuing positioning uncertainty d is proportional to the diameter
of the scanner (6) and reaches about 2mm for a diameter of 90cm. With
current technology, this is one of the main factors limiting the resolu-
tion of whole-body PET scanners.

Gamma Attenuation, Scattering, and Random Coincidences

Annihilation photons may undergo interaction with surrounding
materials before detection. Photons in the energy range relevant to PET
interact with matter through two principal mechanisms: photoelectric
absorption and Compton scattering. In photoelectric absorption, a
photon is absorbed in an interaction with an atom in the surrounding
material.

Effectively, the final result of a photoelectric event is that the photon
disappears. Because in PET both annihilation photons need to be
detected to form a valid event, photoelectric absorption of either
photon outside the detector is sufficient to lose the annihilation event
for image formation. Depending on the location and direction of the
annihilation, the likelihood of attenuation changes, with higher losses
for emission points lying deep within the patient. Therefore, attenua-
tion must be compensated to obtain realistic images and quantitative
data. Attenuation correction strategies for PET are described below and
are based on the observation that, unlike in SPECT, in a collected event
the total photon path crosses the object from side to side (Fig. 8.3). If a
point source located anywhere along this line emits N0 photons per unit
time along the line, the rate at which events are recorded is

C = N0 e-mrD (5)

where m is the mass attenuation coefficient of the material, which is
known from its atomic composition and the energy of the photons, and
r is its density. The key point is that the factor e-mrD can be obtained by
direct measurement. In fact, if an external source of known activity A0

is placed at one end of a given LOR, the count rate A measured at the
other end of the LOR is given by

A = A0 e-mrD. (6)

Therefore, the factor e-mrD can be obtained experimentally from the ratio
A/A0 and then used to divide the coincident count rate C to recover
the activity N0. Note that this applies for sources anywhere along the
LOR, that is, at any depth in the object.
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Figure 8.3. Attenuation correction in PET. The count rate recorded at detector 2 is C when exposed to
annihilation photons in coincidence with detector 1 and A when exposed to the source of intensity A0.
The line connecting detector 2 to the source is separate from that connecting it to detector 1 only for
illustration purposes.



For 511-keV photons in biologic materials, Compton scattering is
much more likely to occur than photoelectric absorption. In Compton
scattering, the photon loses some energy and its path is deviated by an
angle q (Fig. 8.2). The scattering angle is again selected in a random
process governed by quantum mechanical laws (e.g., ref. 7). The energy
of the scattered photon is related to q by the Compton equation:

(7)
where Eg is the energy of the incident photon, me is the rest mass of the
electron, and c is the speed of light. The product mec2 is a physical con-
stant and its value is 511keV. The Compton equation shows that
photons emerge from scattering with an energy that depends on the
scattering angle. For example, for q = 0, or forward scattering, which is
the limiting case in which the photon is not scattered at all, E¢g = 511
keV; for q = p, which is the case of backscattering, that is, when the
photon turns back, E¢g = 170keV. Unlike attenuation, scattering does not
necessarily remove events from image reconstruction. Rather, it usually
causes the incorrect association of a significant fraction of events to
LORs, through the same basic mechanism of Figure 8.2, but in a much
more dramatic way because of the much larger angular deviation
involved. It is not at all uncommon that scatter events are assigned to
LORs not even passing through the object, which does not happen for
true events (i.e., unscattered events coming from the same annihilation)
except for the much smaller effect of non-colinearity. Scatter events, in
principle, could be rejected by measuring the energy of incoming
photons and then accepting only those arriving with the correct energy,
that is, 511keV. As discussed below, existing equipment allows only an
approximate measurement of the energy of photons, so that it is nec-
essary to accept events with a measured energy of less than 511keV to
avoid discarding too many true events. Therefore, in practice, only
photons whose measured energy is above a certain threshold (set at
less than 511keV) are accepted. This threshold is selected by setting the
low-level discriminator (LLD) of the scanner. Because the Compton
equation shows that E¢g decreases as q increases, increasing the LLD
means confining q closer to zero. From Figure 8.2, it is possible to see
that this minimizes the error introduced. Whereas a high LLD setting
does minimize the impact of scattering events, it has also other impli-
cations, as we shall see, and it cannot, alone, completely solve the
problem of scatter contamination of the data; other methods, described
below, are needed for full scatter compensation. The scattered photon
can undergo further scattering, still governed by the same equations.
Such events, as well as those in which both annihilation photons are
scattered once, are referred to as multiple scattering.

Another type of spurious event, besides scattering events, can also
enter the image. If more than one nucleus decays at approximately the
same time, and for both events one of the two photons is lost, it is still
possible that the two survivors are detected in coincidence. In this case
a LOR is mistakenly associated to the unrelated photons (Fig. 8.4). This
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type of event is called a random coincidence. The likelihood of random
coincidences depends on the level and spatial distribution of activity
and the temporal width of the coincidence window, as well as the
geometry of the object. To appreciate this, it is helpful to consider that
after the detection of a first photon above the LLD, the scanner waits
up to a time t for the photon emitted simultaneously to arrive. The time
interval 2t is called the time coincidence window. If the rate at which
the first event is recoded is N events per unit time, then the rate at
which random coincidences occur in the scanner is tN2. Time coinci-
dence windows are usually set between 6 and 12ns (billionths of a
second, i.e., 10-9 s), depending on the scintillator.

PET Instrumentation

It is desirable to detect photons with high spatial, energy, and time res-
olution, with high sensitivity and count rate capabilities, all at reason-
able cost. Different classes of detectors of high-energy photons have
long been under development; no single class, however, offers the best
performance in all respects. For example, solid-state detectors offer the
best energy resolution, but their sensitivity is usually low, especially
when their cost and availability over a large area are considered.

Commercial clinical PET cameras are based on scintillation detectors.
In these systems, the photon interacts with a scintillating material,
which converts the photon energy into visible or near-visible light.
These low-energy photons are then conveyed to PMTs for conversion
into an electrical signal. The front end of the PMT is the photocathode,
which is a thin element of material capable of absorbing light photons
and emitting electrons (called photoelectrons, because they are released
by incident light) in proportion to the number of absorbed photons.
Electrons are then multiplied by a cascade of electrodes (dynodes) to
generate a measurable current and voltage, which is the output of the
PMT. In summary, the role of the PMT is to convert the light emitted
in the scintillator into an electric signal that is directly proportional to
the intensity of the light signal. A much more compact alternative to
PMTs are photodiodes. These are semiconductor devices capable of
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Figure 8.4. Pictorial representation of (A) a true coincidence, (B) a scatter event, and (C) a random coin-
cidence. In B and C, the dashed line represents the line of response to which the event is assigned. It
coincides with the path of the photons (solid line) only in case A.



playing the same role. To date, their use has been hampered by their
cost and instability with respect to fluctuations of temperature and
applied voltage, and, often, the consequent need for cooling.

The electric signal generated by the PMT is then sent through pulse
processing electronics that collect and process signals from the entire
scanner. The part of this processing most typical of PET is the identi-
fication of events in time coincidence and their location on the detec-
tor for assignment to a LOR. Scanner designs differ mainly in the 
choice of the scintillator and the way light is conveyed (coupled) 
to PMTs.

Scintillating Material

Scintillators commonly considered for PET are listed in Table 8.2 along
with some properties that characterize their performance. An ideal
scintillator would have high sensitivity, that is, it would detect all
incoming photons and record their energy and location of interaction
accurately. Moreover, the timing properties of scintillators are also
important because with fast scintillators a narrow time coincidence
window can be used, which reduces the rate at which random coinci-
dences are acquired as well as dead time effects (see below).

High sensitivity can be obtained with large volumes of scintillators.
However, it is also important to be able to stop photons in a small
volume to obtain precise positioning and thus high-resolution images.
The thickness of a material necessary to absorb photons is regulated by
the product m* = mr (e.g., see Equation 5). Materials with a high value
of m* can stop photons within a relatively small distance and are 
preferred.

As already mentioned, an accurate energy measurement is impor-
tant to differentiate scattering from true coincidence events. Figure 8.5
is a pictorial representation of the response of a real detector. This 
figure shows the number of incoming photons as a function of their
measured energy. The peaks centered on 511keV are due to 511-keV
photons; because not all of these photons are exactly at 511keV, it is
evident that a real detector does not always measure energy accurately.
This is due to a number of factors. An accurate measurement requires
that, first, all the energy of the photon be deposited in the detector;
second, that all deposited energy be transformed into light and con-
verted into current with minimal fluctuations and losses; and, third,
that all the current be collected and analyzed by pulse processing 
electronics.
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Table 8.2. Properties of some scintillators used in PET
NaI(Tl) BGO LSO GSO BaF2 LaBr3

Attenuation coefficient m* 0.34 0.95 0.87 0.7 0.45 0.47
(cm-1)

Effective Z 50.6 74.2 65.5 58.6 52.2 46.9
Light output (photons/keV) 38 8 25 13 10 60
Light decay constant (ns) 230 300 40 60 0.6 25
BaF2: Barium Fluoride; BGO: Bismuth Germanate; GSO: Gadolinium Oxyorthosilicate;
LaBr3: Lanthanum Bromide; LSO: Lutetium Oxyorthosilicate; NaI(Tl): Sodium Iodide.



For the incoming photon to deposit all its energy, it is important that
the photon-crystal interaction be a photoelectric rather than a Compton
event. Because the likelihood of Compton scattering is proportional to
the atomic number Z of the medium, whereas the likelihood of a pho-
toelectric event is proportional to Z5, scintillators with a high Z (or
effective Z for compounds) are preferable to maximize the fraction of
events with full energy deposition.

It is not possible to entirely avoid statistical fluctuations, which are
also an inherent part of the detection mechanism. In fact, the number
of light photons n produced by a high-energy (gamma) photon is deter-
mined in a random process. For this reason, photons having the same
energy produce a varying n. Other statistical processes are involved in
the conversion of photons to photoelectrons and in the multiplication
of electrons inside the PMT. Because the energy of the event is mea-
sured by collecting over time (integrating) the PMT current, the final
effect is an imperfect energy measurement, distributed approximately
along a gaussian curve, which results in the peaks in Figure 8.5. A
statistical analysis of the process shows that energy resolution, which
gets worse as the gaussian becomes wider, depends mainly on the light
yield of the scintillator. Table 8.2 shows the light output of different
scintillators. A high light output minimizes relative fluctuations in the
current and is associated with good energy resolution. Figure 8.5 also
shows the case of two scintillators: one with good and one with poor
energy resolution. From inspection of the peaks in the figure, good
energy resolution allows a more precise measurement of the energy.

Photons that undergo Compton scattering in the patient (and thus
have an energy of less than 511keV) and deposit their full energy in
the detector give the contribution shown to the left of the peaks in
Figure 8.5. The measured energy of these photons is also blurred by the
statistical fluctuations just described. From Figure 8.5 it is clear that
scatter and true events cannot be completely separated on the basis of
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Figure 8.5. Energy spectrum for scintillators with good (solid line) and poor energy resolution (En.
Res.) (dash). On the left true and scattering events are shown separated but in reality these events are
indistinguishable to the detector; only the sum of the two curves is available (right). For a scintillator
with good energy resolution it is possible to set the low-level discriminator (LLD) at a higher level to
reject scatter with minimal loss of true events.



their measured energy. However, blurring is less pronounced when
energy resolution is good, which allows a relatively better separation
of true from scatter events. This observation determines the choice of
the LLD of the scanner. From a scatter rejection point of view, the LLD
should be as high as possible. However, when the LLD is increased,
eventually true events are also discarded. Optimizing the LLD setting,
then, involves optimizing a trade-off between maximum sensitivity to
true events and minimum sensitivity to scatter events. The advantage
of good energy resolution is that it is possible to operate with a higher
LLD setting, and thus reject comparatively more scatter, before a sig-
nificant number of true events is lost. For the same number of true
events relatively fewer scatter events are collected, which means that
image processing in scanners based on a scintillator with good energy
resolution can start from better estimates of the true distribution of the
radiotracer.

It is important to recognize that other factors also affect energy res-
olution, such as size of the scintillator, homogeneity of the light output,
how the scintillators are coupled to the PMTs, and the successive pulse
processing. For example, to maximize energy resolution, a long time
should be allowed to collect all the PMT current (integration time).
However, this is at odds with the necessity of being able to process sep-
arately the next incoming event as soon as possible, that is, to achieve
high count rate capabilities, which demand that integration times be
kept as short as possible. Because the integration time is mainly driven
by the time interval over which light is emitted, the rate at which scin-
tillators emit light is also an important performance parameter. Table
8.2 lists decay times for different scintillators. In this case, a small value
indicates a fast scintillator and thus is a desirable property. Energy res-
olution, then, is related to light output, but it cannot be directly inferred
from it.

The data in Table 8.2 summarize all the physical parameters impor-
tant for the evaluation of different scintillators. For example, NaI(T1):
sodium iodide [NaI(T1)] has higher light output (and better energy res-
olution) than bismuth germanate (BGO) and lutetium oxyorthosilicate
(LSO), for which sensitivity is much better, with LSO being also sig-
nificantly faster. BGO has a much higher attenuation coefficient than
NaI(Tl), and thus higher sensitivity, but the reduced light output affects
negatively its energy resolution. LSO has almost the same attenuation
coefficient of BGO, and is much faster than both BGO and NaI. GSO is
almost as fast as LSO and in the past has offered better energy resolu-
tion at the price of reduced sensitivity. Recent improvements in LSO
crystal production have led to energy resolution similar to GSO. Slight
variations to the composition of LSO have recently been tested [e.g.,
lutetium (yttrium) oxyorthosilicate [L(Y)SO], mixed lutetium silicates
(MLSs), and lutetium pyrosilicates (LPSs)]. Most of these crystals have
properties similar to LSO. It is possible that scanners based on such
scintillators will be developed commercially in the near future. Com-
mercial PET scanners based on NaI(Tl), BGO, LSO, and GSO have been
deployed on the field. Scanners utilizing barium fluoride (BaF2) and
lanthanum bromide (LaBr3) are of particular interest in PET instru-
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Figure 8.6. Different PET designs. A: Continuous crystal, Anger logic posi-
tioning. B: Pixelated crystal, Anger logic positioning. C: Block detectors (two
shown). D: Block detectors (quadrant sharing). In designs C and D, light is
allowed to spread within each block.

mentation research because their fast decay times open the possibility
of time-of-flight (ToF) PET. This technique is characterized by low
image noise, which compensates for the disadvantage of the relatively
low sensitivity of these materials. BaF2 was among the first scintillators
considered for ToF PET; more recently, interest has been focusing on
LaBr3 because its timing performance is competitive with BaF2 (8) and
its superior light output and energy resolution are expected to result
in improved spatial resolution and rejection of scatter events.

Light Coupling and Spatial Assignment of Events

The discussion has so far focused on the efficiency of the detection of one
of the two annihilation photons and on the accuracy of the measurement
of its energy. Different techniques are used to identify the position at
which incoming photons are detected. Apossible approach is to consider
them as different compromises between two extreme designs.

In the first design, a large, continuous crystal is used and the position
of the event is read as in a conventional Anger (gamma) camera. In this
design, the light following an interaction is shared by several PMTs
facing the crystal (Fig. 8.6A) (9,10). The position of the event is calcu-
lated by a weighted average of the coordinates of the center of each
PMT, where the weights are determined by the light intensity seen by
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each PMT. This positioning strategy is often called Anger logic, after the
name of its developer. For this scheme to work, light needs to spread 
to several PMTs to allow an accurate calculation of the position. The
energy of the event is calculated from the sum of the signals from all
PMTs. The same statistical fluctuations that limit energy resolution,
then, affect the spatial localization of the event and thus spatial resolu-
tion. For this reason, Anger logic designs perform best with scintillators
with a high light output. The typical intrinsic resolution of an Anger
camera is about 3 mm in SPECT applications but is worse (~5mm) for
PET applications, due to the thicker crystals (25.4mm NaI vs. 9.3mm
NaI) used to achieve reasonable sensitivity at the energy of the more
penetrating 511-keV photons. The major disadvantage of this design is
that, following each event, light invades a significant portion of the
large crystal and its detection involves several PMTs. Consequently, a
large area of the detector is not available for recording other events. This
leads to high dead time and decreased maximum count rates.

In the second design, the scintillator is cut in an array of very small
crystals (pixels), each of which is connected to a single light detector
(one-to-one coupling). The advantage of a pixelated design is that the
intrinsic spatial resolution of the detector is about half the size of the
pixels, which can be cut to a cross section of a few millimeters. A second
advantage is that, because pixels are entirely independent, count rate
capabilities are much improved. Whereas the continuous crystal design
has been implemented in a commercial clinical scanner, one-to-one cou-
pling has been implemented only in small animal and brain research
scanners. Its drawbacks are significantly increased cost and complex-
ity because of the large number of small light detectors needed, as well
as compromised energy resolution, especially as crystals are made
smaller. Hence its application to systems that use fewer pixels and light
detectors.

Most commercial clinical scanners follow neither of these designs but
rather different degrees of compromise between the two extremes. A
first architecture, conceptually relatively close to the continuous-crystal
design, connects small, independent crystals to a light guide, which is
then read out by PMTs in an Anger logic configuration (11) (Fig. 8.6B).
The design of the crystals and the light guide carefully limits the
number of PMTs involved in the detection of a photon; because scin-
tillation light is not allowed to invade the whole crystal, fewer PMTs
are involved and the count rate capability is improved. In the block
detector architecture (12), groups of crystals (typically an 8 ¥ 8 cluster)
are connected to a 2 ¥ 2 array of PMTs (Fig. 8.6C). The light generated
in each crystal is allowed to spread in a controlled manner within the
block (this is why crystals are formed by cutting slots of different
depths in a block of scintillator) to only four PMTs, which, by use of
Anger logic over this very limited area, can identify the crystal in which
detection occurs. In yet another design, PMTs assigned to a block are
replaced by larger PMTs straddling quadrants of adjacent blocks (quad-
rant sharing block geometry) (13).

An important parameter for comparison is the encoding ratio, which
is the average number of crystals per PMT. For a given number of crys-
tals of a given size (i.e., for comparable field of view and resolution),
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independently of the scintillator used, the encoding ratio is inversely
proportional to the number of PMTs used. If large PMTs are used, fewer
are needed to cover all crystals and the encoding ratio is large. This
reduces cost; however, large PMTs also result in reduced count rate
capability, because each PMT must serve a large area. Large PMTs are
typically used with the continuous light guide and the continuous or
pixelated crystal geometry discussed above, which have the advantage
of uniform light collection over large areas. This uniformity benefits the
energy resolution of the scanner. The best energy resolution is obtained
in conjunction with scintillators with high light output. At the other
end of the spectrum, scintillators with a low light output are best used
with smaller PMTs in a block detector geometry. This has the advan-
tage of more independent modules, which benefits the count rate, but
energy resolution is sacrificed with cost and system complexity, which
increase because of the larger number of PMTs needed.

Depth of Interaction

To locate accurately the annihilation photons, the scintillator in an ideal
scanner would be infinitely dense and thin. To achieve workable sen-
sitivity, real scanners must use scintillators with thickness on the order
of 20 to 30mm, which are not negligible values. Reconstruction algo-
rithms, however, assume that photon detection takes place at the
crystal surface. Figure 8.7 illustrates how this results in a degradation
of spatial resolution far from the center of the scanner. The degrada-
tion increases with the thickness of the crystals as well as with the dis-
tance from the center of the scanner, where it vanishes. At 10cm from
the center, it is typically a few tenths of a millimeter. Depth of interac-
tion, thus, is not likely to play a major role in general and especially in
pediatric PET for younger patients, who are imaged only at the center
of the scanner. Several schemes have been proposed to mitigate the

R. Accorsi et al. 105

Figure 8.7. Pictorial representation of event misplacement due to depth of
interaction. Due to penetration, photons can be detected well inside the crys-
tals, but, because no information on the depth of interaction is available, recon-
struction algorithms assume that detection takes place at the inside surface of
the crystal. At the center of the scanner this has no consequences; however,
depending on the radial position r and the length of the crystals, depth of inter-
action can result in the assignment of the event to an incorrect line of response
(LOR) (i.e., to the dashed rather than the solid line).



problem [e.g. (14,15)], but to date none has yet been implemented in a
commercial system.

Data Acquisition, Correction, and Image Reconstruction

When coincident photons are detected, the event is assigned to the LOR
corresponding to the two detection locations and stored. The number
of events detected in each LOR is the basic output of the scanner. These
raw data are the starting point of image reconstruction. The scanner
also acquires other data for the various corrections necessary, for
example, for random events, scattering, and attenuation.

Detected events whose energy is above the energy threshold (the
LLD) are often called single events. If a second single event is detected
inside the time coincidence window, a prompt coincidence is obtained.
This is not necessarily a true event because photons may have under-
gone scattering or may have originated from different nuclei
(“random” event). Ideally, only true events should be used for recon-
struction, but all three kinds are inevitably present in the acquired data,
in varying proportions depending on the activity present in the field
of view of the scanner, its distribution, and that of the scattering mate-
rial, along with acquisition parameters such as the time coincidence
window and the LLD setting, and the geometry of the scanner, which
can be designed for 2D or fully 3D imaging.

The simplest PET scanner is composed of a single ring of detectors
and thus is capable of acquiring data only in a single transverse plane,
that of the ring. Extension to 3D imaging can follow different avenues.
The most straightforward is to stack rings of detectors axially and, at
the same time, to use tungsten septa to narrow the angle of acceptance
of each ring to admit only events originating in the plane of that ring
and of a few adjacent rings. In this design, rings operate independently
(2D geometry). An alternative is to allow all rings to see the entire
object, in which case a fully 3D geometry is realized.

Purely transverse data are sufficient for reconstruction of a 3D
volume by stacking 2D transverse images, each generated indepen-
dently from a 2D reconstruction of 2D data. The advantage of 3D geom-
etry is its higher sensitivity. The elimination of the septa, however,
increases the sensitivity to true as well as to random and scatter coin-
cidences, for which the increase can be higher than for true events.
Three-dimensional geometry affects scanners based on different scin-
tillators to different degrees. In general, it places a premium on scin-
tillators with good energy resolution (which can use a higher LLD and
therefore are relatively less sensitive to scatter events) and fast timing
(which are relatively less sensitive to random events and can better
handle the increased count rate). It is mainly because of scatter that, in
practice, in spite of the development of specific correction methods, 3D
scanners based on crystals with relatively low energy resolution have
not yet achieved performance consistently superior to 2D scanners,
with effects measurable in terms of contrast recovery and detectability
(16). This fact increases the emphasis on the scatter and random coin-
cidence compensation methods described below.

106 Chapter 8 Physics and Instrumentation in PET



As compared to SPECT, PET data lend themselves to correction for
physical effects such as attenuation and scatter rather naturally, paving
the way for quantitative imaging, that is, for the evaluation of the activ-
ity per unit volume present in the object. To reach this goal, consider-
able effort has been spent in the development of accurate correction
methods.

Normalization

Reconstruction algorithms usually rely on the assumption of an ideal
scanner, that is, one for which all parts of the detector ring are uni-
formly sensitive to incoming photons. In real scanners, a number of
factors deviate from this assumption. Normalization is a procedure 
that corrects the raw data to restore the conditions of an ideal scanner 
with uniform sensitivity prior to reconstruction. Normalization tech-
niques can be based on the acquisition of data on the scanner, on 
mathematical models, or on a combination of these two methods
(17–21). Regardless of the technique used, normalization data do not
need to be acquired for every study. However, because some factors,
especially the calibration of the electronics, may drift over time, nor-
malization should be part of quality control procedures and carried out
periodically.

Attenuation Correction

As previously discussed, accurate attenuation correction can be
achieved from knowledge of the attenuation exponentials e-mrD for
every LOR (22–24). In the simplest methods, these are determined from
the emission image by assuming that all regions containing activity
have uniform attenuation. Attenuation exponentials are then deter-
mined automatically for each LOR by calculating the length of its inter-
section with these regions. These approaches work well for rather
homogeneous parts of the body, such as in brain scans, and have the
advantage of introducing no noise into image reconstruction. However,
they rely on the assumption of uniform attenuation and so they are
much less accurate for irregular distributions of the scatter medium, as
in the chest, where the lungs present an attenuation coefficient signif-
icantly different from adjacent regions. In these situations, attenuation
is better measured with a transmission scan, in which the patient is
exposed to an external source of photons. In dedicated PET scanners,
line sources of either germanium 68/gallium 68 (68Ge/68Ga) (511keV)
or cesium 137 (137Cs) (662keV) (25–27) have been used. In PET-CT scan-
ners, it is possible to take advantage of the superior resolution and
accuracy of CT data for attenuation correction. However, care must be
taken in rescaling the attenuation data from the energy of the mea-
surement (about 60keV) to 511keV and in considering the effects of
contrast agents, if used. Another potential concern is the incorrect
spatial alignment (registration) of the data, which are now effectively
acquired on two different scanners, and the consistency of PET with
CT data, in which the effects of the patient’s breathing may be differ-
ent due to the much shorter duration of the scan.
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The effect of attenuation correction is usually obvious in PET images:
corrected studies restore activity in the inner parts of the body to its
correct, higher level. Because photons are attenuated more when more
material is present, the magnitude of the correction is directly related
to the size of the patient.

Random Events Subtraction

Different correction methods for random events are available. Some
involve processing of the acquired data, but the most accurate
approach requires that additional data with a delayed timing window
also be acquired. A delayed timing window is one accepting events
coming within a time t after a time (the delay) much larger than t has
elapsed since the detection of the first event. These are the so-called
delayed coincidences. In true and scatter events, the two photons iden-
tifying the LOR originate from the same nuclear decay and thus arrive
at the scanner separated by a time shorter than t. Therefore, these
events are excluded from the delayed coincidences. On the other hand,
random coincidences involve the decay of two different, unrelated
nuclei, which happen to produce annihilation photons at the same time
by chance. The method of the delayed coincidences assumes that this
chance is the same as the chance of producing the photons with a time
difference equal to the delay. In summary, delayed coincidences contain
only random events that, although not the very same that are part of
the image, are still an excellent estimate that can be subsequently sub-
tracted from the data collected with no delay, that is, the actual scan.
Whereas subtraction of noisy data from noisy data increases image
noise, averaging techniques [also known as variance reduction tech-
niques (28,29)] have been developed to minimize this problem.

The number of collected random events is proportional to the time
coincidence window t and the square of the singles count rate. Thus,
their impact is less relevant in scanners based on a fast scintillator (for
which t can be set to a small value) and when low activity is present
in the field of view. Because this is usually the case in pediatric PET,
especially for younger patients, it is expected that the magnitude of the
correction for random events will be smaller than for adults.

Scatter Correction

Accurate scattering correction is vital for accurate quantification, espe-
cially in fully 3D scanners, where the open geometry increases sensi-
tivity to scatter events more than to true events.

In theory, because the energy of each incoming photon is available
after its detection, scatter could be rejected by simply discarding all
detected photons whose energy is not the 511keV expected for an
unscattered photon. In practice, because detectors do not have perfect
energy resolution, scattered photons may appear as true events and
vice versa. As previously discussed, a careful choice of the LLD mini-
mizes the number of scatter events collected without unduly sacrific-
ing sensitivity to true events. However, some scatter events are still
accepted, and for a complete correction additional data processing is
necessary.
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Different approaches to the problem have been proposed and have
evolved over the years (30–37). Most take advantage of the fact that the
scatter distribution is very smooth, that is, even though it can be
markedly asymmetric, it varies slowly across the field of view, and it
is not very sensitive to sudden variations in the object. Recently, the
steady increase in affordable computational capacity has made practi-
cal techniques that estimate the spatial distribution of scatter directly
from physical principles. These are single scatter simulation (SSS) and
Monte Carlo (MC) algorithms (38–40). The calculation starts from the
estimate of the distribution of the activity provided by the uncorrected
image and the estimate of the scattering medium provided by the atten-
uation scan. Application of physical laws such as Equation 7 generates
an estimate of the scatter distribution, which is then subtracted from
the uncorrected image to generate a more accurate estimate of the activ-
ity distribution. This estimate is still incorrect because it is still based
on the uncorrected image. However, the procedure can be repeated to
improve accuracy, until further repetitions do not produce significant
corrections. Such techniques have the advantage of being patient-
specific and equally applicable to uniform (e.g., brain) and nonuniform
(e.g., chest) regions. Single scatter simulation explicitly estimates only
single scatter and incorporates the effects of multiple scatter only indi-
rectly; MC techniques can be applied to model accurately both single
and multiple scatter (41–43), which can be as much as single scatter in
large patients. However, at present, MC methods still need more com-
putational resources than routinely available and in most cases do not
seem to provide significant advantages over SSS. Therefore, most 
clinical systems use different implementations of SSS, which has
proven to provide very good estimates, except perhaps for the very
heaviest patients, and superior performance than previous correction
techniques (40).

Because the effect of scatter is to add a rather smooth, featureless
background, the effects of scatter on the image are not as evident as
those of attenuation. Nevertheless, scatter correction can have a quite
dramatic impact on the extraction of quantitative data, especially from
cold regions, that scatter tends to “fill in.” In this case scatter correc-
tion algorithms should restore the correct, lower intensity. As for 
attenuation, the relative impact of scatter on image quality is directly
related to the size of the patient, large patients being more affected. 
For this reason, the magnitude of the scatter correction is less relevant
for smaller and lighter patients. Furthermore, in this population 
the large majority of scatter is single scatter, for an accurate estimate 
of which relatively simple methods such SSS are already routinely
available.

Dead Time and Decay Correction

Dead time is the amount of time during data acquisition in which the
scanner is not available for processing new incoming events because it
is busy processing previous ones. Data are usually acquired over a
given length of time (real time); in the presence of dead time the
scanner will be available only for a fraction of the real time (called the
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live time), and, accordingly, the recorded number of events is smaller
than that which would be recorded in the absence of dead time. Cor-
rection for dead time involves multiplying the acquired data by a factor
that will restore this number.

Dead time increases with the count rate in the scanner. In general,
correction is necessary when data acquired at different count rates need
to be compared in some way. This is the case in whole-body studies,
where images are formed by juxtaposing images of adjacent sections
of the body, each containing a different activity (and thus affected by
different dead time); in dynamic studies, because decay and redistrib-
ution of the radiotracer cause the count rate to change; and in the 
evaluation of quantitative measures, such as standard uptake values
(SUVs), in which the number of counts is important in an absolute, not
only in a relative, sense.

At low count rates, events arrive sparsely in time and it is unlikely
that an event will be lost because others have just been detected, so the
dead time correction is small and may not be necessary. This is the case
in many pediatric studies, in which the injected dose is typically low.
However, dead time correction does not present any particular dis-
advantages and is usually always enabled.

It is often also necessary to correct the data for the radioactive decay
of the isotope. This is obtained by keeping record of the time t elapsed
between some reference time (e.g., injection) and each study, and then
by multiplying the acquired data by the decay factor elt. This multipli-
cation restores the activity of each data set to that which would have
been recorded at the reference time, thus making the data comparable
to those acquired at a different time.

Figure 8.8 compares the same coronal slice of the clinical study in
Figure 8.9B before and after correction for attenuation, scatter, and
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Figure 8.8. Reconstructed fluorodeoxyglucose (FDG)-PET image before (left)
and after (right) correction for attenuation and scattering. Both include correc-
tion for random events, which is performed online during data acquisition.
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Figure 8.9. Sample whole body FDG clinical scans. A: 6-year-old girl (18kg); B: 13-year-old girl
(52.3kg); and C: 19-year-old man (72.7 kg). Shown are representative transverse, sagittal and coronal
slices.

random events. Other than the obvious artifact in slices containing the bladder, which is due
to the attempt at reconstructing inconsistent data, relevant features are that before correction
contrast in the lungs vs. surrounding tissue is inverted; that the sides of the body appear to
have increased uptake; that the liver has not uniform uptake; and that the contrast at the site
of the lesion (in the uterus) is also different from that in the corrected image.



Image Reconstruction Algorithms

A complete discussion of image reconstruction algorithms is clearly
outside the scope of this overview. Only a brief summary of the most
common methods used in PET imaging, with qualitative, general com-
ments, is provided. For a more detailed overview, the interested reader
is referred to the overviews offered elsewhere (44,45).

The problem of image reconstruction is to calculate the distribution
of activity inside an object from the raw data. In PET, these are usually
generated in the form of counts for each LOR. Most algorithms first
rearrange the data in sinograms, which represent the projection of the
object along a parallel, evenly spaced beam in all directions. In the 2D
case, image reconstruction is similar to the reconstruction of SPECT
data from a parallel-hole collimator. In every single view of the 
projection data, depth information has been lost, but mathematical
analysis shows that if projections are taken from angles covering con-
tinuously at least 180 degrees, it is still possible to reconstruct exactly
the object, slice by slice, by combining data from all directions. The
image of a 3D volume is then obtained by stacking all the 2D slices. In
3D geometry, data from LORs connecting different scanner rings (i.e.,
for oblique tilt angles) are also acquired. The problem of fully 3D recon-
struction is that these LORs cross several transverse slices; thus, it is
not immediately possible to process them separately in the same way
as each transverse slice.

Two different classes of algorithms are used in both 2D and 3D PET
image reconstruction: analytic and iterative methods. An example of
an analytic algorithm is filtered back projection (FBP), which in its 2D
version is analogous to the algorithm used in other imaging modali-
ties. Modifications of the algorithm (e.g., 3D reprojection) were intro-
duced to handle 3D data. A common solution is the use, before
reconstruction, of a rebinning algorithm to reorganize oblique into
transverse data, which are then processed with 2D algorithms. The sim-
plest approach is single-slice rebinning (SSRB) (46), which assumes that
oblique data can be projected directly onto regular transverse slices, but
more advanced techniques that rely on less drastic approximations,
such as FOurier REbinning (FORE) (47), reduce the loss of axial reso-
lution introduced by rebinning. The main advantage of analytic algo-
rithms, in both 2D and 3D reconstruction, is their speed; their main
drawback is that statistical noise in the data is not modeled.

Iterative algorithms handle explicitly data noise and also offer the
opportunity to model more precisely the geometry of even complex
scanners as well as other effects such as attenuation and scatter;
however, more precise models imply much longer reconstruction
times, which is the main limitation of the technique even in basic appli-
cations. Iterative algorithms start from a guess of the image and then
use a computer model of the scanner and physics to predict the pro-
jection data that such guess would have generated. Comparison to the
data actually acquired provides a correction factor, which is applied to
the first guess to obtain a second. Iterations are continued until a 
satisfying image is reached. Further iteration is usually not worth the
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additional time and may be even harmful because excessive iteration
eventually results in undesired effects such as divergence and noise
amplification. Iterative algorithms differ in how updates are calculated.
The most widely used method is the maximum likelihood expectation
maximization (MLEM) algorithm (48,49), which estimates the object 
for which the probability of acquiring the data that were actually
acquired is maximum. Execution can be accelerated by different vari-
ants of the algorithm, the most popular of which is ordered subset
expectation maximization (OSEM) (50). Other algorithms, such as row
action maximum likelihood algorithm (RAMLA) (51–53), achieve
stable performance through the use of a well-chosen relaxation 
parameter that forces a gradual and consistent convergence toward a
solution for the consistent portion of the data. Current clinical scanners
implement both 2D and 3D versions of iterative algorithms. A popular
solution is to use a 2D iterative algorithm, typically OSEM, in place 
of an analytic method after FORE. A more advanced solution is to
incorporate in the iterative algorithm (e.g., RAMLA), a model of the 
3D geometry. In this sense, this approach provides “fully 3D” 
reconstruction.

Overall, iterative algorithms are credited with better imaging 
performance than analytic algorithms. Their performance is par-
ticularly advantageous in whole-body studies and in low-count 
situations. However, especially in situations in which computational
time is a limiting factor, analytic algorithms still provide a useful 
alternative.

Time-of-Flight Scanners

Lines of response are identified from the location of interaction of the
two annihilation photons with the detector. Time-of-flight scanners are
also capable of detecting the difference in the time of arrival of the two
photons, from which it is possible to calculate the location of the anni-
hilation along the LOR. In principle, this would completely locate the
event in 3D, and thus altogether eliminate the need for reconstruction.
Unfortunately, this is only a theoretical possibility. In fact, to locate the
event along the LOR within, say, 5mm, it would be necessary to detect
a time difference of about 30ps (30 millionths of a millionth of a
second). In practice, with scintillators currently available, it is possible
to identify time differences about an order of magnitude larger (i.e.,
about 300 ps), which corresponds to several centimeters—hardly
enough to eliminate the need for image reconstruction. However, time
information is still helpful. In fact, reconstruction of conventional PET
data starts from the sum of events originating on the whole LOR.
Therefore, noise propagation is more pronounced when LORs intersect
a wide object, as, for example, in large patients. In ToF PET, this sum
can be divided in the contributions due to different sections of the LOR,
which provides relative containment of the propagation of statistical
noise. Accordingly, all other factors being equal, the main advantage of
ToF PET is in reduced image noise and the advantage is more signifi-
cant for large patients. With current technology, thus, it is doubtful that
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ToF PET will offer advantages in pediatric PET due to the small size of
the patients.

System Performance

This section discusses very briefly some parameters of interest in the
evaluation of the performance of PET scanners.

Resolution

The resolution of PET scanners can be obtained by measuring the size
of the reconstructed image of a point source much smaller than the res-
olution of the scanner. From this definition, it is evident that a small
numerical value is desirable. Modern whole-body clinical scanners
have a resolution of 4 to 6mm in the center of the field of view (FoV).
Much better values, down to about 1mm resolution, have been
achieved in research scanners specifically designed for small-animal
imaging (54,55). However, in clinical studies, images are typically
reconstructed to reduce noise, which worsens resolution to about 
10mm.

Count Rate

The count rate is the rate at which events are acquired. In PET scan-
ners a distinction is made between the rate at which photons are
detected individually (singles rate) and the rate at which coincident
events are acquired. Clearly, the two are related. In a typical scanner,
the singles rate is a factor of about one thousand higher than the coin-
cident count rate. Whereas it is an important performance parameter,
the count rate includes all types of event. Because only true events are
useful for image reconstruction, some other figure of merit should be
used in the determination of the optimal dose.

Noise Equivalent Count Rate

The performance of a PET scanner is usually characterized with a figure
of merit that, unlike the count rate, can also account for the presence
of scatter and random coincidences along with true events. This is the
noise equivalent count rate (NECR) (56). If T is the rate of collection of
true events and R and S are, respectively, the collection rates of random
and scatter events, then

(8)

which assumes random correction with smoothing. The NECR has
been shown to be proportional to the square of the signal-to-noise ratio
in which signal is given by the true events and noise is the combined
statistical fluctuation due to noise from all types of event.

The NECR is often plotted vs. the activity in the field of view of the
scanner or its concentration in a standard phantom. These are the
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NECR curves, an example of which is given in Figure 8.10. The NECR
usually presents a maximum. The maximum is determined mainly by
the rapid increase of the random count rate, also shown in Figure 8.10.
Other factors being equal, desirable properties are high values of the
NECR occurring at activity levels of interest in clinical practice. The
activity corresponding to the maximum NECR provides an indication
of the optimal operation point of the scanner. The optimal dose,
however, is also determined by other factors not accounted for in the
NECR curve, such as the accuracy of corrections for scatter and random
events and radiation safety limits. In particular, note that once a sig-
nificant fraction of the peak NECR is reached, further increase in the
activity results only in progressively minor improvements in the
NECR, so that the additional dose burden to the patient may not be
entirely justified. For these reasons, injection doses are typically lower
than the activity corresponding to the peak NECR.

These considerations show that NECR curves contain a simple,
although not complete, summary of scanner performance. For this
reason, NECR curves should be considered cautiously. For example,
when the task is lesion detection, a better figure of merit is lesion
detectability as assessed in human observer studies. Though it is 
possible to measure the sensitivity and specificity for the detection of
lesions in PET images, these studies require data that are difficult and
time-consuming to acquire, and the method of acquiring the data has
not yet been standardized. For these reasons, they are not yet part of
the standard protocols for the evaluation of the performance of clini-
cal scanners.
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clinical scanner (Allegro, Philips Medical Systems). The NECR is plotted vs.
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are also shown separately in this example. The typical dose at our institution
is 5.18kBq/cm3 (0.14mCi/mL).



Overview and Performance of Today’s Clinical Scanners

Early PET scanners were designed as 2D systems. As solutions for the
challenges of 3D imaging were developed (i.e., count rate as well as
scatter and randoms correction), scanners with both 2D and 3D capa-
bility were introduced. Today, most scanners on the market operate
only in 3D. This trend is also connected to the substitution of slow scin-
tillators (mainly BGO and NaI) with significantly faster materials, such
as GSO, LSO, and, more recently, LYSO, whose properties are very
similar to LSO. Commercial scanners are still based on different light
coupling designs, chiefly the block and the pixelated Anger detector
configurations. Resolution is directly connected to the size of the crys-
tals used, which is usually in the lower end of the range from 4 to 8
mm. Typical axial FOVs range from 15 to 18 cm. Most scanners cur-
rently sold today are sold as PET/CT units.

The fluorodeoxyglucose (FDG) scans in Figure 8.9 were acquired on
one (Allegro, Philips Medical Systems Cleveland, Ohio) of the whole-
body scanners currently installed at the PET center of the University of
Pennsylvania. Figure 8.9A shows a 6-year-old girl (18kg) with a history
of neuroblastoma. The image shows no definite evidence of active 
neoplastic process. The FDG uptake is diffusely increased in the bone
marrow due to the administration of colony-stimulating factors, with
the exception of the midthoracic to the upper lumbar spine, where
uptake is decreased, likely due to radiation therapy. Figure 8.9B shows
a 13-year-old girl (52.3kg) evaluated for possible lymphoma. The image
shows two small foci of increased FDG activity in the superolateral
aspect of the uterus bilaterally of uncertain etiology. Figure 8.9C shows
a 19-year-old man (72.7 kg) with a history of Hodgkin’s disease and a
right kidney transplant. Increased uptake in the neck is likely a normal
variant of muscle uptake due to contraction. Also, the transplanted
kidney is visualized. The rest of the FDG distribution is normal. The
absence of focal areas of abnormal FDG uptake suggests the absence of
active neoplastic disease. Unattenuated 511-keV photon pairs from the
center of the body vary from 20% of all events for the first patient to a
little less than 10% in the heaviest. The fraction of scatter events
increases with the weight of the patient from about 25% to about 35%
for these three patients.

Physics Considerations in Small-Patient Imaging

The diseases to which PET has been applied for diagnosis and evalu-
ation in adults are infrequent in pediatrics. Nevertheless, in certain
applications, pediatric PET is taking up a more important role, specif-
ically in brain imaging (epilepsy) as well as in whole-body imaging
(bone tumors, lymphoma, neuroblastoma) (57). To date, no special
scanners have been expressly designed for pediatric imaging; only
adult scanners are used.

The pediatric population covers the range of patient sizes from new-
borns to young adults. Though the same considerations that apply to
adults apply to children, imaging of small patients offers advantages
and poses challenges for the optimal use of the instrumentation. The
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most obvious advantage is that in a small patient attenuation and
scatter are relatively low. Also, the 3D mode should be particularly
competitive for quantitative accuracy because the magnitude of the
scatter compensation necessary is relatively lower. Sensitivity is par-
ticularly important to keep dose and scan time at a minimum, which
may be particularly desirable in this population. On the other hand,
energy resolution may be less of a concern because of the reduced need
for scatter rejection. Finally, fast timing may not be necessary because
of the low activity. Therefore, scanners based on high-sensitivity scin-
tillators may be attractive in pediatrics in spite of their energy and
timing resolution.

As for the overall geometry of the scanner, a smaller transverse field
of view may be sufficient, especially for newborns and infants. Dedi-
cated brain and small animal scanners were developed to take advan-
tage of similar opportunities. It makes sense, then, to accommodate a
patient sufficiently small in a brain scanner, which is designed to
provide better resolution and higher sensitivity over a smaller and
longer field of view than a whole-body scanner. This solution may be
practical only for very few patients, likely not enough to justify the
acquisition of a special purpose scanner at most institutions.

Conclusion

In pediatric PET imaging, the same scanners designed for adult
imaging are used successfully. In general, PET image quality depends
on the weight of the patient for a given scan time. In lighter patients,
attenuation and scatter are minimized, which results in improved
image quality. This is often the case in pediatric imaging, especially for
younger patients. Alternatively, the improvement in image quality can
be traded off for reduced scan time at constant image quality. The main
challenge, in particular for the smallest patients, comes from the need
for improved resolution and sensitivity, especially when lower tracer
concentrations are used to minimize the dose burden to a young 
population. These needs can be answered with a scanner design with
prolonged axial and reduced transverse field of view (and patient port).
The result would then be a design similar to the adult brain scanners
present at some research institutions. Operation in 3D mode seems par-
ticularly appealing again because of the low scatter and random frac-
tions expected in pediatric studies. For the same reason, especially if
low levels of activity are preferred for radiation exposure considera-
tions, scintillators with high stopping power may be very competitive
compared to less efficient or faster materials, even at the cost of rela-
tively poor energy resolution and timing properties.
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