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IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It operates 
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Foreword 

It is our pleasure to welcome you to the Proceedings of AIAI 2006, the 3rd IFIP 
t h . Conference on Artificial Intelligence Applications & Innovations being held from 7 till 

9* of June, in Athens, Greece. Artificial Intelligence applications build on a rich and 
proven theoretical background to provide solutions to a wide range of real life problems. 
The ever expanding abundance of information and computing power enables researchers 
and users to tackle highly interesting issues for the first time, such as applications 
providing personalized access and interactivity to multimodal information based on user 
preferences and semantic concepts or human-machine interface systems utilizing 
information on the affective state of the user. The purpose of the 3rd IFIP Conference on 
Artificial Intelligence Applications and Innovations (AIAI) is to bring together 
researchers, engineers and practitioners interested in the technical advances and business 
and industrial applications of intelligent systems. AIAI 2006 is focused on providing 
insights on how AI can be implemented in real world applications. 

The response to the 'Call for Papers' was overwhelming, attracting submissions from 23 
countries. The task of the Technical Program Committee was very challenging putting 
together a Program containing 87 high quality contributions. The collection of papers 
included in the proceedings offer stimulating insights into emerging applications of AI 
and describe advanced prototypes, systems, tools and techniques. AIAI Proceedings will 
interest not only academics and researchers, but IT professionals and consultants by 
examining technologies and applications of demonstrable value. 

Eight (8) Special Sessions dedicated to specific AI applications are affiliated within the 
AIAI 2006 conference: 

- Adaptive Learning Systems Engineering (organized by Symeon Retalis, 
Andreas Papasalouros and Kostas Siassiakos) 

- Advances in Artificial Intelligence for Integrated Surveillance and Monitoring 
Systems (organized by Dimitris Vergados and Christos Anagnostopoulos) 



XIV 

- Computational Intelligence in Software Engineering (organized by Andreou Andreas 
and Efstratios Georgopoulos) 

- Computational Intelligence in Medical Imaging (organized by Efthyvoulos Kyriacou 
and Ilias Maglogiannis) 

- Digital Rights Management Techniques and Interoperability of Protection Tools 
(organized by Sofia Tsekeridou) 

- Emerging Multimodal Interfaces (organized by John Soldatos, Dimitris Tzovaras and 
Kostas Karpouzis) 

- Intelligent Analysis of Medical and Biological Data (organized by Vasileios 
Megalooikonomou and Despina Kontos) 

- Semantics in Multimedia Analysis and Natural Language Processing (organized by 
Anastasios Delopoulos, Vangelis Karkaletsis, George Paliouras and Manolis 
Wallace) 

The wide range of topics and high level of contributions will surely guarantee a very 
successful conference. We express our special thanks to all who have contributed to the 
organization and scientific contents of this conference, first to the authors of the papers, 
then to the special session organizers and finally to the reviewers and members of the 
Program and Organization Committees. 

June, 2006 AIAI2006 Conference Chairs: 

Ilias Maglogiannis, University of Aegean, Greece, 

Kostas Karpouzis, ICCS/NTUA, Greece, 

Max Bramer, University of Portsmouth, UK 
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Local Ordinal Classification 

Sotiris B. Kotsiantis 
Educational Software Development Laboratory 

Department of Mathematics 
University of Patras, Greece 

sotos@math.upatras. gr 

Abstract. Given ordered classes, one is not only concerned to maximize the 
classification accuracy, but also to minimize the distances between the actual 
and the predicted classes. This paper offers an organized study on the various 
methodologies that have tried to handle this problem and presents an 
experimental study of these methodologies with the proposed local ordinal 
technique, which locally converts the original ordinal class problem into a set 
of binary class problems that encode the ordering of the original classes. The 
paper concludes that the proposed technique can be a more robust solution to 
the problem because it minimizes the distances between the actual and the 
predicted classes as well as improves the classification accuracy. 

1 Introduction 

Ordinal classification can be viewed as a bridging problem between the two standard 
machine-learning tasks of classification and regression. In ordinal classification, the 
target values are in a finite set (like in classification) but there is an ordering among 
the elements (like in regression, but unlike classification). 

Although Machine Learning (ML) algorithms for ordinal classification are rare, 
there are a number of statistical approaches to this problem. However, they all rely 
on specific distributional assumptions for modeling the class variable and also 
assume a stochastic ordering of the input space [9]. The ML community has mainly 
addressed the issue of ordinal classification in two ways. One is to apply 
classification algorithms by discarding the ordering information in the class attribute 
[2]. The other is to apply regression algorithms by transforming class values to real 
numbers [9]. This paper proposes a local ordinal technique that locally converts the 
original ordinal problem into a set of binary problems encoding the ordering of the 
original classes. Experimental results show that this technique minimizes the 
distances between the actual and the predicted class, as well as improves the 
prediction accuracy. 

Please use the following format when citing this chapter: 
Kotsiantis, Sotiris, 2006, in IFIP Intemational Federation for Information Processing, Volume 204, 
Artificial Intelligence Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, 
M., (Boston: Springer), pp. 1-8 



2 Artificial Intelligence Applications and Innovations 

This paper is organized as follows: the next section discusses the different 
techniques that have been presented for handling ordinal classification problems. In 
section 3, we describe the proposed technique. In Section 4, we present the 
experimental results of our methodology using different distribution algorithms and 
compare these results with those of other approaches. In the fmal section of the paper 
we discuss further work and some conclusions. 

2 Techniques for Dealing with Ordinal Problems 

Classification algorithms can be applied to ordinal prediction problems by discarding 
the ordering information in the class attribute. However, some information that could 
improve the performance of a classifier is lost when this is done. 

The use of regression algorithms to solve ordinal problems has been examined in 
[9]. In this case each class needs to be mapped to a numeric value. However, if the 
class attribute represents a truly ordinal quantity, which, by definition, cannot be 
represented as a number in a meaningful way, there is no upright way of devising an 
appropriate mapping and this procedure is ad hoc. 

Another approach is to reduce the multi-class ordinal problem to a set of binary 
problems using the one-against-all approach [2]. In the one-against-all approach, a 
classifier is trained for each of the classes using as positive examples the training 
examples that belong to that class, and as negatives all the other training examples. 
The estimates given by each binary classifier are then coupled in order to obtain 
class probability membership estimates for the multi-class problem [2]. 

A more sophisticated approach that enables classification algorithms to make use 
of ordering information in ordinal class attributes is presented in [7]. Similarly with 
previous method, this method converts the original ordinal class problem into a set of 
binary class problems that encode the ordering of the original classes. However, to 
predict the class value of an unseen instance this algorithm needs to estimate the 
probabilities of the m original ordinal classes using m - 1 models. For example, for a 
three class ordinal problem, estimation of the probability for the first ordinal class 
value depends on a single classifier: ?r{Target < first value) as well as for the last 
ordinal class: Vx{Target > second value). Whereas, for class value in the middle of 
the range, the probability depends on a pair of classifiers and is given by 

Vx(Target > first value) * (1 - ?v{Target > second value)). 

3 Proposed Technique 

The proposed technique is based on the previous referred sophisticated technique 
[7]; however, we do not apply this technique globally but locally. If all training 
instances are taken into account when classifying a new test case, the classifier 
works as a global method, while when the nearest training instances are taken into 
account, the classifier works as a local method, since only data local to the area 
around the testing instance contribute to the classification. 
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Generally, local methods have significant advantages when the probability 
measure defined on the space of symbolic features for each class is very complex, 
but can still be described by a collection of less complex local approximations [1]. 
The proposed algorithm builds the required number of classifiers for each point to be 
estimated, taking into account only a subset of the training points. This subset is 
chosen on the basis of the preferable distance metric between the testing point and 
the training point in the input space. 

In other words, the proposed technique consists of the four steps in Fig. 1. 

1. Determine a suitable distance metric. 
2. Find the k nearest neighbors using the selected distance metric. 
3. Estimate the probabilities of the m original ordinal classes with m - 1 models using as 

training instances these k instances 
4. The estimates given by each binary classifier are then coupled in order to obtain class 

probability membership estimates ^ _ _ 
Fig. 1. Local Ordinal Technique 

The proposed ensemble has some free parameters such as the distance metric. In 
our experiments, we used the most well known -Euclidean similarity function- as 
distance metric. We also used k=50 since about this size of instances is appropriate 
for a simple algorithm to built a precise model [6]. 
A key feature of our method is that it does not require any modification of the 
underlying learning algorithm; it is applicable as long as the classifier produces class 
probability estimates. In the following section, we empirically evaluate the 
performance of our approach with the other well known techniques. 

4 Experiments 

To test the hypothesis that the above method improves the generalization 
performance on ordinal prediction problems, we performed experiments on real-
world ordinal datasets donated by Dr. Arie Ben David 
(http://www.cs.waikato.ac.nz/ml/weka/). We also used well-known datasets from 
many domains from the UCI repository [3]. However, the used UCI datasets 
represented numeric prediction problems and for this reason we converted the 
numeric target values into ordinal quantities using equal-size binning. This 
unsupervised discretization method divides the range of observed values into three 
equal size intervals. The resulting class values are ordered, representing variable-size 
intervals of the original numeric quantity. This method was chosen because of the 
lack of numerous benchmark datasets involving ordinal class values. 

All accuracy estimates were obtained by averaging the results from 10 separate 
runs of stratified 10-fold cross-vaHdation. It must be mentioned that we used the free 
available source code for most algorithms by the book [11]. In the following we 
present the empirical results obtained using Decision Stump (DS) [8], RepTree [11] 
and Naive Bayes (NB) [5] algorithms as base learners. All of them produce class 
probability estimates. 
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Table 1 shows the results for the DS algorithm applied (a) without any 
modification of DS, (b) in conjunction with the ordinal classification method 
presented in Section 2 (Ordinal DS), (c) in conjunction with the multiclass 
classification method presented in Section 2 (Multiclass DS) and (d) using the 
proposed technique (Local Ordinal DS). 

In Table 1, for each data set the algorithms are compared according to 
classification accuracy (the rate of correct predictions) and to mean absolute error: 

| A - ^ I | + | ; ^ 2 - ^ 2 | + - + K - ^ . | 
n 

where p: predicted values and a: actual values. Moreover, in Table 1, we represent as 
"v" that the specific algorithm performed statistically better than the proposed 
method according to t-test with p<0.05. Throughout, we speak of two results for a 
dataset as being "significant different" if the difference is statistical significant at the 
5% level according to the corrected resampled t-test [10], with each pair of data 
points consisting of the estimates obtained in one of the 100 folds for the two 
learning methods being compared. On the other hand, "*" indicates that proposed 
method performed statistically better than the specific algorithm according to t-test 
withp<0.05. 

As one can observe from the aggregated results in Table 1, the proposed 
technique is more accurate than the remaining approaches from 2% to 5%. 
Moreover, it manages to minimize the distances between the actual and the predicted 
classes. The reduction of the mean absolute error is about 27% compared to the 
Ordinal DS and 30% compared to the simple DS, while it exceeds the 138% 
compared to the Multiclass DS. It must be also mentioned that the proposed method 
is statistically more accurate and has statistically less mean absolute error than the 
remaining methods in numerous datasets. 

Similarly, Table 2 shows the results for the NB algorithm applied (a) without any 
modification of NB, (b) in conjunction with the ordinal classification method 
presented in Section 2 (Ordinal NB), (c) in conjunction with the multiclass 
classification method presented in Section 2 (Multiclass NB) and (d) using the 
proposed technique (Local Ordinal NB). 

As one can see from the aggregated results in Table 2, the proposed technique is 
more accurate in classification accuracy than the remaining techniques from 2% to 
5%. Furthermore, it minimizes the distances between the actual and the predicted 
classes. In detail, the reduction of the mean absolute error is about 25% compared to 
the Ordinal NB and 17% compared to simple NB, while it overcomes the 158% 
compared to Multiclass NB. It must be also stated that the proposed method is 
statistically more accurate and has statistically less mean absolute error than the 
remaining methods in a lot of datasets. 

Similarly, Table 3 shows the results for the RepTree algorithm applied (a) 
without any modification of RepTree, (b) in conjunction with the ordinal 
classification method presented in Section 2 (Ordinal RepTree), (c) in conjunction 
with the multiclass classification method presented in Section 2 (Multiclass 
RepTree) and (d) using the proposed technique (Local Ordinal RepTree). 
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As one can notice from the aggregated results in Table 3, the proposed technique 
is more accurate in classification accuracy than the remaining techniques from 1% to 
2%. What is more, it minimizes the distances between the actual and the predicted 
classes since the reduction of the mean absolute error is about 15% compared to the 
Ordinal RepTree and simple RepTree, while it overcomes the 138% compared to 
Multiclass RepTree. The proposed method is also statistically more accurate and has 
statistically less mean absolute error than the remaining methods in many datasets. 

Table 1. Results for DS algorithm 

Dataset 

auto93 

autoHorse 

autoMpg 

autoPrice 

bodyfat 

Cleveland 

Cloud 

Cpu 

Era 

Esl 

fishcatch 

housing 

hungarian 

Lev 

lowbwt 

pharj^x 

servo 

Strike 

swd 

accuracy 
MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 

Local 
Ordinal DS 

80.90 
0.14 

95.24 
0.04 

79.67 
0.14 

88.11 
0.09 

97.57 
0.02 

70.32 
0.21 

84.69 
0.11 

98.09 
0.01 

25.69 
0.18 

65.53 
0,09 

97.35 
0.03 

79.58 
0.15 

79.06 
0.15 

61.79 
0.20 

57.25 
0.30 

68.98 
0.25 

89.72 
0.09 

98.85 
0.01 

56.11 
0.26 

Multiclass 
DS 

80.57 
0.34* 
91.17 
0.30* 
79.76 
0.35* 
89.80 
0.31* 
99.12 
0.29* 
71.63 
0.37* 
87.72 
0.32* 
97.76 
0.28* 

22.08* 
0.20* 

44.48* 
0.20* 

92.37* 
0.30* 
74.81 
0.36* 
81.78 
0.34* 

43.86* 
0.31* 
61.80 
0.39* 
73.85 
0.37* 

83.36* 
0.31* 
99.06 
0.27* 

51.38* 
0.36* 

Ordinal 
DS 

79.59 
0.18 

89.63* 
0.09* 
78.01 
0.20* 
89.80 
0.10 

99.12 
0.01 

71.14 
0.26* 
83.43 
0.13 

97.76 
0.02 

24.13 
0.18* 

53.72* 
0.13* 

92.37* 
0.07* 
75.77 
0.23* 
81.78 
0.20* 

49.03* 
0.25* 
61.90 
0.31 

73.85 
0.25 

83.24* 
0.13* 
99.06 
0.01 

54.56 
0.29* 

DS 

81.32 
0.18 

91.17 
0.09* 
79.61 
0.21* 
86.05 
0.13* 

91.98* 
0.10* 
71.93 
0.26* 
84.51 
0.14* 
98.24 
0.02 

21.81* 
0.19* 

43.03* j 
0.16* 
90.56* 
0.10* 

70.39* 
0.28* 
81.78 
0.20* 

42.40* 
0.26* 
61.90 
0.31 

73.85 
0.25 

83.36* 
0.12* 
99.06 
0.01 

51.80* 
0.30* 
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Veteran 

AVERAGE 

accuracy 
MeanError 
accuracy 

MeanError 

90.45 
0.10 

78.25 
0.13 

91.26 
0.31* 
75.88 
0.31 

90.80 
0.11 

76.43 
0.16 

91.26 
0.11 

74.80 
0.17 

Fable 2. Results forNB algorith 

Dataset 

auto93 

autoHorse 

autoMpg 

autoPrice 

bodyfat 

Cleveland 

Coud 

Cpu 

Era 

Esl 

fishcatch 

housing 

hungarian 

Lev 

lowbwt 

pharynx 

servo 

Strike 

swd 

Veteran 

AVERAGE 

accuracy 
MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 

m 
Local Ordinal 

NB 
84.36 
0.10 

95.14 
0.03 
82.56 
0.12 

90.31 
0.07 
88.96 
0.08 

72.45 
0.19 

90.30 
0.07 

97.81 
0.01 

23.25 
0.18 

67.37 
0.09 
97.42 
0.02 
81.44 
0.13 
81.17 
0.13 
59.95 
0.20 

60.10 
0.29 

70.17 
0.24 
87.59 
0.10 

99.19 
0.01 
50.17 
0.27 
89.31 
0.09 

78.45 
0.12 

Multiclass 
NB 

76.28 
0.33* 
91.06 
0.29* 
80.65 
0.32* 
91.51 
0.30* 

79.64* 
0.32* 
74.82 
0.34* 
91.70 
0.30* 
97.56 
0.28* 
24.73 
0.20* 
66.84 
0.19* 
89.92* 
0.30* 

74.76* 
0.34* 
83.95 
0.31* 

56.24* 
0.31* 
58.79 
0.39* 
71.09 
0.36* 
87.24 
0.31* 
99.06 
0.27* 

57.31V 
0.35* 
88.48 
0.32* 
77.08 
0.31 

Ordinal 
NB 

74.01 
0.17* 
90.87 
0.06* 

70.11* 
0.20* 
91.45 
0.06 

77.22* 
0.16* 
75.51 
0.18 
92.04 
0.07 
94.87 
0.04* 
25.07 
0.18 

54.65* 
0.12* 
88.13* 
0.08* 

56.15* 
0.29* 
83.95 
0.12v 
57.95 
0.23* 
58.52 
0.30 

71.13 
0.25 
86.48 
0.12* 
99.06 
0.02* 

56.01V 
0.26v 
88.70 
0.12* 
74.59 
0.15 

NB 

76.18 
0.16 

90.67* 
0.06* 
78.89 
0.15* 
90.25 
0.07 

81.34* 
0.13* 
73.31 
0.19 
89.95 
0.08 
97.56 
0.02 
24.88 
0.18 
67.52 
0.10* i 
90.10* 
0.07* 

73.14* 
0.19* 
83.95 
0.12v 
56.12* 
0.23* 
59.53 
0.30 
70.52 
0.25* 
87.12 
0.12* 
99.05 
0.02* 

56.77V 
0.26v 
86.88 
0.13* 
76.69 
0.14 1 
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Table 3. Results for RepTree algorithm 

Dataset 

auto93 

autoHorse 

autoMpg 

autoPrice 

bodyfat 

Cleveland 

Cloud 

Cpu 

Era 

Esl 

fishcatch 

housing 

hungarian 

Lev 

lowbwt 

pharynx 

servo 

Strike 

swd 

Veteran 

AVERAGE 

accuracy 
MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 
accuracy 

MeanError 

Local 
Ordinal 
RepTree 

82.41 
0.14 

94.45 
0.05 

81.68 
0.14 
88.86 
0.09 
96.78 
0.03 

71.08 
0.21 

86.32 
0.12 

98.04 
0.01 

25.68 
0.18 

66.08 
0.10 

96.71 
0.03 

80.43 
0.16 

78.62 
0.17 

63.16 
0.20 

56.87 
0.32 

69.79 
0.28 

93.31 
0.06 

98.97 
0.01 

56.99 
0.27 

89.20 
0.11 

78.77 
0.13 

Multiclass 
RepTree 

79.73 
0.35* 
92.34 
0.29* 
81.34 
0.34* 
87.99 
0.31* 
98.88 
0.27* 
71.73 
0.36* 
88.54 
0.31* 
97.00 
0.28* 
19.24* 
0.20* 

60.59* 
0.19* 
94.88 
0.28* 
79.51 
0.34* 
78.70 
0.34* 

60.43* 
0.31* 
58.89 
0.40* 

65.06* 
0.40* 
91.42 
0.30* 
99.21 
0.27* 
57.45 
0.35* 
91.26 
0.31* 
77.71 
0.31 

Ordinal 
RepTree 

80.14 
0.20* 
94.01 
0.07 
80.66 
0.17* 
88.35 
0.10 
98.88 
O.Olv 
68.39 
0.26* 
87.78 
0.11 
96.95 
0.04* 
26.20 
0.18 
62.65 
0.11 

94.05 
0.05 

79.03 
0.18 
78.46 
0.19 
60.79 
0.20 
58.47 
0.34 

65.01 * 
0.34* 
92.71 
0.07 
99.21 
0.01 
57.68 
0.26 

91.19 
0.11 

78.03 
0.15 

RepTree 

80.06 
0.19* 
93.17 
0.07 
80.41 
0.17* 
87.81 
0.11 
98.80 
O.Olv 
71.36 
0.24* 
88.70 
0.10 
97.29 
0.03* 
26.60 
0.18 
62.37 
0.11* 
94.70 
0.04 
78.65 
0.18 
78.46 
0.19 

59.87* 
0.21* 
58.63 
0.33 

65.31* 
0.34* 
90.72 
0.08* 
99.21 
0.01 
56.46 
0.27 
90.90 
0.12 
77.97 
0.15 
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5 Conclusion 

This paper is devoted to the problem of learning to predict ordinal (i.e., ordered 
discrete) classes. The local ordinal classification method discussed in this paper is 
applicable in conjunction with any learning algorithm that can output class 
probability estimates. According to our experiments in synthetic and real ordinal data 
sets, it manages to minimize the distances between the actual and the predicted 
classes, without harming but actually improving the classification accuracy in 
conjunction with DS, RepTree and NB algorithms. Drawing more general 
conclusions from these experimental data seems unwarranted. Our results so far 
show that the proposed methodology for predicting ordinal classes can be naturally 
derived from classification algorithms, but more extensive experiments will be 
needed to establish the precise capabilities and relative advantages of this 
methodology. 

For large datasets, the benefit of local ordinal models is somewhat offset by the 
cost of storing and querying the training dataset for each test set instance. For this 
reason, in a following project we will focus on the problem of reducing the size of 
the stored set of instances while trying to maintain or even improve generalization 
performance by avoiding noise and over-fitting. In [4], numerous instance selection 
methods that can be combined with the proposed technique can be found. 
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Abstract. Many students who enrol in the undergraduate program on 
informatics at the Hellenic Open University (HOU) fail the introductory 
course exams and drop out. We analyze their academic performance, derive 
short rules that explain success or failure in the exams and use the accuracy of 
these rules to reflect on specific tutoring practices that could enhance success. 

1 Introduction 

The Hellenic Open University's (HOU) primary goal is to offer university-level 
education using distance learning methods and to develop the appropriate material 
and teaching methods to achieve this goal. The HOU offers both undergraduate and 
postgraduate studies and its courses were initially designed and first offered in 1998 
following the distance learning methodology of the British Open University. The 
HOU was founded in 1992 and currently (2005) nearly 25,000 students are enrolled. 

The undergraduate programme in informatics is heavily populated, with more 
than 2,000 enrolled students. About half of them currently attend junior courses on 
mathematics, software engineering, programming, databases, operating systems and 
data structures. A key observation is that substantial failure rates are consistently 
reported at the introductory courses. 

Such failures skew the academic resources of the HOU system towards filtering 
the input rather than polishing the output, from a quantitative point of view. Even 
though this may be perfectly acceptable from an educational, political and 
administrative point of view, we must analyse and strive to understand the 
mechanism and the reasons of failure. This could significantly enhance the ability of 
HOU to fine-tune its tutoring and admission policies without compromising 
academic rigour. 

Please use the following format when citing this chapter: 
Kalles, Dimitris, Pierrakeas, Christos, 2006, in IFIP Intemational Federation for Information 
Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. Maglogiannis, I., 
Karpouzis, K., Bramer, M., (Boston: Springer), pp. 9-18 
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There are two key educational problems that have been identified as being core 
aspects of these failures. The first is that these courses are heavy on mathematics and 
adult students have not had many opportunities to sharpen their mathematical skills 
since high-school graduation (which has typically occurred at about 10 years prior to 
enrolling at HOU). The second is that the lack of a structured academic experience 
may have rendered dormant one's general learning skills and attitudes. 

Our approach to investigating this problem uses increasingly rudimentary 
technology for data analysis. We use genetic algorithms to derive short decision trees 
that explain student failure [1,2]. 

In this paper we expand that work by investigating differences in the accuracy of 
the induced models. We focus on short models that are easier to communicate among 
peers and question whether these differences might be attributed to the versatility of 
the tutoring practices. The results support our intuition about which practices better 
smooth out the disadvantages that arise due to some students' special circumstances. 
These results are now used as supporting data when we attempt to convince fellow 
tutors of the potential of some specific tutoring practices. 

This paper is structured in three subsequent sections. In the next section, we 
briefly review the problem of predicting student performance at large, and the related 
techniques we have been using at HOU. We then single out three modules which 
have clearly different policies in dealing with students who have failed an exam and 
devise a set of experiments to observe whether these policies can be evaluated by a 
machine learning model. Finally, we argue about the ability to carry out these 
experiments at a larger scale and discuss the potential implications of our findings 
from an educational point of view. 

2 Background 

The work reported in this paper is part of an effort to analyze data at an institutional 
level, so we first briefly cover some essential background. We first present the 
application domain, then we present some key aspects of the technology used and, 
finally, we summarize the results obtained to date. 

2.1 Operational issues 

The educational philosophy of Open Universities around the world is to promote 
"life long education" and to provide adults with "a second educational chance" [3]. 
The method used is known as "distance learning" education, hence the widely used 
acronym ODL standing for Open-and-Distance-Leaming. 

In open and distance learning, dropout rates are definitely higher than those in 
conventional universities. Relatively recently, the Open Learning joumal published a 
volume on issues on student retention in open and distance learning, where 
similarities and differences across systems is discussed, highlighting issues of 
institutions, subjects and geographic areas [4]. 

The vast majority (up to 98%) of registered students in the "Informatics" 
program, upon being admitted at HOU, selects the module "Introduction to 



Artificial Intelligence Applications and Innovations 11 

Informatics" (ESfFlO). Following that, and according to university recommendations, 
they will typically select the modules "Fundamental Software Engineering" (INFl 1) 
and "Mathematics" (INF 12). These modules are the most heavily populated and 
serve as test-beds for experimentation. 

A module is the basic educational unit at HOU. It runs for about ten months and 
is the equivalent of about 3-4 conventional university semester courses. A student 
may register with up to three modules per year. For each module, a student is 
expected to attend five plenary class meetings throughout the academic year (a class 
contains about thirty students). Each meeting is about four hours long and may be 
structured along tutor presentations, group-work and review of assigned homework. 
Furthermore, each student must turn in some written assignments (typically four or 
six), which contribute towards the fmal grade, before sitting a written exam. 

We have embarked on an effort to analyze the performance of high-risk students 
[1, 2, 5]. Key demographic characteristics of students (such as age, sex, residence 
etc), their marks in written assignments and their presence or absence in plenary 
meetings may constitute the training set for the task of explaining (and predicting) 
whether a student would eventually pass or fail a specific module. It is important to 
mention that the great majority of students dropped out after failing to deliver the 
first one or two written assignments. It is, thus, reasonable to assert that predicting a 
student's performance can enable a tutor to take early remedial measures by 
providing more focused coaching, especially in issues such as priority setting and 
time management. 

2.2 Summarizing the technology: decision trees and genetic algorithms 

Fig. 1. A sample decision tree 

A decision tree [6] for the failure analysis problem could look like the one in Figure 
1. In essence, it conveys the information that a mediocre grade at an assignment, 
tumed in at about the middle (in the time-line) of the module (containing 4 
assignments altogether), is an indicator of possible failure at the exams, whereas a 
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non-mediocre grade refers the alert to the last assignment. An excerpt of a training 
set that could have produced the above tree could be the one shown in Table 1. 

Table 1. A sample decision tree training set 

Assgni 

4.6 
9.1 
7.6 

Assgn2 

7.1 
5.1 
7.1 

Assgns 

3.8 
4.6 
5.8 

Assgn4 

9.1 
3.8 
6.1 

Exam 

PASS 
FAIL 
PASS 

Genetic algorithms can directly evolve binary decision trees [7] that explain and/or 
predict the success/failure patterns of junior undergraduate students. To do so, we 
evolve populations of trees according to a fitness function that allows for fme-tuning 
decision tree size vs. accuracy on the training set. At each time-point (in genetic 
algorithms dialect: generation) a certain number of decision trees (population) is 
generated and sorted according to some criterion {fitness). Based on that ordering, 
certain transformations {genetic operators) are performed on some members of the 
population to produce a new population. This is repeated until a predefined number 
of generations is reached (or no further improvement is detected). 

These concepts form the basis of the GATREE system [8], which was built using 
the GAlib toolkit [9]. A mutation may modify the test attribute at a node or the class 
label at a leaf A cross-over may exchange parts between decision trees. 

The GATREE fitness function is: 

fitness{Treei)= CorrectClassifiedf * 
sizef + X 

The first part of the product is the actual number of training instances that a 
decision tree (a member of a population) classifies correctly. The second part of the 
product (the size factor) includes a factor x which has to be set to an arbitrary big 
number. Thus, when the size of the tree is small, the size factor is near one, while it 
decreases when the tree grows big. This way, the payoff is greater for smaller trees. 
Of course, this must be exercised with care since we never know whether a target 
concept can be represented with a decision tree of a specific size. 

2.3 Summarizing past findings and setting the context 

Initial experimentation [1] consisted of several Machine Learning techniques to 
predict student performance with reference to the final examination. The WEKA 
toolkit [10] was used and the key finding, also corroborated by our tutoring 
experience, is that success in the initial written assignments is a strong indicator of 
success in the examination. A surprising finding was that demographics were not 
important. 

Follow-up experimentation [2] using the GATREE system [8] initially produced 
significantly more accurate and shorter decision trees. That stage confirmed the 
qualitative validity of the original findings (also serving as result replication) and set 
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the context for experimenting with accuracy-size trade offs. That experimentation 
spanned three academic years, covered the three introductory modules INF 10, INFl 1 
and INF2, and validated that genetic induction of decision trees could indeed 
produce very short and accurate trees that could be used for explaining failures. 

We have already documented that drop-out is a significant issue in ODL 
universities. What is most important, however, is that drop-out usually occurs early 
in the studies. Failure on a senior year course should simply postpone graduation as 
the fundamental commitment to studying has been already made. However, failure in 
a junior course, and for the HOU case, this refers to the INF 10, INFll and INF 12 
modules, can contribute to a decision to drop out both because the learning 
investment is not yet large enough to warrant a certain attitude of persistence and 
because the student may not have had the time to familiarize oneself with the 
distance learning mode of education (which, given time, allows one to dovetail 
studying more effectively with other activities). 

By regulations, a student who fails a module examination can sit the exam on the 
following academic year. Such students are only assigned to student groups for 
examination purposes and the group tutor is responsible for marking their papers 
only; we thus refer to them as "virtual" students (should they fail their exam for a 
second year, they must take the module afresh, in which case they are conventionally 
assigned to a group and cease to be virtual). 

Virtual students are not entitled to attending plenary sessions, and to having their 
assignments graded by the group tutor (as a matter of fact they are not even 
requested to submit assignments). In practice this regulation may be relaxed by a 
tutor, who may opt to extend an invitation to attend some plenary sessions to these 
virtual students usually. Usually, all tutors of a module will either accept or decline 
to relax the regulation. Of course, there is no focused follow-up of the progress of 
virtual students, as opposed to the case with typical students. 

Any attempt to address these realities involves a political decision that must 
necessarily take into account the university's administrative regulations. 

One step taken by tutors of the INF 10 and INFll modules is to hold a plenary 
marking session of tutors for each module after an examination, and to discuss 
variations in individual marking styles based on a predefined assignment of points to 
exam questions. This is especially important for problems that involve design or 
prose argumentation. We note that this practice is not widespread within HOU. 

A further ad hoc step taken (during the 2003-4 academic year) by the INFll 
tutors was to group all virtual students in one group and assign one experienced tutor 
to that group, as opposed to the usual practice of distributing virtual students across 
tutors. These students were fully supported by an asynchronous discussion forum 
and by synchronous virtual classrooms. The tutor did neither hold a physical meeting 
nor correct any assignments. This was in line with the HOU regulations and, 
coincidentally, served as a convenient constraint on the "degrees of freedom" of the 
educational experiment. 

We now establish interesting indicators on the effectiveness of these approaches. 
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3 The experimental environment 

We use GATREE for all experiments (even the basic version allows for unlimited 
experimentation with the x parameter in the fitness function, essentially treating x as 
an accuracy-vs.-size bias "knob"). 

For all experiments we used the default settings for the genetic algorithm 
operations (cross-over probability at 0.99, mutation probability at 0.01, error rate at 
0.95 and replacement rate at 0.25). All experiments were carried out using 10-fold 
cross-validation, on which all averages are based. Because the data sets are 
reasonably large, ranging from 500 to 1000 student records, and because 10-fold 
cross-validation is a widely acceptable testing methodology, we opt to not report 
standard deviations. The experiments were made with a 
generations/population: 150/150 configuration. 

All data refer to the 2003-4 academic year. They do not differentiate between 
typical and virtual students. 

Our methodology is the following: we attempt to use the student data sets to 
develop success/failure models represented as decision trees. We then use the 
differences between the models derived when we omit some attributes to reflect on 
the importance of these attributes. The results are then used to comment on 
alternative educational policies for dealing with virtual students. 

We first try to deal with the issue whether we might be able to obtain an overall 
(typical and virtual students included) model that deals with explaining (and, 
ultimately, predicting) exam success, across the three modules that have three 
distinct policies. 

The first experimental session attempted to produce short decision trees that 
could be used to explain the failure model of students in each module. For this, the x 
knob was set to 1000 (the minimum possible value). For each module, four (4) 
experimental batches were conducted and the results are shown in Table 3. 

Table 2. Results for x=1000, gen/pop: 150/150 GATREE decision trees 

Data Set Accuracy (in %) Size (in nodes) 
3 
3 

INF 10: 
INFIO: 
INFIO: 
INFIO: 

INFll: 
INFll : 
INFll: 
INFll: 

INF12: 
INF12: 
INF12: 
INF12: 

Basic 
Basic T 
Basic Y 
Basic_TY 

Basic 
Basic T 
Basic Y 
Basic_TY 

Basic T 
Basic T 
Basic Y 
Basic TY 

78.20 
78.20 
82.58 
82.02 

82.82 
82.05 
81.28 
81.54 

62.37 
63.39 
67.97 
68.81 
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A few words on notation are in order (which apply for all experimental sessions 
reported in this paper). The Basic version of the training set consists of all student 
records, where the only available attributes are the assignment grades and the class 
attribute is the pass/fail flag. The Basic_T version of the training set includes the 
tutor as an attribute, whereas the Basic_Y VQVsion includes as an attribute the year of 
first sitting the exam for that module. The Basic_TY version includes both additions. 
The gen/pop configuration refers to the number of generations and the population 
size. 

The first observation is that the basic model for INF 10 simply has a root and two 
leaves! A slightly larger model, which also tests on the year, is enough to increase 
sizeably the explanation accuracy. 

A casual first observation of the above findings seems to suggest that the tutor 
attribute is relatively not important (note that we acknowledge that we do not report 
our results with statistical significance, but we have opted to focus on educated 
selections of experiments that can demonstrate easily observable trends). 

A further observation is that the INFl 1 module demonstrates a clear "smoothing" 
of model accuracies across the various versions of its training set. We take this to be 
a first indication of the success of the INFll approach to virtual students as it 
essentially conveys the information that the failure explanation must be traced solely 
to academic performance (i.e. assignments). 

Very short trees may be very concise to communicate but might lack the 
representational power to detect delicate regularities in the data. We have thus 
followed-up the experimental results above with increasing x to 10000 to allow for 
larger trees to be generated. However, for space reasons, we will directly jump to the 
case where this "tweaking" of the x knob, was accompanied by larger-scale 
experimentation in terms of generations and populations as well. 

The results are shown in Table 4. (Note that we have dropped the reporting of 
model sizes as they were very close to the ones reported for the shorter experiments.) 

Table 4. Results for gen/pop:300/300 GATREE decision trees 

Data Set Accuracy, x = 1000 (in %) Accuracy, x = 10000 (in %) 
INFIO: Basic 78.20 77.42 
INF10:Basic_T 78.20 77.30 
INFIO: Basic_Y 83.60 84.61 
INFIO: Basic_TY 83.37 83.60 

INFll: Basic 82.05 79.74 
INFll : Basic_T 81.28 80.26 
INFll: Basic_Y 82.31 84.36 
INFll: Basic_TY 81.03 83.33 

INF12: Basic 62.54 65.08 
INF12: Basic_T 63.73 64.07 
INF12: Basic_Y 70.51 72.03 
INF12: Basic TY 70.68 73.05 
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The results are very interesting, to say the least. 
Starting from the INF 11 module, we see that the short trees are indeed excellent 

as far as consistency goes. When we go to larger trees, the year attribute creates a 
performance gap that was not evident before. 

This has a two-fold interpretation. On one hand, the larger trees now produced 
seem to be less well-fitted than the smaller ones (note the accuracy reduction for 
non-year-inclusive data-sets). This could well be an indication of over-fitting. On the 
other hand, it suggests that the year attribute has importance; this would concur well 
with the explanation that students who have failed to pass through the examination 
filter may be unlikely to have confidence to pursue their studies actively. 

Is this finding contradicting the shorter experiments? One needs to examine the 
results for the other modules to glimpse at the (negative) answer. 

First, we observer that for INF 12, the year attribute remains a top contributor to 
the model. For INF 10 and INF 11 short trees again suggest that the year attribute is 
less important than for INF 12, quite markedly so for INF 11, where the year attribute 
is essentially suppressed. For larger trees, both for INF 10 and INF 11, the importance 
of the year attribute seems to rise but at the expense of an overall reduction trend for 
the Basic models. This lends weight to the over-fitting argument but still is plausible, 
as we said above, since one cannot easily wipe out the a priori disadvantage of 
virtual students. 

However, we also note that the increase in accuracy for the INF 10 models that 
use the year attribute is easily seen to be less that the corresponding accuracy for the 
INF 12 models. This observation combined with the observation that the average 
accuracies for INF 10 are also larger than the average accuracies for INF 12 may be 
also interpreted as an indicator that the plenary "marking" session of INFIO helps 
trim out potential grading inconsistencies. Of course, this may be also a contributor 
to the underlying quality of the INF 11 models, but at the resolution level we are 
working, we cannot easily confirm or refute the level of this contribution. 

Summarising, the importance of the year attribute is only evident for larger trees 
for the modules that employ the post-exam plenary marking session. Still, that rising 
importance is clearly less evident than in the INF12 module. Moreover, that evidence 
is still less proclaimed for the INF 11 module that employs a further approach to 
dealing with virtual students. 

4 Conclusions - Focusing on the application domain 

We believe that, as of yet, we do not need to experiment with still larger trees, larger 
populations and more generations, just like we have so argued before [2], We have 
observed that large trees give easily rise to the over-fitting phenomenon and that 
relatively few generations and reasonably small populations could deliver directly 
usable results. Furthermore, a small accurate model is a very important tool at the 
hands of a tutor, to assist in the task of continuously monitoring a student's 
performance with reference to the possibility of passing the final exam. Our setting 
of parameter x in the accuracy-size trade-off in this paper again confirms this view. 
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We intend to continue favouring GATREE compared to other software for the 
particular data analysis tasks, because it incurs a less steep learning curve on the part 
of a user. However, we have used other software as (simply) another way of 
replicating the results in the data sets that we have used [2]. 

We cannot yet answer whether the approach of the INF 11 tutors is an approach 
that would have had replicable educational results in the other modules. The most 
obvious reason is that exact replication of the above experiments is impossible. Had 
we wanted to experiment with INF 11 approach in INF 10, we cannot hope to ever 
again observe the given set of students and their assignment to groups within 
modules, as well as the given set of tutors and their assignment to groups. This is one 
of the reasons that we progressively narrowed down our experiments: we started at 
only one undergraduate programme, then focused on the most junior and well-
subscribed modules, then singled out the two ones that demonstrated one difference 
only at the policy level. 

Having taken these careful steps, we believe that, when one focuses on limiting 
drop-out, the presented analysis suggest that the effective smoothing-out of the year-
and-tutor factors in the success-failure model should benefit from a purely 
educational decision: by assigning an experienced tutor to directly deal with virtual 
students. The other alternative, which is to train all tutors to be more active in 
discussion fora and more proficient in virtual classroom techniques, may be a grand 
goal with far-reaching benefits, but could demand a substantial mentality shift of the 
tutors and substantial vocational training resources, entailing significant political 
decisions. 

Are the conclusions and the advice too strong? We think not, taking into account 
that differences are in the order of several percentage points, with consistent standard 
deviations, whereas individual performances are in the order of 70% (and not, for 
example, 95%, where a few percentage points might be less important). Moreover, 
the validity of the results is strengthened by the fact that we have conducted the 
experiment in the most controlled of environments. An obvious extension of this 
work is to try to see whether differences are more or less pronounced in less 
controlled environments (for example, in senior year modules, where the student 
population is drawn from more than one academic admission stage). 

This observation then sets the context for the wider goal of this research. We 
investigate the building an "early warning and reaction system" for students with 
"weak" performance. This research has also operational and political aspects, besides 
the obvious technical ones. 

From both an operational and technical viev^oint, one must set a scheme to 
validate the performance of a model based on subsequent years' statistics and not 
simply on cross-validation testing. It is important to note that the approach is self-
contained in the sense that it can be readily applied to data available at the university 
registry. 

Deplo3dng this scheme as an organization-wide process would also lend support 
to our preference for short models. We believe that a small accurate model is a very 
important tool at the hands of a tutor, to assist in the task of continuously monitoring 
a student's performance with reference to the possibility of passing the final exam. A 
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small model is easier to communicate among peers, easier to compare with 
competing ones and can have wider applicability. 

Political issues are much subtler, of course, and we have already pin-pointed one. 
A sensitive point is that it would be unwise to simply consider the higher or 

lower overall absolute accuracy rate of (any) model in one module as an indicator of 
success of an approach, at least at this early stage of the research. It is for this reason 
that in the experiments described above we never pit one module's accuracy against 
another module's accuracy; besides referring to different student populations 
(including differences in population sizes), a module also refers to different tutors 
and to another scientific field. 

We believe that such an approach would distract us from our goal. What is more 
important, we claim, is to detect and observe the trends within the module itself and 
try to understand what actions need to be taken at the module level. 

In [2] we argued that using a system like GATREE and an approach like the one 
documented above to produce and operationally use success/failure models raises the 
fundamental question of whether we measure the performance of actors (students or 
tutors) or the performance of the system at large (the ODL system implemented in 
HOU). We also conjectured that it is the latter altemative that has the most potential 
from an educational point of view. 

Given that we have successfully used raw data (student records) to a posteriori 
justify an educational policy, as opposed to compute an individual student modQl per 
se, we believe that this conjecture is now better founded. 
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Abstract. Decision trees are commonly employed as data classifiers in various 
research fields, but also in real-world application domains. In the fuzzy neural 
framework, decision trees can offer valuable assistance in determining a 
proper initial system structure, which means not only feature selection, but 
also rule extraction and organization. This paper proposes a synergistic model 
that combines the advantages of a subsethood-product neural fuzzy inference 
system and a CART algorithm, in order to create a novel architecture and 
generate fuzzy rules of the form "IF - THEN IF", where the first "IF" concerns 
the primary attributes and the second "IF" the secondary attributes of the given 
dataset as defined by our method. The resulted structure eliminates certain 
drawbacks of both techniques and produces a compact, comprehensible and 
efficient rulebase. Experiments in benchmark classification tasks prove that 
this method does not only reduce computational cost, but it also maintains 
performance at high levels, offering fast and accurate processing during real
time operations. 

1 Introduction 

Neuro-fuzzy modeling involves two stages: Parameter Identification and Structure 
Identification. The former is concerned with the adjustment of system parameters, 
such as the membership functions, the antecedent and consequent weights and so on, 
while the latter is related to finding a suitable number of rules, a feature selection 
scheme and a proper partition of the feature space, which usually is applied as an 
initialization technique in order to improve learning [1]. 

For structure identification the literature offers several heuristic but practical and 
systematic approaches, realized either by unsupervised learning and clustering (fuzzy 
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c-means, k-means, etc) or supervised techniques, such as the CART-ANFIS 
combination [2]. However, the problem of structure identification in fuzzy modeling 
is by no means solved; there are many issues in practice remain to be addressed; the 
"curse of dimensionality" and fmding the optimum number of rules being the most 
significant. 

Decision trees as classification tools have a solid statistic foundation and offer 
advantages that make them suitable for high-dimensional data [3]. They are 
considered to be a nonparametric method and are capable of handling datasets with 
missing values or possible errors. Decision trees are also characterized by their 
ability to identify features with the most information, which may lead to 
dimensionality reduction, if exploited. However, decision tree algorithms suffer from 
certain drawbacks. They use the "divide and conquer" method and partition the 
feature space into mutually exclusive regions, thus they tend to perform well if few 
highly relevant attributes exist, but less so if many complex interactions are present. 
Moreover, decision trees show over-sensitivity to the training set due to their greedy 
behavior and their "generaUzation" capabilities are low. Noise and irrelevant 
attributes may very well affect their performance. 

The combination of decision trees and neuro-fuzzy systems constitutes a solid 
approach to fuzzy modeling. This derives from the fact that decision trees offer a fast 
and efficient way to produce distinct rules and select relevant inputs, thus producing 
a roughly correct and compact structure. On the other hand, neuro-fuzzy networks 
demonstrate the ability to adapt and operate in both numeric and linguistic 
environments, they can refine the rules by learning from data and increase the 
"generalization" abilities of the system. In the special case where the neuro-fuzzy 
model incorporates a fuzzy product operator to aggregate activities at a rule node, the 
associations between attributes can be estimated and exploited. 

Our approach suggests the use of a CART algorithm [4] to induce a top-down 
tree structure, where each path to a terminal node represents a rule. To "fuzzify" 
these rules we convert the resulted partitions of the primary feature's space into 
clusters. The clusters (rules) that show low reliability, as indicated by the decision 
tree, undergo a novel process, where the fuzzy c-means (FCM) clustering method is 
applied on the related patterns using only the secondary features, if any, so as to 
create two new rules on the same feature-space region. The resulted rulebase is 
implemented in a subsethood product neuro-fuzzy architecture and a gradient 
descent learning procedure is employed in order for the rules to be fine-tuned. 
Experiments in benchmark classification tasks show that the rules extracted by this 
method, not only reduce computational cost, while keeping performance at high 
levels, but offer also high interpretability due to the fact that both decision trees and 
neural fuzzy systems generate easily comprehensible rules. 

The paper is divided in the following sections: Section 2 describes the 
methodology of rulebase generation based on the CART algorithm, whereas in 
Section 3 we present the architecture and functionality of the subsethood-product 
neuro-fuzzy model. Experimental results can be found in Section 4, while useful 
deductions and plans for future research conclude the paper in Section 5. 
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2 Rule Generation using Decision Trees 

It has been shown in various comparative studies that most decision tree algorithms 
fit into a simple algorithmic framework, whereas the differences concentrate on the 
tree growing criteria and the ways trees are pruned [3]. 

To construct an appropriate decision tree for our purposes, we utilize the CART 
algorithm which first grows the tree extensively based on a training data set, and then 
prunes the tree back based on a minimum cost-complexity principle [4]. To grow the 
classification tree, we employ the Twoing impurity function, which, at each node t 
selects a split that minimizes the following expression: 

where pi and /?,. are the percentages of cases in the splitting node / that branch left 
and right, p/ti) and p/tr) are the probabilities of a data point in class j , given that the 
data set comes from the left and right children, respectively. The justification of the 
twoing rule can be found in the CART monograph [4]. The cost-complexity 
measure, as shown in several studies, tends to over-pruning, which creates smaller 
trees, but less accurate [5], [6]. This is desirable in our methodology since the 
resulted rules will be fine-tuned later on. 

Our approach in structure identification involves two successive stages; the 
initial generation of the rulebase and the propagation of the less capable rules into a 
subsequent layer for further evaluation. 

2.1 Phase 1: Generation of Initial Rulebase 

Once the decision tree is constructed, we consider each path that leads to a leaf to 
represent a Rule. However, the rules created by a decision tree, as noted above, are 
crisp and partition the data space into mutually exclusive regions. Therefore, we 
need to convert these rules into a form that conforms to the multivariate concept. 

Instead of partitioning, we introduce a cluster analysis approach. We define a 
cluster C by a center /c, which is the mean value of the patterns that belong to the 
resulted partition (crisp rule) of the feature-space, and a spread a, which represents 
the respective standard deviation. Since the cluster analysis approach is multivariate 
by definition, whereas the decision tree is univariate at each split, we assign random 
values, within the feature limits, to those attributes that do not take part in the 
specific crisp rule as defined by the tree. At this point, we should add some 
definitions that will be used extensively throughout the paper. 

The attributes that participate in this procedure, that is the features the decision 
tree as a whole has selected to use, will be called primary attributes for the purposes 
of this paper. Those attributes that do not take part in the constructed decision tree, 
are called secondary attributes. If the total number of attributes of the dataset is N, 
then the number of the primary attributes is always M <N. In a high dimension 
problem it is usually M«N. 
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Consequently, the rules that involve only the primary attributes compose the 
Primary Rule set, while the rules that are formed by the secondary attributes form the 
Secondary Rule set. The following step of our method deals with the latter type of 
rules. 

2.2 Phase 2: Rule Bisection and Propagation 

This second phase evaluates the resulted rules and performs certain actions on them, 
if required. More explicitly, the clusters that include very few patterns (1-2) are 
ignored, since those patterns are regarded as outliers, while the rules produced by 
phase 1 that present low classification reliability according to a reliability criterion 
subject to further processing. The proposed reliabiUty measure R is an extension of 
the method suggested in [7], where the reliability criterion is the difference between 
the two greatest output values. In our approach, the difference value is normalized to 
enhance the consistency of the result. This extended measure can be formulated for a 
classifier as follows: 

^ ~ (Ywinl - Yw!n2) "^^winl ( 2 ) 

where Y^i„] is the classification output of the leaf node for the class with the greatest 
value and r /̂„2 is the classification output for the class with the second greatest 
value. 

If this confidence criterion is below a certain threshold, then the system considers 
the current rule insufficient and fires up the process of rule bisection. For this reason, 
we execute the FCM clustering algorithm requesting 2 clusters on the patterns that 
constitute the particular rule-cluster, but only on the attributes that do not take part in 
the tree structure; the secondary attributes. If there is none, then we perform the 
same clustering procedure with all the attributes of the problem, but this is not 
usually the case in tasks of high dimension. 

In other words, we force the terminal node of the tree to "grow" two new 
multivariate leaves based on the less informative, according to the tree, features. 
These new rules aim to find a better solution (clustering) in the selected data space 
by exploiting all those attributes, K = N - M, that the tree have omitted. This leads to 
a novel system structure with enhanced abilities that will be discussed in detail in the 
next section. 

2.3 Example of Rule Generation Procedure 

As a simple example, we use the iris data set. The iris data set consists of 150 four-
dimensional patterns, therefore N=4, which are categorized into three subspecies of 
the Iris flower, namely Iris setosa^ Iris versicolor, and Iris virginica. The four 
features represent the sepal length, sepal width, petal length, and petal width 
measurements on the Iris flower. The generated tree is shown in figure 1. 

It is apparent that the decision tree, as a whole, requires only two out of the four 
attributes to produce this result, namely petal length (PL) and petal width (PW), 
which implies that M=2, Therefore, we assume that all generated clusters are 
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described by these two attributes, even if some of the paths contain only one attribute 
(like that path leading to node 1), in which case we fill in a random value within the 
limits that characterize the missing feature (e.g. the petal width feature for node 1). 

y 
versicolor 

Fig. 1. Example of a decision tree for the Iris data using the CART algorithm 

During the second phase, the leaf node 5 is removed due to its low population 
and leaf node 3 is split, since it presents low reliability, into two new rules defined 
by the secondary attributes of the dataset, which are the sepal length and width. The 
system results with 4 primary rules and 2 secondary rules as its initial structure. 

3 System Architecture and Operational Details 

The proposed system follows the paradigm of [8], as in the numeric inputs are 
fiazzified using feature-specific Gaussian fuzzy sets and linguistic inputs are 
presented as is. The antecedent and consequent weights are represented as Gaussian 
fiizzy connecfions of the network. The model employs a mutual subsethood-based 
activation spread and a product aggregation operator, bounded between zero and one, 
which works in conjunction with volume defuzzification in a gradient descent 
learning framework. In addition, human expert knowledge can be embedded directly 
in the form of fiizzy "IF-THEN" rules. 

Using the product operator, instead of the more common fiizzy min operator for 
activity aggregation offers certain important advantages. It does not ignore 
informafion regarding the dimension of the input and provides a better estimate of 
the joint strength of the features involved. It is also capable of better discrimination, 
since it can clearly differentiate between inputs and weight vectors over a wide range 
of spreads. This approach leads to high performance and economy in parameters, but 
it also carries a significant drawback. In problems where the dimensionality of the 
feature space is large, the product operator produces values very close to zero, given 
that each factor assumes values between zero and one. Theoretically, if the 
dimension is set beyond a certain finite number, the value of which depends on the 
computing device, the product operator will underflow and equate to zero. Therefore, 
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there is an upper limit on the dimension a subsethood product based system can 
handle and this is one of the issues our approach addresses with its dimensionality 
reduction capabilities. 

Input 
J.aver 

Priniiary j Sccf.:).acia.ry 
R.uIcLayer j Rule I-aycr 

C:)ucpv3t: 
I.aver 

Fig. 2. System architecture. The less reliable primary rule PRr propagates its firing strength to 
the next layer when it is required, where the secondary attributes form two secondary rules. 

The architecture of the proposed neural fuzzy model that constitutes the main 
difference from previous similar works is presented in figure 2. Fuzzy weights Wy 
from input nodes / to rule nodes j are modeled by the center wj and spread vif of a 

Gaussian fuzzy set and denoted by Wij=(wf., w^.)- In a similar fashion, consequent 

fuzzy weights from rule nodes y to output nodes k are denoted by Vjk = (vy , v j / The 

spread of the /-th fuzzified input element is denoted as x'^, while x^j is obtained as 

the crisp value of the /-th input feature element. The net value of the transmitted 
signal along the fuzzy connections is quantified by the extent of overlap between the 
two fuzzy sets, known as mutual subsethood. All mutual subsethood expressions, 
gradient descent learning and weight updating equations are omitted, due to lack of 
space, but can be found in [8]. 

In our approach, two rule layers exist; the Primary rule layer and the Secondary 
rule layer. Only one of the two is active at any given time and thus, only the weights 
that fan-in and out of the activated layer are updated. This behavior could also be 
depicted as two different networks. 

During normal operation the Primary rule layer is responsible for the output. If 
an unreliable rule obtains the maximum value over all Primary rules then the 
secondary rule layer is activated. When that occurs, we sum up the product of all 
mutual subsethoods of the primary attributes that lead to the Primary rule in question 
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and the product of mutual subsethoods of the secondary attributes that are directed to 
the secondary rule. We are forced to follow this approach due to the nature of the 
product operator that requires the same number of factors in order to produce 
comparable values and the same order of magnitude for a balanced weight update. 
Thus, if ẑ ^ is the firing strength of rule PRr, then the activation strength Zq of rule SRq 
is given by: 

(3) 

The output y/c over the k classes is determined using standard volume based centroid 
defuzzification and its expression for our system is: 

Qip) (4 ) 

p 7 = 1 

Q(P) 

7 = 1 

where Q(p) is the total number of rules that affect the result for the given pattern p. 
This robust and flexible structure scheme consolidates a new architecture in fuzzy 
modeling that enjoys the benefits of the dynamically reduced dimensionality. 

4 Experimental Results 

We test the performance of the system on 2 datasets, namely the Ionosphere data and 
the Pima Indians Diabetes data, both of which can be found at the UCI repository ̂  
The Ionosphere data set includes 351 records of 34 attributes each that were 
collected by a radar system in Goose Bay, Labrador. The values are categorized in 2 
classes labelled Good and Bad. The Pima Indians diabetes data set, on the other 
hand, consists of 768 patterns of 8 attributes taken from the National Institute of 
Diabetes and Digestive and Kidney Diseases. The classes are of binary form 
denoting positive and negative results in diabetes tests. 

For our experiments we split the dataset into a training set and a testing set 
dividing the patterns in a rough 40% - 60% ratio, respectively. In each experiment, 
we extract an initial rule base using the CART algorithm as described in section 2 
and train the fuzzy-neural network for 100 epochs with a fixed learning rate of 0.001. 
The results presented in Table 1 show the average of 10 such experiments. 

Table 1. Experimental Results and testing accuracy comparison to other known methods .̂ 
The numbers in parenthesis in the Primary Rules field denote the number of unreliable rules. 

Datasets Our Approach Accuracy of other known methods 

Available at http://www.ics.uci.edu/~mlearn/MLRepositorv.html 
Available at http://www.phvs.uni.torun.pl/kmk/proiects/datasets.html 
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Attributes Prim. Sec. Accuracy SVM MLP+BP CART kNN, 
(PrimaryATotal) Rules Rules (%) k=l 

Pima 6/8 15(6) 12 78.25 77.6 76.4 72.8 71.9 
Indians 

Ionosphere 6/34 7(1) 2 94.4 93.2 96 88.9 92.1 

5 Conclusions - Future Work 

This paper describes a novel methodology of rulebase generation and configuration 
by exploiting the decision trees' unique properties of feature selection and structure 
identification combined with a clustering technique. We first convert the crisp 
partitions created by the CART algorithm into clusters, each defined by a hyper-
ellipsoid that takes into account only the primary, as selected by the tree, features. 
The rules-clusters that are considered insufficient according to a reliability measure 
are bisected by the FCM algorithm and propagate to a secondary network layer, 
where only the secondary attributes participate. 

In other words, our system generates rules of the form "IF-THEN IF" where the 
first "IF" concerns the primary attributes and the more distinct regions of the dataset, 
while the second "IF" employs the secondary attributes in order to search for a better 
partitioning in the more "fuzzy" areas of the problem at hand. These rules are then 
fine-tuned by a fuzzy neural network that employs a product aggregating operator 
that estimates the joint strength of all inputs in contrast to the more common fuzzy 
min approach. 

Further work on the same field includes the use of different algorithms to split 
the rules of low reliability, such as the execution of a new decision tree at each node 
that performs poorly and the exploitation of different aggregation operators, such as 
the harmonic mean, besides the inner product for rule activation. Various alternatives 
concerning the reliability measure is also an issue under consideration. 
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Abstract. In this paper, we discuss the visuaHzation of multidimensional data. 
A well-known procedure for mapping data from a high-dimensional space 
onto a lower-dimensional one is Sammon's mapping. The algorithm is 
oriented to minimize the projection error. We investigate an unsupervised 
backpropagation algorithm to train a multilayer feed-forward neural network 
(SAMANN) to perform the Sammon's nonlinear projection. Sammon mapping 
has a disadvantage. It lacks generalization, which means that new points 
cannot be added to the obtained map without recalculating it. The SAMANN 
network offers the generalization ability of projecting new data, which is not 
present in the original Sammon's projection algorithm. Retraining of the 
network when the new data points appear has been analyzed in this paper. 

1 Introduction 

Feature extraction is the process of mapping the original features into fewer features, 
v^hich preserve the main information of the data structure. Feature extraction for 
exploratory data projection enables high-dimensional data visualization for better 
data structure understanding and for cluster analysis [4]. Furthermore, when the 
dimensionality of the projection space is two-dimensional the structure of the 
original dataset can be inspected visually and conclusions on clustering tendencies 
can be straightforwardly drawn. 

The problem of data projection is defined as follows: given a set of high 
dimensional data points, project them to a low-dimensional space so that the result 
configuration would perform better than the original data in further processing such 
as clustering, classification, indexing and searching [3, 5]. Data projection has 
important applications in pattern analysis, data mining, and neural science. The 
visual inspection of the data can provide a deeper insight into the data, since 
clustering tendencies or a low intrinsic dimensionality in the data may become 
apparent from the projection. In general, this projection problem can be formulated 
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as mapping a set of n vectors from an J-dimensional space onto an w-dimensional 
space, with m<d. 

A large number of approaches for data projection are available in pattern 
recognition literature [2, 3]. A well-known method to project data is Principal 
Component Analysis (PCA) which provides mean-square optimized linear projection 
of data. Another classic method is the Multi-Dimensional Scaling (MDS) that works 
with inter-point distances and gives a low-dimensional configuration that represents 
the given distances best. One of the popular MDS-type projection algorithms is 
Sammon's method [9]. It is a simple but useful nonlinear projection technique that 
attempts to create a two-dimensional configuration of points in which interpattern 
distances are preserved. Sammon's mapping is an iterative nonlinear procedure. 

The problem of finding the right configuration in a low-dimensional space is an 
optimization problem: we are interested in obtaining such a configuration that some 
stress function yields minimum. In general, this optimization problem is difficult 
because of the very high dimensionality of the parameter space. The stress function 
is optimal when all the original distances d.. are equal to the distances of the 
projected points d... However, this is not likely to happen exactly. 

The finding a projected map usually starts from the initial configuration of points 
(e.g. randomly chosen), and then the stress is calculated. Next, the configuration is 
improved by shifting around all points in small steps to approximate better and better 
the original distances (thus decreasing the stress). This process is reiterated, until the 
map corresponding to a (local) minimum of the stress is found. 

Mao and Jain [7] have suggested a neural network implementation of Sammon's 
mapping. A specific backpropagation-like learning rule has been developed to allow 
a normal feedforward artificial neural network to learn Sammon's mapping in an 
unsupervised way, called SAM ANN. As an alternative to SAMANN's unsupervised 
learning rule, one could also train a standard feedforward artificial neural network, 
using supervised backpropagation on a previously calculated Sammon's mapping. 
Although it requires much more computation, as it involves two learning phases (one 
for Sammon's mapping, one for the neural network), it should perform at least as 
well as SAMANN [8]. 

In Mao and Jain's implementation the network is able to project new patterns 
after training - a property Sammon's mapping does not have. A drawback of using 
SAMANN is that the original dataset has to be scaled for the artificial neural 
network to be able to find a correct mapping, since the neural network can only map 
to points in the sigmoid's output interval, (0,1). This scaling is dependent on the 
maximum distance in the original dataset. It is therefore possible that a new pattern, 
shown to the neural network, will be mapped incorrectly, when its distance to a 
pattern in the original dataset is larger than any of the original interpattern distances. 
Another drawback of using SAMANN is that it is rather difficult to train and it is 
extremely slow. 

In this paper, we proposed two strategies for retraining the neural network that 
realizes multidimensional data visualization. 
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2 A Neural Network for Sammon's Projection 

Sammon's nonlinear mapping is an iterative procedure to project high-dimensional 
data into low-dimensional configurations. Sammon used a steepest descent method 
(diagonal Newton method) for optimization. 

Suppose that we have n data points, Xj = (%,-x:/2---5^/j), / = ! , . . . , « , in a J-
space and, respectively, we define n points, Y^ = (y^^^ya-'-^yim)> ?' = 1?• • •,'^, in a w-
space {m<d). The pending problem is to visualize these (i-dimensional vectors 
Z^,/ = !,...,c/ onto the planei?^. Let d.. denote the distance between X. and 
X. in the input space, and d^. denote the distance between the corresponding points 
Y. andy. in the projected space. The Euclidean distance is fi-equently used. The 
projection error measure E is as follows: 

E is commonly referred to as Sammon's stress. It is a measure of how well the 
interpattem distances are preserved when the patterns are projected from a higher-
dimensional space to a lower-dimensional space. The stress equal to 0 indicates a 
lossless mapping. The steepest descent procedure may be used to search for a 
minimum of E. Sammon's stress is designed so that short distances contribute more 
to the value of E. In the process of minimizing E, therefore, the mapping gives a 
greeter priority to the preservation of short distances rather than the long ones. That 
is why the mapping is capable of unfolding high dimensional data manifolds. 
Though the algorithm also considers long distances, however, it may fail to unfold 
strongly twisted patterns. 

Sammon's algorithm involves a large amount of computations. Since, n{n-\)/2 
distances have to be computed for every step within an iteration, the algorithm soon 
becomes impractical for a large number of patterns. Sammon's algorithm does not 
provide an explicit function governing the relationship between patterns in the 
original space and in the configuration (projected) space. Therefore, it is impossible 
to decide where to place the new J-dimensional data in the final w-dimensional 
configuration created by Sammon's algorithm. Sammon's algorithm has no 
generalization capability. In order to project new data, one has to run the program 
again on pooled data (old data and new data) [4]. 

SAM ANN network for two-dimensional projection is given in Figure 1. It is a 
feedforward neural network where the number of input units is set to be the feature 
space dimension d, and the number of output units is specified as the extracted 
feature space dimension m. They have derived a weight updating rule for the 
multilayer perceptron neural network that minimizes Sammon's stress, based on the 
gradient descent method. The general updadng rule for all the hidden layers, 
/ = 1,..., L - 1 and for the output layer (/ = L ) is: 
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where cOjj^ is the weight between the unit j in the layer / - 1 and the unit k in the 
layer /, ri is the learning rate, y^"^ is the output of the yth unit in the layer /, and ju 
and V are two patterns. The Â ^̂  are the errors accumulated in each layer and 
backpropagated to a preceding layer, similarly to the standard backpropagation. The 
sigmoid activation function whose range is (0.0,1.0) is used for each unit. However, 
in the neural network implementation of Sammon's mapping the errors in the output 
layer are functions of the interpattem distances. In each learning step, the artificial 
neural network is shown by two points. The outputs of each neuron are stored for 
both points. The distance between the neural network output vectors can be 
calculated and an error measure can be defined in terms of this distance and the 
distance between the points in the input space. From this error measure a weight 
update rule can be derived. Since no output examples are necessary, this is an 
unsupervised algorithm. 

Hidden layers 
Input layer Output layer 

Fig. 1. SAM ANN network for two-dimensional projection 

The SAMANN Unsupervised Backpropagation Algorithm [7] is as follows: 
1. Initialize the weights randomly in the SAMANN network. 
2. Select a pair of patterns randomly, present them to the network one at a time, and 

evaluate the network in a feedforward fashion. 
3. Update the weights in the backpropagation fashion starting from the output layer. 
4. Repeat steps 2-3 a number of times. 
5. Present all the patterns and evaluate the outputs of the network; compute 

Sammon's stress; if the value of Sammon's stress is below a prespecified 
threshold or the number of iterations (from steps 2-5) exceeds the prespecified 
maximum number, then stop; otherwise, go to step 2. 

The rate, at which artificial neural networks learns, depends upon several 
controllable factors. Obviously, a slower rate means that a lot more time is spent in 
accomplishing the learning to produce an adequately trained system. At the faster 
learning rates, however, the network may not be able to make the fine 
discriminations possible with a system that learns more slowly. When the learning 
rate is very small, the weight adjustments tend to be very small. Thus, if rj is small 
when the algorithm is initialized, the network will probably take an unacceptably 
long time to converge. 
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3 Strategies for Retraining of the SAMANN Network 

After training the SAMANN network, a set of weights of the neural network are 
fixed. A new vector shown to the network is mapped into the plane very fast and 
quite exactly without any additional calculations. However, while working with large 
data amounts there may appear a lot of new vectors, which entails retraining of the 
SAMANN network after some time. That is why two strategies for retraining the 
neural network that realizes multidimensional data visualization have been proposed 
and then analysis made. Retraining of the network has to be efficient and the training 
algorithm has to converge rapidly. It has been established that training of the 
SAMANN neural network requires much calculations, therefore we strive to obtain 
new weights and a precise data projection as soon as possible. 

The strategies of the neural network retraining data are as follows: 
1. The SAMANN network is trained by Â ; initial vectors, a set of weights Q\ is 

obtained, then the visualization error E(Ni) is calculated and vector projections are 
localized on the plane. After the emergence of Â2 new vectors, the neural network 
is retrained with all the N1+N2 vectors, and after each iteration the visualization 
error E(Nj-^N2) is calculated and the computing time is measured. The new set of 
SAMANN network weights CD2 is found. 

2. The SAMANN network is trained by Nj initial vectors, a set of weights co^ is 
obtained, and the visualization error E(Nj) is calculated. Since in order to renew 
the weights co, a pair of vectors // and v is simultaneously provided for the 
neural network, the neural network is retrained with 2*N2 vectors at each 
iteration: at each step of training one vector is taken from the primary dataset and 
the other from the new one. After each iteration the visualization error E'fTVy+Ay 
is calculated and the computing time is measured. The new set of network weights 
6>2 is found. 

Two datasets have been used in the experiments: 
1. Iris Dataset (Fisher's iris dataset) [10]. A real dataset with 150 random samples of 

flowers from iris species setosa, versicolor, and virginica. From each species there 
are 50 observations of sepal length, sepal width, petal length, and petal width in 
cm. The iris flowers are described by 4 attributes. 

2. 300 randomly generated vectors X^ =(x,i,...,x^„)Gi^" (three spherical clusters 

with 100 vectors each, n=5): 

x^.G[0,0.2],/=l,...,100;7=l,...,5, l^iOA-Xyf <0.1 

jc^.G[0.4,0.6],/=101,...,200;7=1,...,5, 2 ] (0 .5 -x^ )^ <0.1 

x^.G [0.8,1],/=201,...,300;7=1,...,5, 1^(0.9-x^)^ <0.1 
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These two datasets were divided into two parts: the primary dataset and the set of 
new vectors. The first part is used for primary training of the SAM ANN network, 
while the new part together with the primary dataset - for retraining the network. 

In the analysis of strategies for the network retraining, a particular case of the 
SAMANN network was considered: a feedforward artificial neural network with one 
hidden layer and two outputs {d=2). In each case, the same number {n2=20) of 
neurons of the hidden layer was taken and the set of initial weights was fixed in 
advance. To visualize the initial dataset, the following parameters were employed: 
the number of iterations M= 10000, the training parameter ;; = 10; to visualize the set 
of new vectors: the training parameter was rj = \, and the number of iterations 
depended on the strategy chosen. One iteration in our research means showing all 
pairs of samples to the neural network once. 

In the Iris dataset, 50 vectors were used for retraining. In the randomly generated 
set, 90 vectors were used for retraining: 30 vectors for the different clusters. 

When calculating, the time of algorithm performance was measured. Figure 2 
and Figure 3 demonstrate the results of calculation. Only the results of retraining the 
SAMANN network with the new vectors are indicated in the figures. The first 
strategy 3aeld good results, however retraining of the network is slow. The best 
visualization results are obtained by taking points for network retraining from the 
primary dataset and the new dataset (second strategy). The second strategy enables 
us to attain good visualization results in a very short time as well as to get smaller 
visualization errors and to improve the accuracy of projection as compared to other 
strategies (Figure 3 illustrates this fact best in the experiment with the dataset of 
random numbers). The proposed second strategy makes it possible to reduce the 
duration of calculation a great deal in case there are considerably less new vectors 
than the initial ones. 

Figures 4a and 4b illustrate mapping results of the iris dataset in two different 
cases: (1) the network has been trained by 150 vectors (Figure 4a); (2) the network 
has been trained by 100 vectors and retrained using the second strategy (Figure 4b). 
The interlocation of points is similar in the figures. This indicates a good quality of 
the retraining. Very high similarity of Figures 4a and 4b leads to the idea of 
possibility to minimize the training time consumption via dividing the training 
process into two subprocesses: (1) training of the network by a part of the data 
vectors; (2) retraining of the network by the remaining part of the dataset. 

0,014 

Fig. 2. Dependence of the projection error on the computing time for the Iris dataset 
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Fig. 3. Dependence of the projection error on the computing time for randomly generated 
vectors 
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Fig. 4. Mapping results of the Iris dataset: a) training by 150 vectors; b) training by 100 
vectors and retraining by 50 vectors 

4 Conclusions 

Mapping problem usually is formulated as an optimization one. The experiments 
were carried out both on artificial and real data. Retraining of the SAMANN network 
when the new data points appear and the ability of network generalization to 
visualize new data have been analyzed. 

Two strategies for retraining the neural network that visualizes multidimensional 
data have been proposed and investigated. It is important that retraining of the neural 
network were efficient and the training algorithm were faster convergent, therefore 
effort was put to obtain a new set of weights in a shorter time. The experiments have 
shown that it is expedient to take one vector from the primary dataset and the other 
from the new one at every step of training. This strategy yields smaller visualization 
errors faster. 
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Abstract. The paper presents a hybrid adaptation method that combines a 
knowledge-based approach with reinforcement learning and a simulated 
annealing technique, and is applied in the navigation of an educational mobile 
robot. The experimental results of simulations showed a good behaviour of the 
robot when doing an adaptive navigation in a dynamic environment by using 
the proposed hybrid method. 

1 Introduction 

The improvement of a navigation system performances can be achieved by using 
different artificial intelligence (AI) techniques such as knowledge-based approaches 
[11], adaptation methods [2], genetic algorithms, genetic programming [1] and so on. 
Moreover, the navigation task in a dynamic and uncertain world is a key challenge 
for mobile robotics [5], [15]. In this paper it is proposed a hybrid adaptation method 
for the navigation of an educational mobile robot that works in a dynamic 
environment. The hybrid adaptation method combines a knowledge-based approach 
with a reinforcement learning technique (RL) and a simulated annealing technique 
(SA). Our research work involves the application of such a hybrid method in 
educational mobile robotics for two main types of navigation experiments: 
simulations and real-world experiments that use a toy mobile robot, ROBO, 
developed at University of Ploiesti. In our experiments we have considered indoor 
environments such as offices and homes. 

The paper is organized as follows. Section 2 describes the robot navigation task. 
The intelligent educational mobile robot system is presented in section 3. The 
architecture of the system as well as the ontology with its associated knowlede base, 
and adaptation method are detailed. Some experiments and preliminary results are 
discussed in section 4. The last section concludes the paper and highlights some 
future work. 

Please use the following format when citing this chapter: 
Oprea, Mihaela, 2006, in IFIP Intemational Federation for Information Processing, Volume 204, 
Artificial Intelligence Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, 
M., (Boston: Springer), pp. 35-43 
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2 Robot navigation task 

The navigation task has to direct the robot to a given location, avoiding obstacles. Its 
input is a path plan. Basically, navigation is the process of finding clear paths, 
avoiding collisions with obstacles and calculating the robot's current velocity and 
orientation. A plan for the navigation problem is a path through the world from the 
initial state (start state) to the goal state (fmal state). Usually, the initial state include 
the complete map of the world. During navigation some unexpected situations may 
arise, and the robot cannot follow the plan, so it needs to replan starting from the 
current position as the new start position. In real-time systems it is necessary to 
tradeoff the quality of a plan against the computational cost of planning, and it is 
necessary to interleave planning and execution, to combine reactive with deliberative 
capabilities. Several classes of planning algorithms are used in robot navigation [11]: 
cell decomposition methods, skeletonization methods, online algorithms, bounded-
error planning methods, landmark-based navigation methods. 

3 The intelligent educational mobile robot system 

For academic and research purposes we have developed an intelligent educational 
mobile robot system, ROBO, that has a virtual implementation for simulations and a 
physical implementation for real-world experiments. The robot is used as a testbed 
for the study of different AI and machine learning techniques teached at the courses 
of Artificial Intelligence and Intelligent Agents to different categories of students, 
undergraduate, masterate, and postgraduate. In this section we shall focus on the 
architecture of the system, on the domain knowledge base and its associated 
ontology, and on the adaptation method. 

3.1 The architecture 

The architecture of the intelligent educational mobile robot is composed by the 
following subsystems: the reactive subsystem (RS), the navigation subsystem (NS), 
the planning subsystem (PS), the adaptation subsystem (AS), and a knowledge base 
(KB). Figure 1 shows this architecture. 
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Fig. 1. The architecture of the intelligent educational mobile robot. 

The reactive subsystem performs collision avoidance and in collaboration with 
NS path following. It consists of several processes for perception and action. For 
example, RS will include the basic four actions (move forward, turn left, turn right, 
move backward) and sensors related processes. Basically, RS contains a set of 
behaviours for coordinating perception and action. The navigation subsystem, which 
works together with RS, performs the robot positioning and path following and has 
to deal with sensor and actuator uncertainty. The control system is composed by the 
planning subsystem, the adaptation subsystem and the knowledge base, including 
also the ontology used. The planning subsystem computes the optimal path that 
connect the starting position and the destination position. In the planning process 
several rules from KB are used. The adaptation subsystem will help the robot when 
unexpected obstacles occur, suggesting solutions to various situations. The main 
adaptive method used is reinforcement learning [14]. Also, a simulated annealing 
technique is used in order to help the robot moving out from deadlock locations. The 
knowledge base contains facts and rules that could be used in both planning, and 
adaptation processes during the mobile robot navigation. 

3.2 The ontology 

Built on a particular domain of knowledge, an ontology [4] contains the 
terminological primitives of the domain structured in a set of concepts (terms) which 
represent the objects of the domain, and a set of relations between these concepts. 
All the concepts related to a mobile robot navigation (i.e. directly related to the robot 
and its environment) were grouped in an ontology named O n t o R o b o t i c . Each 
term is defined, characterized by its properties, constraints, and classified in a 
hierarchy of classes that form the ontology tree. Figure 2 shows a part from the 
ontology tree. Example of terms used are: ROBOT, SENSOR, ACTUATOR, 
INFRARED, ODOMETER, WHEEL, ENVIRONMENT, BEHAVIOUR, DOOR, 
OBSTACLE AVOIDANCE. Some relations between different concepts are: close-to, 
next-to, closed, open, front, back, left, right etc. 
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Infrared Sonar Wheel 

Fig. 2. The ontology tree (selection). 

The ontology O n t o R o b o t i c was developed in Protege [10], an ontology 
editing environment based on Java. Starting from the ontology it is generated a 
knowledge base specific to the mobile robot navigation tasks. 

3.3 The knowledge base 

The knowledge base contains the knowledge that is used in the navigation task. The 
knowledge representation method used is the production rule form, i.e. if-then rules. 
KB includes rules generated from the O n t o R o b o t i c ontology as well as rules that 
are directly connected with typical situations that may arise during robot navigation. 

Examples of rules: 

Situation: moving toward object O 
Rule NT015 (Robo next to the object O) 
\i distance (Robo, O) < T h ^ then 

* move back with the distance Ad 
call obstacle_avoidance\ 

Rule CT016 (Robo close to the object O) 
\i distance (Robo, O) < Tĥ "̂  then 

call obstacle_avoidance; 
where the relation between the two thresholds, Th^ andTh'- ' is Th ' ">Th^ 

Situation: crossing doors 
Rule CD5 
if door (D2, Open) then 

if Prob (Di, Closed) < Th° then 
return P a t h B ; 

return Pa thA; 
where /'ro6(D=Closed) represents the probability that door D is closed and Th^ is a threshold that is 
chosen by taking into account the initial values for the probabilities regarding the state of doors that could 
be crossed by the robot. 

Situation: obstacle avoidance 
Rule OA10 
if RoboState(Robo, obstacleavoidance) then 

* follow the obstacle and keep moving toward the goal or try to turn left or right 
if RoboState(Robo,blocked) then 
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* apply a simulated annealing technique (SA), i.e. move the robot in a certain 
direction (chosen as given by SA) in order to move out from the deadlock; 

The knowledge base includes also a group of rules related to different adaptation 
situations. In the next subsection we shall focus on the reinforcement learning 
technique that is used by the educational mobile robot system. 

3.4 The adaptation method 

The successful applications of reinforcement learning technique to navigation tasks 
(see e.g. [3], [12], [16]) has determined us to use as adaptation method a 
reinforcement learning technique. The basic concept behind reinforcement learning 
technique is that if an action is followed by a satisfactory response, then the tendency 
to produce that action is stengthened, i.e. reinforced. The learning system receives 
state information about the environment by means of its sensors, and this state 
information is used by a reasoning process to determine the action to be taken in the 
given state. The goal of the learning task is to associate with each state the best 
action to be selected such that the reward from the environment is maximized [7]. 

The combination of the navigation and learning methods reported in [8] and [9] 
had generated the hybrid adaptation method that is used by our educational mobile 
robot. The reinforcement learning technique was adapted to ROBO and it is briefly 
presented. Let's consider that a mobile robot RoboS has to fmd the optimal path in a 
grid world. The actions set A is composed by the following operators: move_north, 
move_south, move_est, move_west^ move_NE, move_NW, move_SE, move_SW, hold. 
The action hold means that the robot will stay at the current location. The goal of 
RoboS is to learn moves that quickly takes it to its respective goal destination 
without colliding with the obstacles (static or dynamic) that are or arise in the 
environment. As the robot knows its current position and the goal position, it can 
recognize if it moves to or away from the destination. The feedback comes from the 
robot's sensors via the embedded adaptation subsystem. Thus, the robot R receives a 
feQdhack, feedback(R), based on its movement as given by relation (1). 

1, move toward R' s goal 

1-1, move away from R's goal 
feedback(R) = < (1) 

0, no change 

fc(R, O), a coUision arise 

The feedback is 1 in case the robot moves toward its goal. If it moves away from 
its goal, the feedback is - 1 . In case there is no change of the distance between the 
robot and the goal, the feedback is 0. If a collision arise between the robot R and an 
obstacle O, then it is used the collision function,/c(i?, O) given by relation (2). 

MR,0) = 
-4 , lateral coUision 

-4 , possible frontal collision (2) 

- 8 , frontal collision 
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When the robot is located next to an obstacle, it is very likely to produce a collision. 
Figure 3 shows the three types of possible collisions. 

Fig. 3. The possible collisions. 

4 Preliminary experimental results 

The current research work involves two types of experiments, simulations, and real 
world experiments in indoor environments with the educational robot system, ROBO, 
developed in the Department of Informatics, University of Ploiesti. The toy mobile 
robot ROBO (presented in Figure 4) has three sensors, two collision sensors, and one 
IR sensor. So far, it was studied the application of the hybrid adaptation method in a 
simulated environment in which a simulated mobile robot is doing navigation tasks. 
In this section we shall present the simulation results. 

î  
Fig. 4. The educational toy robot ROBO. 

Experiment 1 (no map use versus map use in the navigation task): 

The first set of experiments considered an analysis of behaviour-based navigation 
(with no map of the environment) and an A*-like navigation (with a topological map 
of the environment). Let's consider the navigation scenario presented in Figure 5. 
We assume that the mobile robot has 16 sonar sensors arranged in a ring and the 
following set of possible actions are allowed: 

walljollowing (goforward, gobackwardj, turnjeft {±9QP, ±A5^), turnright (±90^, ±45'^), 
avoid obstacle 
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O' 

Fig. 5. Path planning - a door is closed. 

Two existing planning methods are analysed on different situations that simulate 
a dynamic and uncertain world in which the robot has to do its mission. Both 
methods use sensor model (actually, sensor fusion) that include the possibility of 
failure. The first method A will make a behaviour-based planning that has no map of 
the world, but instead it has a knowledge base that include if-then rules (with 
uncertainty factors) that characterize different behaviours, given a policy to the 
planner. The second method B, similar with that described in [13], uses a topological 
map and an A* algorithm to generate several paths that will be used in conjunction 
with some behaviours by the replanning algorithm. A complete set of behaviours is 
developed, considering all the possible situations that may arise (including the worst 
cases). In order to reduce the complexity (i.e. the number of behaviours) we have 
made a partition of the possible situations. Figure 5 shows the experimental results 
obtained for the case in which door D2 is closed. Method A will give the solution 
Path A (the best solution in that particular case), while method B will give path B, 
much longer than path A. In this case method A worked better than method B. A 
possible solution is to extend the behaviour set with a number of negative behaviours 
[16] that will be used by the planning/replanning algorithm of method B. Critical 
situations such as closing a door, blocking at an obstacle avoidance are managed by 
special rules that exists in the knowledge base of the navigation system. These rules 
will lead to better solutions. The method will give the safest or the shortest path 
according with the needs of the navigaton task. This specification, shortest or safest 
path, will be used to choose the admissible heuristic function for the A* algorithm. 
The modified version of method B gave a reliable and robust navigation in the case 
of a simulation of the navigation task with a mobile robot that moves around in a 
simulated dynamic and uncertain environment. 

Experiment 2 (the use of reinforcement learning): 

Let's consider the scenario from Figure 6, where a moving object will lock the 
first attempt of the robot movement, that of going in the north direction. Two 
solutions could be adopted. In case of the second solution (use of RL&SA), as the 
obstacle will move into the room, it will clear the way of the robot to its destination, 
and the robot will take the best decision. The path will be determined by the 
following sequence of operators {movejsouth, hold, hold, movejiorth,...], while 
simultaneously, the moving obstacle will do the sequence of actions {move_sw, 
move_west, hold]. Therefore, the lessons learned during adaptation (i.e. to hold one one 
or two times) help the robot to have a better behaviour, that of choosing solution 2. 
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Solution 2 (ROBO uses RL & SA mks) 

Fig. 6. Example of a navigation scenario - two solutions. 

During experiment 2 we have analysed the Q-leaming performance in terms of 
the average number of steps followed in the robot navigation task. The experimental 
results obtained are averaged over 50 runs. In order to attain convergence we have 
set the number of trials at 1000. As shown in Figure 7 the average number of steps is 
acceptable. Graphic 1 shows the average number of steps in the robot navigation 
task, in case the system parameters setting is P=0.3, Y=0.5, while graphic 2 
corresponds to the system parameters P=0.4, y=0.7. 

Fig. 7. The performance of Q-leaming. 

5 Conclusion and future work 

The inclusion of an adaptation capability in the architecture of a mobile robot can 
improve the robot navigation tasks in terms of time and path length. In this paper we 
have presented a hybrid adaptation method that combines a knowledge based 
approach with a reinforcement learning technique and a simulated annealing 
technique. The adaptation method was applied to an intelligent educational mobile 
robot. The control system of the mobile robot has a knowledge base that includes 
knowledge under the form of facts and production rules that specify the robot 
behaviour in certain situations such as obstacle avoidance, crossing doors, U-shaped 
traps. Basically, the robot guidance during navigation is realized by the rules from 
the knowledge base that apply also simulated annealing techniques and/or 
reinforcement learned behaviour rules by taking into account the current state of the 
mobile robot navigation. The simulations made so far showed a good performance 
of the hybrid adaptation method in a dynamic and uncertain world. As a future work, 
we shall analyse the use of the hybrid adaptation method in a real-world indoor 
environment navigation made by the educational toy mobile robot, ROBO. 
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Abstract. This paper describes an information system, which classifies web 
pages in specific categories according to a proposed relevance feedback 
mechanism. The proposed relevance feedback mechanism is called Balanced 
Relevance Weighting Mechanism - BRWM and uses the proportion of the 
already relevant categorized information amount for feature classification. 
Experimental measurements over an e-commerce framework, which describes 
the fundamental phases of web commercial transactions verified the 
robustness of using the mechanism on real data. Except from revealing the 
accomplished sequences in a web commerce transaction, the system can be 
used as an assistant and consultation tool for classification purposes. In 
addition, BRWM was compared with a similar relevance feedback mechanism 
from the literature over the established corpus of Reuters-21578 text 
categorization test collection, presenting promising results. 

1 Introduction 

This paper presents an algorithm, which clusters web pages that offer commercial 
services, according to an e-commerce framework and under the basic concepts 
from the field of information retrieval. The paper is organized as follows. The next 
section presents an overview of several e-commerce/business frameworks, while it 
analyses the model is used for the purposes of this work. Section 3 describes some 
basic information retrieval procedures and mechanisms made in order to 
conceptually represent the web transactions and phases. The next section presents 
the main parts and procedures of an information system, which identifies 
commercial services on the web according to the followed e-commerce framework 

Please use the following format when citing this chapter: 
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Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), 
pp. 44-52 
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and a proposed relevance feedback mechanism. In parallel, the algorithm is 
evaluated over an established text categorization test collection from the 
information retrieval literature and is compared with a similar relevance feedback 
algorithm. Finally, the paper ends with the results derived over the followed e-
commerce framework as well as with a discussion over the potential applications of 
the presented work. 

Table 1. Transaction phases and types of e-commerce pages according to the BMF 

Transaction 
Phase -PT 

Knowledge 

Intention 

Contracting 

Settlement 

e-commerce page type 

Query engines homepages 
Directory pages 
Product information pages 
Registration pages 
Product catalogue pages 
Order - Payment pages 
Terms and conditions pages 
Settlement monitoring pages 
Digital delivery pages 

Contact and complaint forms 

After sales support pages 

web pages 
(per type) 

322 
339 
365 
279 
372 
405 
387 
313 
364 

358 

320 

web pages 
(per PT) 

1305 

111 

387 

1355 

The web transactions framework 

Numerous different frameworks for the analysis of web commerce/business models 
have already been proposed in the literature. These frameworks are generally using 
different approaches to identify, classify and analyse commercial activities [1], [2], 
[3], [4], [5], [6], [7]. Among the above-mentioned models, the Business Media 
Framework (BMF) was used for the purposes of our work [1]. This taxonomy relates 
and interprets the components of the general media model in the business context, 
thus providing a means for the design and management of business communities. 
The framework distinguishes four distinct views and four transaction phases of a 
web commercial transaction. The community view deals with the aspects relevant for 
modelling the community, such as its organisational structure and shared roles, the 
protocols, the interests and values behind it, as well as its languages. The 
implementation view describes the specified community design, such as the 
community view specifications, the data structures and the business processes on the 
services offered by the service layer. The transaction view provides the generic 
interaction or communication services such as the signalling intentions, the 
contracting and agreement on contracts and or the performance of the transaction in 
the settlement of contracts. Finally, the infrastructure view provides communication 
and coordination mechanisms for relating agents of the transaction view as well as 
the agents taking the roles modelled in the community view, as defined in the 
implementation view [1]. 
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In parallel BMF also distinguishes four transaction phases. In the knowledge 
phase a common logical space between agents is being established and information 
about the transaction is gathered and processed. The intention phase includes 
services for analysing and activating information acquired in the knowledge phase. 
In the contracting phase a "contract" is being negotiated between agents while the 
settlement phase refers to the settlement of the "contract" aforementioned, which 
actually means the realisation of the web transaction. The distinction of these four 
phases identifies the structural changes that electronic commerce has brought to 
traditional commerce methods. Table 1 presents the four phases and the amount of 
the collected web pages, which were used as the training material. The total sample 
set consists of 3824 e-commerce pages of several extension formats. These web 
pages were collected and validated by experts according to BMF. As a result, each 
web page depicted in Table 1 corresponds to one e-commerce type and one 
transaction phase. However, a respective data sample that consist of 2134 web pages 
and do not describe commercial transactions (web pages irrelative to web commerce 
transactions), was collected automatically using a meta-search engine tool. This tool 
collects randomly web pages from specified search engine directories and its 
functions are described in [8]. 

3 Feature selection 

This section describes the feature extraction procedure for the training sample. The 
training sample consists of twelve classes from which, eleven of them correspond to 
the BMF transaction phases (knowledge, intention, contracting, settlement) and one 
class correspond to web pages that do not offer commercial services. Common 
information filtering techniques such as stop lists, character filters and suffix-
stripping methods were initially used for reducing the large amount of the indexed 
terms. The Information Gain (IG) technique was adopted for feature selection. This 
technique measures the statistical dependencies between a term and the categorised 
class based on the entropy. Thus, terms with small information gain are discarded 
[9]. Rather than evaluating the entropy of a term distribution among a set of 
documents as is done for the signal-to-noise ratio technique, in the specific technique 
the entropy of the class distribution is taken under consideration. More specifically, 
let C denote a random variable used for observing the k possible class labels for the 
training documents. 

Entropy(C) = ~tP(cJlogP(cJ (1) 
i=J 

In IG, entropy measures the homogeneity of the training set D* with respect to 
the class distribution which governs C according to Equation 1, where 
P(c.) = (nln), denotes the probability of observing a training document with 
category c, and OlogO is defined to be zero for all entropy evaluations. Based on this 
interpretation of entropy, the discriminative power of a particular index term can be 
measured as follows. Let t and t denote the presence and absence of term /, 
respectively, and T be a binary random variable taking on the values t and / . The 
conditional entropy of the random class variable C given T is defined according to 
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Equation 2, where P(t) = (n(t)/n) and P(t) = (n(t)/n) denote the proportions of 
training documents in which term t is present and absent, respectively. The 
conditional probabilities are estimated by P(q\t) = (n^Xt)/n(t))and 
P(ci\J) = (n^(t)/Jj{t)). Finally, the Information Gain of term t is defined from 
Equation 3̂  as the expected reduction in entropy caused by partitioning the set of 
training examples D according to the presence or absence of term t. However, by 
using elementary probability calculus, Equation 3 can be transformed to Equation 4, 
where the probabilities that a class c, and a term t do or do not co-occur can be 
derived from the probabilities introduced as P(Ci,t) = (n^,(t)/n) and 
P(c., 1) = (n^, (t)/n) respectively. 

Entropy(C \ T) = P(t)Entropy(C \ t) + P(J)Entropy(C \ t) = 
- . _ _ (2) 

= -P(t)i:P(c, I t)logP(c, I t)-P(t)J^P(c, I t)logP(c, I / ; 
i=l i=l 

Gain(t) = Entrop}(C) - Entropy(C \ T) (3) 

Gain(t) = tP(c^J)log l^'fj, ^^tP(c.J)log ^^'fj (4) 
i=i P(c.)P(t) i=i P(c.)P(t) 

Using the IG technique, 1063 terms were finally selected in order to compose the 
vector that represents web pages (Web Page Vector - WPV). The WPV characterize 
a web page by assigning a unique profile of weight values that depend on the 
importance of each term in the tested web page. In other words, weights are assigned 
to terms as statistical importance indicators. If m distinct terms are assigned for 
content identification, a web page is conceptually represented as an m-dimensional 
vector, named WPV. Equation 5, highlights the Inc formula used for the weighting 
mechanism, which is based on the SMART system as described in [10]. Web Page 
Vector is defined as WPV. = {w.j, w.j,..., w.^} , while the weight of term k in the i^ 
web page is normalized using the cosine length of the vector, where / equals to 1063 
and corresponds to the total amount of the used terms. 

^:=(iog(tfj^i)-(Y!:iuiog(tfj^ir)-"' (5) 

4 System architecture 

Based on the above information filtering techniques, the proposed system relatively 
classifies web pages in twelve categories. It compares the content of the web pages 
with dynamic profiles, which are similarity indicators for the twelve categories (type 
of web pages). In order to relatively classify web pages, the proposed system uses 
similarity threshold values between the WPVs and the descriptor vectors. Each 
threshold is a minimum value dedicated to assign a category label to a tested web 
page. Thus, web pages with scores above these thresholds are considered to belong to 
the respective categories, while those with lower scoring values do not. In order to 
define the respecfive threshold values we used half of the validated web pages and 
the PCut thresholding strategy [11], [12]. 

According to this method for each category cp the method sorts the tests 
documents by score assigning a positive decision to each of the kj top-ranking 
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documents, where kj = P(cj Jxxxmis the number of documents assigned to Cj and 

P(Cj) is the prior probabiHty for an arbitrary document that is member of category c,. 
The PCut strategy is parameterized by x (Tme-tuning parameter^, which reflects the 
average number of documents where the system assigns to a category, m is the 
number of categories, n represents the number of documents in the validation set and 
assuming that one scoring value is produced by the classifier for each web page-
category pair. 

4.1 The proposed relevance feedback mechanism 

The scoring mechanism is performed by calculating the scalar product according to 
Equation 6, where the more this value increases, the more similar the vectors are. 
The denominator normalizes the similarity comparisons between WPVf and D where 
w^^^ is the weight of term k in WPVi, and Pjk corresponds to the Itc weighting 
scheme of term k in each descriptor vector Dj as defined in Equation 7. This 
weighting scheme uses cosine normalization of logarithmic term frequency by the 
inverse document frequency. 

Pj. =oog(tfj, )+!)• iog(N/nj- (j:':::[(iog(tf,j+D • hgiN/n^rr" (i) 
After web page classification, the system automatically re-weights the terms of 

each descriptor vector. The re-weighting is calculated according to a proposed 
modification of the Rocchio's type for relevance feedback, called Balanced 
Relevance Weighting Mechanism - BRWM and is defined from Equation 8. 

f \ 
J new J Ola 1+-

V 

^Ve/ g f ^ _ / / _ ^ W _ 1 J ^ I ^ (8) 

In the above equation, D„g^ and D^i^ are the re-calculated descriptor vector and 
the initial descriptor vector, n^ei and «;>̂  stands for the amount of the already 
recognized relevant and irrelevant pages in respect to a specific category, WPV^ and 
WPV^ are the relevant and the irrelevant web page vectors, while c and c' are fine 
tuning constants. BRWM re-weights query terms by adding the weights from the 
actual occurrence of those query terms in the relevant web pages, and subtracting the 
weights of those terms occurring in the irrelevant web pages. The contribution of the 
web pages that are not related to a specific information area is to modify the 
weighting of the terms coming from relevant web pages. 

4.2 Evaluation of BRWM 

Before the evaluation of the system with real data, we measured the accuracy of 
BRWM over an established text collection and we compared the results with a 
similar relevance feedback algorithm (Findsim), which was tested over the same 
text collection [13], [14]. In particular, we used the corpus of Distribution 1.0 of 
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Reuters-21578 text categorization test collection. This collection consists of 21578 
documents selected from Reuters newswire stories. The documents of this collection 
are divided into training and test sets. Each document has five category tags, namely, 
EXCHANGES, ORGS, PEOPLE, PLACES, and TOPICS Each category consists of a 
number of topics that are used for document assignment. This evaluation is restricted 
to the TOPICS category. In particular, we used the Modified Apte split of Reuters-
21578 corpus that consist of 9603 training documents, 3299 test documents and 8676 
unused documents. The training set was reduced to 7775 documents as a result of 
screening out training documents with empty value of TOPICS category. There are 
135 topics in the TOPICS category, with 118 of these topics occurring at least once 
in the training and test documents. The experiment took place with all of these 118 
topics despite the fact that three topic categories with no occurrence of training set 
automatically degrade the performance of the system. 

In contrast to information retrieval systems, in text categorization systems a 
retrieval output is not appeared. Instead, a number of topics occur and for each topic 
the document collection is partitioned into training and test cases. The training set 
contains only positive examples of a topic. In this sense, the training set is not a 
counterpart of the retrieval output due to the fact that there are not any negative 
examples. However, a training set for a topic that consists of positive and negative 
examples can be constructed, under the assumption that any document considered as 
positive example for the other topics and not in the set of positive examples of the 
topic at hand is a candidate for being a negative example of this topic. Table 2 
presents the ten most frequent topics in the category TOPICS of the Reuters 
collection as well as the respective amounts of the training and testing sets. The 
maximum number of positive examples per topic in the corpus is 2877 and the 
average is 84. The size and especially the quality of the training set is an important 
issue in generating an induction rule set. In the experiment that took place the 
training set for each topic consist of all the positive samples, while the negative 
samples were selected from other topics. The size of the selected negative samples 
was fixed at the 50% of the positives examples. Finally, the Information Gain 
technique was used since this was the feature selection mechanism used in the 
compared studies of [13], [14], [15]. According to these papers it was concluded that 
that the precision or the accuracy of the rules with the Information Gain metric was 
3% better than that of rules with CHI metric %̂ . Table 2 also depicts the experimental 
results deriving from the comparison between BRWM and Findsim over the Reuters-
21578 corpus. The comparison is made over the first ten topics and over all the 
topics of the collection (in average values) and the results are measured in terms of 
the breakeven point in the precision-recall diagrams of each topic. Precision is 
defined as the fraction of retrieved web pages, which are relevant to a specific 
category, while recall is the fraction of relevant web pages, which have been 
retrieved in respect to the twelve categories. The break-even point is defined as the 
point where precision is equal to recall. 
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Fig. 1. Precision-Recall diagrams over: (a) Reuters-21578 corpus, topic "Money-fx", 
category TOPICS, (b) BMP test sample (average values) 

Table 2. Training/Testing sets for the category TOPICS and compared results (breakeven 
point values) over the Reuters-21578 corpus 

Training set 

2877 

1650 

538 

433 

389 

369 

347 

197 

212 

182 

Testing set 

1087 

719 

179 

149 

189 

118 

131 

89 

71 

56 

Topic of category 
TOPICS 

Earn 

Acq 

Money-fx 

Grain 

Crude 

Trade 

Interest 

Wheat 

Ship 

Com 

Average top 10 

Average all 

Findsim 

92.9% 

64.7% 

46.7% 

67.5% 

70.1% 

65.1% 

63.4% 

68.9% 

49.2% 

48.2% 

63J% 

61J% 

BRWM 

90.2% 
80.6% 

56.7% 

63.5% 
68.3% 

60.3% 
67.8% 

64.7% 
54.1% 

55.3% 

66,2% 
64J% 1 

Topics Earn and Acq were distinguished better among the rest ones on the tested 
corpus, especially for BRWM. In particular, the breakeven point for the topic Earn 
was measured above 90% for both algorithms, while for the rest first ten topics the 
breakeven points presented some fluctuations. However, these fluctuations were 
expected since the amounts of the training sets are not equal according the Modified 
Apte split of the collection. 

Breakeven point values (in percent) are computed on top 10 topics and on overall 
118 topics. In particular, the breakeven point values over the first ten topics were 
measured equal to 66.2% for BRWM and 63.7% for Findsim, while for the whole 
collection equal to 64.8%) and 61.7%) respectively, as presented in Table 2. The 
results indicated that BRWM presented a better performance in relation to Findsim. 
Figure la presents the precision-recall diagrams of the two compared algorithms in 
topic "Money-fx" for the category TOPICS. In the precision-recall diagram, labels a 
and b highlight the breakeven point values that correspond to BRWM and Findsim. 
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Table 3. Results over the BMF data set 

web page type 

Query engines homepages 
Directory pages 
Product information pages 

Registration pages 
Product catalogue pages 
Order - Payment pages 

Break-even 
point 
77.6% 
72.8% 
71.2% 
76.9% 
62.6% 
68.8% 

web page type 

Terms and conditions pages 
Settlement monitoring pages 
Digital delivery pages 
Contact and complaint forms 
After sales support pages 
Not BMF web pages 

Break-even 
point 
58.8% 
81.3% 
77.9% 
78.6% 
80.4% 

81.8% 

5 Results and discussion 

This section presents the results derived from the BRWM algorithm over the rest 
half amount of the validated BMF data set of Table 1. In particular, Table 3 presents 
the break-even point values for the eleven type of e-commerce web pages that 
correspond to the four transaction phases as well as for the web pages that do not 
offer commercial services (totally twelve categories). According to these values, 
Figure lb presents the average precision-recall diagrams for the web pages that 
correspond to the knowledge, intention, contracting and settlement BMF transaction 
phase as well as to the page that do not correspond to either of these phases. 

The breakeven point for the not BMF related web pages was measured at 81.8%, 
while for the BMF web pages the average break-even points were measured at 
74.6%, 79.6%), 65.7% and 58.8% (knowledge, settlement, intention and contracting 
phase respectively). Similarly with the tests made over the Reuters-21578 corpus, 
these variations were expected due to the fact that the amounts of the training sets 
are not equal among the respective transactions phases of the BMF. 

Under the fact that each web page corresponds to one e-commerce type and one 
transaction phase of the Business Media Framework and this framework analyse an 
e-commerce model into a series of concurrent sequences, the proposed web 
information system algorithm can be used in order to identify and classify 
commercial services and transactions on the web. However, except for classification 
purposes, the system can be exploited for quantifying e-commerce ontologies and 
roles. In other words, the system can be either used locally in commercial servers for 
monitoring customer behaviour directly through local information, or it can be 
launched independently to a portal, in order to survey and measure commercial 
activities, services and transactions on the web. 
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Abstract. Linear regression and regression tree models are among the most 
known regression models used in the machine learning community and 
recently many researchers have examined their sufficiency in ensembles. 
Although many methods of ensemble design have been proposed, there is as 
yet no obvious picture of which method is best. One notable successful 
adoption of ensemble learning is the distributed scenario. In this work, we 
propose an efficient distributed method that uses different subsets of the same 
training set with the parallel usage of an averaging methodology that combines 
linear regression and regression tree models. We performed a comparison of 
the presented ensemble with other ensembles that use either the linear 
regression or the regression trees as base learner and the performance of the 
proposed method was better in most cases. 

1 Introduction 

Several algorithms have been proposed for the design of ensemble of regression 
models [4]. Mechanisms that are used to make ensemble of regression models 
include: i) Using different subset of training data with a single machine learning 
method, ii) Using different training parameters with a single learning method, iii) 
Using different machine learning methods. 

Even though many algorithms of ensemble creation have been proposed, there is 
as yet no obvious picture of which method is best. One notable successful adoption 
of ensemble learning in a distributed scenario is the meta-leaming framework. It 
offers a way to mine regression models from homogeneously distributed data. In this 
approach, supervised learning techniques are first used to build regression models at 
local data sites; then meta-level models are generated using the locally learned 
concepts. This paper explores an efficient method for constructing ensembles that 
can take place in a distributed way. The idea is simple: use different subsets of the 
same training set with the parallel usage of an averaging methodology at each site 
that combines a linear regression model [6] and a regression tree algorithm [10]. 

Please use the following format when citing this chapter: 
Kotsiantis, Sotiris, Kanellopoulos, Dimitris, Zaharakis, loannis, 2006, in IFIP Intemational Federation 
for Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 53-60 
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Using averaging methodology, we expect to obtain better results because both theory 
and experiments show that averaging helps most if the errors in the individual 
regression models are not positively correlated [9]. In fact, the comparison with other 
ensembles that use either the linear regression or regression tree algorithm on 30 
standard benchmark datasets showed that the proposed ensemble had on the average 
better performance. 

Section 2 presents the most well-known methods for building ensembles, while 
section 3 discusses the proposed ensemble method. Experiment results and 
comparisons of the presented combining method in a number of datasets with other 
ensembles that also use as base learner either the regression tree or the linear 
regression model are presented in section 4. We conclude in Section 5 with summary 
and further research topics. 

2 Ensembles of Regression Models 

Bagging [2] is a ''bootstrap" ensemble method that creates individuals for its 
ensemble by training each regression model on a random redistribution of the 
training set. Each regression model's training set is generated by randomly drawing, 
with replacement, N examples - where N is the size of the original set; many of the 
original examples may be repeated in the resulting training set while others may be 
left out. After the construction of several regression models, averaging the 
predictions of each regression model performs the final prediction. Breiman [2] 
made the important observation that instability (responsiveness to changes in the 
training data) is a prerequisite for bagging to be effective. 

Another method that uses different subset of training data with a single data 
mining method is the boosting approach [5]. Boosting is similar in overall structure 
to bagging, except that it keeps track of the performance of the learning algorithm 
and concentrates on instances that have not been correctly learned. Instead of 
choosing the t training instances randomly using a uniform distribution, it chooses 
the training instances in such a manner as to favor the instances that have not been 
accurately learned. After several cycles, the prediction is performed by taking a 
weighted average of the predictions of each regression model, with the weights being 
proportional to each regression model's performance on its training set. Additive 
Regression is a practical version of the boosting approach [7]. 

Another approach for building ensembles of regression models is to use a variety 
of learning algorithms on all of the training data and combine their predictions. 
When multiple regression models are combined using averaging methodology, we 
expect to obtain good results based on the belief that the majority of experts are more 
likely to be correct in their decision when they are close in their opinions [9]. 

Stacked generalization [3], or Stacking, is a more sophisticated approach for 
combining predictions of different learning algorithms. Stacking combines multiple 
regression models to induce a higher-level regression model with improved 
performance. In detail, the original data set constitutes the level zero data and all the 
base regression models run at this level. The level one data are the outputs of the 
base regression models. A learning algorithm is then used to determine how the 
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outputs of the base regression models should be combined, using as input the level 
one data. 

3 Proposed Methodology 

Bagging uses an averaging technique which is unable to take into account the 
heterogeneity of the instance space. When majority of the base regression models 
give a wrong prediction for a new instance then the average value will result in a 
wrong prediction [8]. The problem may consist in discarding base regression models 
that are highly accurate in a restricted region of the instance space because this 
accuracy is swamped by their inaccuracy outside the restricted area. It may also 
consist in the use of regression models that are accurate in most of the space but still 
unnecessarily confuse the whole committee in some restricted areas of the space. To 
overcome this problem we have suggested the bagged averaging using two learning 
algorithms: the linear regression (LR) model and a regression tree (RT) algorithm. 
There is a reason that makes us believe the one method acts as a complement to the 
other. Perlich et al. [12] have proved that the corresponding classification models: 
logistic regression and decision trees act as a complement to each other. The 
algorithm is briefly described in Fig. 1. 

MODEL GENERATION 
Let n be the number of instances in the training data. 
For each oft iterations (t=10 in our experiments): 
Sample n instances with replacement from training data. 
Built two regression models (LR, RT) from the sample 
Store the resulting models. 

APPLICATION PHASE 
For each of the t models: 
Predict value of instance by averaging the two learning algorithms (LR, RT) 

Return the average value of the predicted values. 

Fig. 1. The proposed ensemble 

As it is well known, Regression Trees produce decision trees with numeric 
output for leaf nodes rather than categorical output. M5 is one of the most well-
known algorithms for regression tree induction [13] and for this reason it was used 
for our model. 

It has been observed that for bagging, an increase in committee size (sub-
regression models) usually leads to a decrease in prediction error, but the relative 
impact of each successive addition to a committee is ever diminishing. Most of the 
effect of each technique is obtained by the first few committee members [11]. For 
this reason, we used 10 sub-regression models for the proposed algorithm. 
It must be also mentioned that the proposed ensemble is easily distributed and 
parallelized. The computations required to obtain the regression models in each 
bootstrap sample are independent of each other. Therefore we can assign tasks to 
each processor in a balanced manner. By the end each processor has obtained a part 
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of the Bagged Averaging ensemble. In the case we use the master-slave parallel 
programming technique, the method starts with the master splitting the work to be 
done in small tasks and assigning them to each slave (LR and RT regression models). 
Then the master performs an iteration in which if a slave returns a result (this means 
it finished its work) then the master assigns it another task if there are still tasks to be 
executed. Once all the tasks have been carried out the master process obtains the 
results and orders the slaves to finish since there are not more tasks to be carried out. 
This parallel and distributed execution of the presented ensemble achieves almost 
linear speedup. 

4 Comparisons and Results 

For the comparisons of our study, we used 30 well-known datasets mainly from 
domains from the UCI repository [1]. These datasets cover many different types of 
problems having discrete, continuous and S3mibolic variables. 

The most well known measure for the degree of fit for a regression model to a 
dataset is the correlation coefficient. If the actual target values are ai, ai, ..Mn and 
the predicted target values are: pi, pi, ... Pxx then the correlation coefficient is given 
by the formula: 

R=—f==r where c -j. , s =-^ » S,=— . 

VisX "-1 «-i «-i 
In order to calculate the regression models' correlation coefficient, the whole 

training set was divided into ten mutually exclusive and equal-sized subsets and for 
each subset the regression model was trained on the union of all of the other subsets. 
Then, cross validation was run 10 times for each algorithm and the average value of 
the 10-cross validations was calculated (10x10 cross-validation). It must be 
mentioned that we used the fi^ee available source code for the most algorithms by 
[14]. 

In the following tables, we represent with "v" that the proposed ensemble 
(Bagged Averaging) looses from the specific ensemble. That is, the specific 
algorithm performed statistically better than the proposed according to t-test with 
p<0.05. Furthermore, in Tables, "*" indicates that Bagged Averaging performed 
statistically better than the specific ensemble according to t-test with p<0.05. In all 
the other cases, there is no significant statistical difference between the results 
(Draws). 

In the last rows in all tables one can see the aggregated results in the form (a^/c). 
In this notation "a" means that the proposed ensemble is significantly more accurate 
than the compared algorithm in a out of 30 datasets, "c" means that the proposed 
ensemble is significantly less accurate than the compared algorithm in c out of 30 
datasets, while in the remaining cases (b), there is no significant statistical difference 
between the results. In the following Tables, we also present the average correlation 
coefficient of all tested dataset for each ensemble. 

For both Bagging and Boosting, much of the reduction in error appears to have 
occurred after ten to fifteen regression models. But boosting continues to measurably 
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improve their test-set error until around 25 regression models [11]. For this reason, 
we used 25 sub-regression models for our experiments. Firstly, we compare the 
presented methodology with bagging and boosting version of LR (using 25 sub-
regression models). Secondly, we compare the presented methodology with bagging 
and boosting version of M5 (using 25 sub-regression models). In the last rows of the 
Table 1 one can see the aggregated results. 

Table 1. Comparing Bagged Averaging ensemble with bagging and boosting version of LR 
andM5 

auto93.names 
autoHorse.names 
autoMpg.names 
autoPrice.names 
baskball 
bodyfat.names 
breastTumor 
cholesterol 

cloud 
cpu 
echoMonths 
elusage 
fishcatch 
housing 
hungarian 
lowbwt 
meta 
pbc 
pollution 
pwLinear 
quake 
sensory 
servo 
sleep 
stock 
strike 
triazines 
veteran 
Wisconsin 

W-D-L 
Average 
correlation 
coefficient 

Bagged 
Averaging 
0.81 
0.95 
0.93 
0.90 
0.59 
0.99 
0.29 
0.20 
0.71 
0.92 
0.96 
0.70 
0.89 
0.96 
0.89 
0.69 
0.79 
0.44 
0.60 
0.76 
0.89 
0.07 
0.45 
0.87 
0.66 
0.97 
0.52 
0.43 
0.45 
0.36 

0.69 

Bagging 
LR 
0.79* 
0.95 
0.93 
0.89* 
0.61v 
0.99 
0.29 
0.20 
0.72v 
0.93v 
0.96 
0.70 
0.87* 
0.97V 
0.85* 
0.71V 
0.79 
0.40* 
0.59 
0.75 
0.87* 
0.06* 
0.38* 
0.85* 
0.65 
0.93* 
0.53V 
0.37* 
0.46 
0.34* 

6/12/12 
0.68 

Bagging 
M5 
0.80 
0.89* 
0.91* 
0.89* 
0.51* 
0.97* 
0.26* 
0.19 
0.66* 
0.85* 
0.89* 
0.70 
0.85* 
0.91* 
0.88* 
0.63* 
0.79 
0.43 
0.52* 
0.68* 
0.86* 
0.07 
0.48v 
0.85* 
0.60* 
0.97 
0.49* 
0.48 
0.39* 
0.30* 

1/8/21 
0.66 

Boosting 
LR 
0.83V 
0.95 
0.93 
0.89* 
0.62v 
0.99 
0.30 
0.19* 
0.71 
0.93v 
0.95 
0.71v 
0.86* 
0.97V 
0.85* 
0.72v 
0.79 
0.38* 
0.60 
0.76 
0.86* 
0.06* 
0.39* 
0.85* 
0.62 
0.93* 
0.53v 
0.38* 
0.48v 
0.33* 

8/10/12 
0.68 

Boosting 
M5 
0.80 
0.91* 
0.91* 
0.91v 
0.44* 
0.97* 
0.18* 
0.06* 
0.63* 
0.86* 
0.92* 
0.69 
0.85* 
0.96 
0.89 
0.61* 
0.78* 
0.25* 
0.50* 
0.67* 
0.90v 
0.01* 
0.45 
0.84* 
0.57* 
0.99 V 
0.47* 
0.44 
0.34* 
0.24* 

3/6/21 
0.63 
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The presented ensemble has significantly higher correlation coefficient than 
bagging LR in 12 out of the 30 datasets, while it has significantly lower correlation 
coefficient in 6 datasets. At this point, it must be also mentioned that the proposed 
ensemble and the bagging version of LR with 25 sub-regression models need similar 
training times (more detailed evaluation in quantitative terms will be presented in a 
future paper). In addition, the presented ensemble has significantly higher correlation 
coefficient than boosting LR in 12 out of the 30 datasets, whilst it has significantly 
lower correlation coefficient in 8 datasets. 

Moreover, the presented ensemble has significantly higher correlation coefficient 
than bagging regression tree algorithm - M 5 - in 21 out of the 30 datasets, while it 
has significantly lower correlation coefficient in one dataset. In addition, the 
presented ensemble has significantly higher correlation coefficient than boosting M5 
in 21 out of the 30 datasets whilst it has significantly lower correlation coefficients in 
3 datasets. 

To sum up, on the average the presented ensemble has higher correlation 
coefficient than the other well-known ensembles that use only the LR algorithm 
about 2%. Moreover, on the average the performance of the presented ensemble is 
more accurate than the other well-known ensembles that use only the M5 algorithm 
from 5% to 8%. What is more, the presented ensemble needed much less time for 
training than bagging and boosting version of M5 algorithm (more detailed 
evaluation in quantitative terms will be presented in a future paper). 

Subsequently, we compare the presented methodology with other well-known 
ensembles that use either LR or M5 as base regression models. We compare the 
proposed methodology with: 
• Stacking methodology [3]. We used LR, M5 as base regression models and LR 

as meta-level regression model. 
• Averaging methodology using LR, M5 as base regression models [9] 
In the last rows of the Table 2 one can see the aggregated results. The presented 
ensemble has significantly higher correlation coefficient than averaging in 12 out of 
the 30 datasets, whilst it has significantly lower correlation coefficient in 3 datasets. 
It must be also mentioned that on the average the performance of the presented 
ensemble is more accurate than averaging about 2%. 

Similarly, the proposed ensemble has significantly higher correlation coefficient 
than Stacking in 10 out of the 30 datasets, while it has significantly lower correlation 
coefficient in 7 datasets. The average relative correlation coefficient improvement of 
the proposed ensemble is about 2% better in relation to Stacking. 
To sum up, the presented methodology of combining LR and M5 algorithms could 
be an off-the self method-of-choice for a regression task where there is no a priori 
knowledge available about the domain and the primary goal is to develop an 
regression model with lowest possible error. 

5 Conclusions 

It is known that if we are only concerned for the best possible correlation coefficient, 
it might be difficult or impossible to find a single regression model that performs as 
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well as a good ensemble of regression models. In this study, we built an ensemble of 
regression models using two different learning methods: the Linear Regression and 
the M5 algorithm. 

'able 2. Comparing Bagged Averaging 

auto93.names 
autoHorse.names 
autoMpg. names 
autoPrice.names 
baskball 
bodyfat.names 
breastTumor 
cholesterol 
Cleveland 
cloud 
cpu 
echoMonths 
elusage 
fishcatch 
housing 
hungarian 
lowbwt 
meta 
pbc 
pollution 
pwLinear 
quake 
sensory 
servo 
sleep 
stock 
strike 
triazines 
veteran 
Wisconsin 

W-D-L 
Average correlation coefficient 

ensemble with Stacking and Averagin 
Bagged Averaging Averaging 
0.81 
0.95 
0.93 
0.90 
0.59 
0.99 
0.29 
0.20 
0.71 
0.92 
0.96 
0.70 
0.89 
0.96 
0.89 
0.69 
0.79 
0.44 
0.60 
0.76 
0.89 
0.07 
0.45 
0.87 
0.66 
0.97 
0.52 
0.43 
0.45 
0.36 

0.69 

0.84v 
0.95 
0.93 
0.90* 
0.59 
0.98* 
0.28 
0.18* 
0.68* 
0.91* 
0.95* 
0.71v 
0.89 
0.96 
0.89 
0.67* 
0.79 
0.42* 
0.59* 
0.74 
0.89 
0.06* 
0.43* 
0.87 
0.64 
0.97 
0.51* 
0.45 
0.46v 
0.35 

3/15/12 
0.68 

I ensembles 
Stacking 
0.83V 
0.95 
0.93 
0.90* 
0.61V 
0.99 
0.28 
0.15* 
0.71 
0.93 
0.94* 
0.71V 
0.87* 
0.97V 
0.89 
0.72V 
0.79 
0.36* 
0.60 
0.74 
0.89 
0.04* 
0.42* 
0.86* 
0.61* 
0.98 V 
0.52 
0.45 
0.47V 
0.31 * 

7/13/10 
0.68 

While ensembles provide very accurate regression models, too many regression 
models in an ensemble may limit their practical application. To be feasible and 
competitive, it is important that the learning algorithms run in reasonable time. In our 
method, we limit the number of sub-regression models to 20. It was proved after a 
number of comparisons with other ensembles, which use either M5 or LR as base 
models, that the Bagged Averaging methodology gives better correlation coefficient 
in most cases. In a future research project we will also examine the product rule for 
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combining LR and RT. In addition, more experiments based on varying number of 
sub-regression models are needed for the proposed approach. 

Accessing and analyzing data from a ubiquitous computing device offer many 
challenges. For example, ubiquitous data mining (UDM) introduces additional cost 
due to communication, computation, security, and other factors. For the proposed 
method, a learning algorithm can take the form of a software agent in order the 
proposed model to be used in a ubiquitous environment. Of course, some problems 
such as agent interaction, cooperation, collaboration, negotiation and organizational 
behavior should earlier be solved. These are the research topics we are currently 
working on and hope to report our findings in the near ftiture. 
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Abstract. Over the last few years, argumentation has been gaining increasing 
importance in several Al-related areas, mainly as a vehicle for facilitating ra
tionally justifiable decision making when handling incomplete and potentially 
inconsistent information. In this setting, user support systems can rely on argu
mentation techniques to automatize reasoning and decision making in several 
situations such as the handling of complex policies or managing change in dy
namic environments. This paper presents a generic argument-based approach to 
characterize user support systems, in which knowledge representation and infer
ence are captured in terms of Defeasible Logic Progranmiing, a general-purpose 
defeasible argumentation formalism based on logic progranmung. We discuss 
a particular apphcation which has emerged as an instance of this approach ori
ented towards providing user decision support for web search. 

Keywords: argumentation, logic programming, user support systems, knowledge engineering 

1 Introduction and motivatioiis 

Critics and recommender systems (commonly known under the general term user sup
port systems) have evolved in the last years as specialized tools to assist users in a 
plethora of computer-mediated tasks by providing guidelines or hints [8]. Most crit
ics and recommenders are based on machine learning and information retrieval algo
rithms. The resulting systems typically provide suggestions based on quantitative evi
dence (i.e. measures of similarity between objects or users), whereas the inference pro
cess which led to these suggestions is commonly unknown (i.e. *black-box' metaphor). 
Although the effectiveness of existing critics and recommenders is remarkable, they 
still have serious limitations as they are unable to perform qualitative inference on the 
suggestions they offer and are incapable of dealing with the defeasible nature of users' 
preferences. A solution for tiiis problem can be provided by integrating existing user 
support technologies with appropriate inferential mechanisms for qualitative reason
ing. 

Please use the following format when citing this chapter: 
Chesnevar, Carlos, Maguitman, Ana, Simari, Guillermo, 2006, in IFIP Intemational Federation for 
Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 61-69 
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In this context, defeasible argumentation frameworks [1,10] cx)nstitute an interest
ing alternative, as they have matured in the last decade to become a sound setting to for
malize commonsense, qualitative reasoning. In the last few years, particular attention 
has been given to extensions of logic programming as a suitable framework for for
malizing argumentation in a computationally attractive way. One of such approaches 
that has been considerably successful is Defeasible Logic Programming (DeLP) [5], a 
general-purpose argumentation formalism based on logic programming. 

This paper presents a generic approach to characterize argument-based user sup
port systemsy Le. user support systems in which recommendations are provided on the 
basis of arguments. We describe a particular real-world application which emerged as 
an instance of this approach oriented towards providing suitable decision support in 
the context of web search. 

2 Defeasible Logic Programming: overview 

Defeasible logic programming (DeLP) [5] is a general-purpose defeasible argumenta
tion formalism based on logic programming, intended to model inconsistent and po
tentially contradictory knowledge.^ A defeasible logic program is a set P = (77, A) 
of Horn-like clauses, where 11 and A stand for sets of strict and defeasible knowl
edge, resp. The set U of strict knowledge involves strict rules of the form P <— 
Qii' ",Qk and facts (strict rules with empty body), and it is assumed to be non-
contradictory? The set A of defeasible knowledge involves defeasible rules of the 
form P -^ Qii"'iQkf which stands for "Qi, . . .Qk provide a tentative reason to 
believe P." Strict and defeasible rules in DeLP are defined in terms of literals P, Qu 
Q2, A literal is an atom or the strict negation (^) of an atom. 

Deriving literals in DeLP results in the construction of arguments. An argument A 
for a literal Q (denoted {Aj Q)) is a (possibly empty) set of ground defeasible rules 
that together with the set U provide a SLD-like proof for a given Hteral Q, satisfying 
the additional requirements of non-contradiction (Le., an argument should not involve 
contradictory information) and minimality (ie., the set of defeasible information used 
should be minimal). Note that arguments are obtained by a mechanism similar to the 
usual query-driven SLD derivation from logic programmiag, performed by backward 
chaining on both strict and defeasible rules; in this context a negated literal ~ P is 
treated just as a new predicate name no-P. As a program V represents incomplete 
and tentative information, conflicting arguments may arise. An argument {B, R) is a 
counterargument for another argument {A, Q) if if there exists a sub-argument (C, L) 
of {A, Q) {Le., C <Z A) such that tiiere exists a literal P e V verifying botii U U 
{L, jR} h P and U U {L, R} h -iP. Intuitively, this means that both arguments 
cannot be accepted simultaneously as they their joint acceptance leads to contradictory 
conclusions. A preference criterion among arguments " >: " is used to determine when 

•̂  For space reasons, we will restrict ourselves to a basic set of definitions and concepts which 
make this paper self-contained. For more details, see [5,1]. 

^ Contradiction stands for deriving two complementary literals wrt strict negation (P and ~ P) 
or default negation (P and not P). 
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an argument is a defeater for another argument. An argument {B^ R) defeats another 
argument {A^ Q) if {B^ R)\&2L counterargument for (^, Q) and {B, R) >z {A, Q). 

However, as defeaters are arguments, they may on its turn be defeated by other 
arguments, which could on their turn be defeated by other arguments, and so on. This 
pron^ts a recursive dialectical process rooted in a given argument {AQ, QQ), consider
ing all their defeaters, defeaters for such defeat^s, and so on. The process can be char
acterized in a tree-like structure called dialectical tree T{AO,QQ)> ^ which nodes are 
arguments, the root node is the original argument at issue, and every children node de
feats its parent node. Every path in a dialectical tree is a sequence [ {AQ , QO) »{^i > Qi)» 
{M, Q2), . . . , {An, Qn) ] that can be thought of as an exchange of arguments between 
two parties, di proponent (evenly-indexed arguments) and an opponent (oddly-indexed 
arguments).̂  Each {Ai^Qi) is a defeater for the previous argument {Ai-uQi-i) rn. 
the sequence, i > 0. A path is won by the proponent if its length is odd (/.e., the last ar
gument in the path was given by the proponent, and no defeater followed it); otherwise 
the path is lost. An argument (w4o, Qo) is warranted iff every path in T(^AQ,QQ) is won. 
Given a DeLP program V — (U, A), a query Qo wrt P is solved by computing the 
preceding tree-like structure. Three answers are distinguished: YES (there is at least 
one warranted argument Ao for Qo); NO (there is at least one warranted argument ^0 
for ^Qo); UNDECIDED (none of the previous cases hold). 

3 Argument-based User Support Systems using DeLP 
Our proposal is to model users' preference criteria in terms of a DeLP program built 
on top of a traditional content-based search engine. Figure l(left) presents the basic 
architecture of a generic argument-based user support system based on DeLP. In this 
setting users preferences and background knowledge can be codified as facts and rules 
in a DeLP program. These facts and rules can come from different sources. For exam
ple, user's preferences could be entered explicitly by the user or could be inferred by 
the system (e.g., by monitoring the user's behavior.) Additional facts and rules could 
be obtained from other repositories of structured (e.g., databases) and semistructured 
data (e.g., the Web.) 

We will distinguish particular subsets in a DeLP program, representing different 
elements in a user support system. For example, a DeLP program could take the form 
^ = Vu8er U Vpooi U Vdomainy whcTC scts Vuser soid Vpooi represent preferences and 
behavior of the active user and the pool of users, respectively. In the case of the active 
user, his/her profile can be encoded as facts and rules in DeLP. In the case of the pool 
of users, rule induction techniques are in order"̂  resulting in defeasible rules character
izing trends and general preference criteria (e.g., normally if a given user likes X then 
she also likes Y). The set Vdomain represents the domain (background) knowledge, 
encoded using facts and rules in DeLP. Either proactively or upon a user's request, an 
argument-based user support system triggers the search for suggestions. If needed, the 
collected results could be codified as facts and added to the DeLP program. Finally, 

^ Under certain constraints (e.g. avoiding cycles), all paths in a dialectical tree can be guaran
teed to be finite. For details see [5]. 

^ An approach for inducing defeasible rules from association rules can be found in [6]. 
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Fig. 1. A Generic Argument-Based User Support System based on DeLP (left); The ARGUENET 
Framework as a particular instance for argument-based web search (right) 

a DeLP interpreter is in charge of performing the qualitative analysis on the program 
and to provide the final suggestions to the user. 

Given tiie program V, a user's request is transformed into suitable DeLP queries, 
from which different suggestions are obtained. For the sake of simplicity, we will as
sume in our analysis that user suggestions will be DeLP terms associated with a distin
guished predicate name rel (which stands for relevant or acceptable as a valid sugges
tion). Using this formalization, suggestions will be classified into three sets, namely: 
(a) S^ (warranted suggestions): those suggestions s< for which there exists at least one 
warranted argument supporting rel{8i) based on V\ (b) S^ (undecided suggestions): 
those suggestions s, for which there is no warranted argument for rel{si), neither 
there is a warranted argument for ^ rel{3i) on the basis of T, and (c) S^ (defeated 
suggestions): those suggestions Si such that there is a warranted argument supporting 
~ rel{si) on the basis of V. Given a potential suggestion s<, the existence of a war
ranted argument {Ai,rel{si)) built on die basis of the DeLP program V will allow 
to conclude that Si should be presented as a final suggestion to the user. If results are 
presented as a ranked list of suggestions, then warranted suggestions will be more rele
vant than those which are undecided or defeated. Note that the above classification has 
a direct correspondence with the doxastic attitudes associated with answers to DeLP 
queries. 

4 ARGUENET: Argument-based User Support for Web Search 

Next, we will present a concrete instantiation of an argument-based user support sys
tem: a recommendation tool for web search queries called ARGUENET [2]. In this con
text, the intended user support aims at providing an enriched web search engine which 
categorizes results, and where the user's needs correspond to strings to be searched 
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ALGORITHM Recoimnend_on_Query 
INPUT: Query q, DeLP program T — ruaer U rpool U r domain 
OUTPUT: ListLnety {recommendation results wrtV'} 
Let L = [si, S2,... 5fct be the output of solving q 

wrt content-based search engine sE 
{L is the list of (the first k) results obtainedfrom query q via SE } 
Vaearch = {factsencodingm/o(si), inf0(32)...info{8k)} 
{info{si) stands for features associated with result Si } 
V := R e v i s e (V U Vaearch). 
{Revise stands for a belief revision operator to ensure consistency inV' } 
Initialize 5*", iS", and 5** as empty sets. 
{S"^, S"^, and S*^ stand for the set of results Si 's which are warranted as 
relevant, undecided and warranted as non-relevant, respectively } 
FOREVERYsiEL 
DO 
Solve query rel{8i) using DeLP program V' 
W reltsi) is warranted THEN add s* to S"̂  
ELSE 

IF ̂ rel(si) is warranted THEN add 5* to 5"* 
ELSE add Si to 5"̂  

Return Recommendation Lnew = [s^j ^2^,..., s î, s?, S2,. . . , SJ2J ^i , . . . , 5̂ 3] 
Fig. 2. Algorithm for solving queries ARGUENET 

on the web. The search engine is a conventional search engine (e.g., GOOGLE). Final 
recommendation results for a query q are prioritized according to domain background 
knowledge and the user's declared preferences. Figure 1 (right) illustrates the architec
ture of an argument-based news reconmiender system. 

Given a user query 9, it will be given as an input to a traditional content-based 
web search engine, returning a list of search results L. If required, the original query 
q could be suitably re-formulated in order to improve the quality of the search results 
to be obtained. In the list L we can assume that Si is a unique name characterizing a 
piece of information info{si), in which a number of associated features (meta-tags, 
filename, URL, etc.) can be identified. We assume that such features can be identified 
and extracted from info{si) by some specialized tool, as suggested by Hunter [7] in 
his approach to dealing with structured news reports. Such features will be encoded 
as a set Vsearch of new DeLP facts, extending thus the original program V into a new 
program V. A special operator Revise deals with possible inconsistencies found in 
Vsearch with rcspcct to V'y eusuriug V U Vsearch is uot Contradictory.̂  Following 
the algorithm shown in Fig. 2 we can now analyze L in the context of a new DeLP 
program V'^V U Facts j where Facts denotes the set corresponding to the collection 
discussed above and V corresponds to domain knowledge and the user's preferences 
about the search domain.̂  For each Si, the query rel{si) will be analyzed in light of 
the new program V'. Elements in the original list L of content-based search results 
will be classified into three sets of warranted, undecided, and defeated results. The 
final output presented to the user will be a sorted list L' in which the elements of L are 

^ For example, contradictory facts may be found on the web. A simple belief revision criterion 
is to prefer the facts with a newer timestamp over the older ones. 

^ In this particular context, note that V = Vdomain U Vuaer-
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rel{X) —< 
~ rellx) -^ 
tru8t(A) —^ 
~ reZ(X) —< 

biasediUrl) —< 
biaaediUrl) ~^ 

~ biasedlUrl) ~^ 
rel{X) <-

oudatedlx) ^ 

thailandian{X) +— 
japane3e{X) •— 

domain{Url, D) <— 
getdate{T) <-

author{XJ A), trust(A). 
authorlx, A), truat(A), outdated{X). 
not faked.new8(A). 
addressiX, Url), hiased{Url). 
thailandian(Url). 
japane8e(Url). 
domain{Url, D), D = ^^jpt.jp'^ 
author (X, bobJ}eak). 
date(X, D), getdate(Today), 
(Today - D) > 100. 
[Computed elsewhere] 
[Computed elsewhere] 
[Computed elsewhere] 
[Computed elsewhere] 

author{8i, chinjyao Jin). 
acWre«a(ai, "jpt.jp/..."). 
ciate(8i, 20031003). 
author {82, jen.doe). 
addre88{82, "new8.co.uk/..."). 
ctate(8i, 20001003). 
author{83, jane.truth). 
ocWresa(s3, "jpt.jp/""). 
cfate(83, 20031003). 
author{8^, bobJbeak). 
addre88(84, "mynew8.com/..."). 
date(s4,20031003). 

faked-new8(chinjyaoJin) *— 

Fig. 3. (a) DeLP program modeling preferences of a journalist; (b) Facts encoded from original 
web search results 

ordered according to their epistemic status with respect to V. Fig. 2 outlines a high 
level algorithm, which will be exemplified in the case study shown next. 

Example L Consider a journalist who wants to search for news articles about recent outbreaks 
of bird flu. A query q containing the terms news, bird, and flu will return thousands of search 
results. Our journalist may have some implicit knowledge to guide Ihe search, such as: (1) she 
always considers relevant the newspaper reports written by Bob Beak; (2) she usually consid
ers relevant the reports written by trustworthy journalists; (3) Reports written by trustworthy 
journalists which are out of date are usually not relevant; (4) Knowing that a journalist has not 
faked reports provides a tentative reason to beheve he or she is trustworthy. By default, every 
journalist is assumed to be trustworthy. (5) Japanese and Thailandian newspapers usually offer 
a biased viewpoint on bird flu outbreaks; (6) The "Japanese Times" (http://jptjp) is a Japanese 
newspaper which she usually considers non biased; (7) Chin Yao Lin is known to have faked a 
report Such rules and facts can be modelled in terms of a DeLP program V shown in Fig. 3(a). 
Note that some rules in V rely on "built in" predicates computed elsewhere and not provided by 
the user.̂  

Fbr the sake of example, suppose that the above query returns a list of search results L=\.s\, 
S2, 53, 54]. Most of these results will be associated with XML or HTML pages, containing a 
number of features (e.g. author, date, URL, etc.). Such features can be encoded as discussed 
before in a collection of DeLP facts as shown in Fig. 3(b). We can now analyze si , 52,53 and 54 
in the context of the user's preference theory about the search domain by considering the DeLP 
program V'=VUFactSy where Facts denotes the set corresponding to the collection of facts in 
Fig. 3(b). For each 5*, the query rel{si) will be analyzed wrt this new program V'. 

Consider the case for si . The search for an argument for rel(si) returns the argument 
(^i,re/(si)>: si should be considered relevant since it corresponds to a newspaper article 
written by Chin Yao Lin who is considered a trustworthy author (note that every journal
ist is considered to be trustworthy by default.) In this case we have the argument? Ai={ 
rel{si) —<authcfr(cijChinjyaoJin)y trust(chinjyaoJin) ; trust{chinjyao2in) —<not 
fakedjnews{chin-yax)2in) }. Search for defeaters for argument {Ai^rel{sx)) will result 
in a defeater {^2,^^ re/(si)}: si is not relevant as it comes from a Japanese newspaper. 

'̂  E.g., determining the country of origin corresponding to a specific web domain can be found 
querying Internet directory services such as WHOIS. 

^ For the sake of clarity, semicolons separate elements in an argument ̂  = {ei ; 62 ; . . . ; e^ }. 
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^ 1 

/ \ 
A2 Ai 

M 
(a) 

A2 

1 
Ai 

Bi 

1 
B2 

B2 

(b) 

Ci 

1 
C2 

C3 

(c) 

Vi 

(d) 

Fig. 4. Dialectical trees associated with (a) (^i,reZ(si)> and {A2j^ rel(si))\ (]b) 
(Bi,rel{s2)) and {B2, -̂  reZ(52)>; (c) {Ci,rel{s3)} and (d) {X>i, re/(54)> 

which is assumed to be biased about bird flu. In this case we have the argument ^2={ ^ 
rel(ci) —< address(ci, ^^jpt.jp..."), biased (^^jpt.jp..."); bia8ed{ ^^jpt.jp...") —< Japanese 
(̂ ĵpt'jp- ••")}• Note that we also have an argument {A^, ~ biased{ ^^jpt.jp...")} which defeats 
{A2, ~ reZ (51 )>: Usually articles from the "Japanese Times" are not biased. In this case we have 
A3={ - Ua8ed{''jpt.jp..:')-<domain{''jpt.jp..:\''jpt.jp'% {''jpt.jp'' = "jpt.jp") }.R-
nally, another defeater for {Ai^rel{si)) is found, namely (A4, fakedjnew8{chin.yaoJin))y 
with ^ = 0. No other arguments need to be considered. The resulting dialectical tree rooted 
(^1, rel{si)) is shown in Fig 4a (left). Not aU paths have odd length, and hence (^1, rei(si)) 
is not warranted. Carrying out a similar analysis for ^ rel(si) results in the dialectical tree 
shown in Figure 4a (right). A similar situation results. There are no other candidate arguments 
to consider; hence si is deemed as undecided. 

The case of 52 is analogous. The argument {B\^rel{s2)) can be built, with 5 i={ rel{s2) 
—<author{s2^)i trust(jen.doe) ; trust(jen.oldie) —<not faked- news (Jen^doe) } . 
This argument is defeated by (B2, ̂  re/(52)), with 52={'^ rel{s2) —< author(s2 Jen.doe)y 
trust(jenjdoe), outdated{s2); trust(Jen.doe) —< not faked.news{jen.doe)}. There are 
no more arguments to consider, and (5i, r6^(52)) is deemed as non warranted ((Fig. 4b (left)). 
The analysis of ^ re/(52) results in a single argument. Thus, its associated dialectical tree has 
a single node {B2, ~ reZ(52)}, the only possible path has an odd length, and it is warranted. 

Following the same line of reasoning used in the case of si we can analyze the case of 53. 
An argument (Ci, reZ(s3)) can be built supporting the conclusion rel(s3) (a newspaper article 
written by Jane Truth is relevant as she can be assumed to be a trustworthy author). A defeater 
(C2, "^ rel(s3)} will be found: 5i is not relevant as it comes from a Japanese newspaper, which 
by default is assumed to be biased about bird flu. But this defeater in its turn is defeated by 
a third argument (C3, 62056^(53)). The resultmg dialectical tree for (Ci, re/(33)) is shown in 
Fig. 4c (left)). The original argument (Ci, re/(53)) can be thus deemed as warranted. Finally let 
us consider the case of S4. There is an argument {Vi, re/(54)) with 2>i = 0, as re/(54) follows 
directly from the strict knowledge in V. Qearly, there is no defeater for an empty argument 
(as no defeasible knowledge is involved). Hence re/(54) is warranted (see dialectical tree in 
Fig.4d). 

Applying the criterion given in the algorithm shown in Fig. 2, the initial Ust of search re
sults [si, 52, 53, SA] will be shown as [53, S4, 5i, S2] (as (Ci,re/(s3)) and {Vi,rel{s4.)) are 
warranted, {Ai, re/(s3)) is undecided and (^2, ~ re/(52)) is warranted (i.e., 52 is warranted to 
be a non-relevant result). 
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S Related work. Conclusions 

Several kinds of user support systems that operate on top of Internet services have 
been proposed over the past years. In the case of web-based recommender systems 
(e.g. SurfLen [4], and Quickstep [9], among others) the usual approach involves tak
ing into account the user's interests -either declared by the user or conjectured by the 
system- to rank or filter web pages. However such approaches differ from our pro
posal in that they do not attempt to perform a qualitative analysis to warrant recom
mendations. In [12] a number of interesting argument assistance tools arc presented. 
Even though there is a sound logical framework underlying this approach, the focus is 
rather restricted to legal reasoning, viewing the application of law as dialectical the
ory construction and evaluating alternative ways of representing argumentative data. In 
contrast, our analysis is oriented towards characterizing more generic argument-based 
user support systems. 

ID this paper we have presented a novel approach towards the development of user 
support systems by enhancing recommendation technologies through the use of qual
itative, argument-based analysis. In particular, we have shown that DeLP is a suitable 
computational tool for carrying on such analysis in a real-world application for in
telligent web search, providing thus a tool for higher abstraction when dealing with 
users' information needs. Preliminary experiments on the use of ARGUENET were 
performed on the basis of a prototype. However, it must be remarked that these ini
tial experiments only serve as a "proof of concept" prototype, as thorough evaluations 
are still being carried out As performing defeasible argumentation is a computation
ally complex task, an abstract machine called JAM (Justification Abstract Machine) 
has been specially developed for an efficient implementation of DeLP [5], allowing to 
solve queries and computing dialectical trees very efficiently. The JAM provides an 
argument-based extension of the traditional WAM (Warren's Abstract Machine) for 
PROLOG. A full-fledged implementation of DeLP is available online,^ including fa
cilities for visualizing arguments and dialectical trees. Several other features leading 
efficient DeLP implementations have also been recently studied, in particular those 
related to comparing conflicting arguments by specificity [11] as a syntax-based pref
erence criterion and pruning dialectical trees to speed up the argumentative inference 
procedure [3]. 

Current trends in user support system technologies show clearly that the combina
tion of quantitative and qualitative analysis of user preferences wiU play a major role 
in the future. In this context, we think that defeasible argumentation techniques wiU 
constitute a powerful tool to make inference in user support systems more reliable and 
and user-friendly. Our approach intends to be a first step to reach this long-term goal. 
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Abstract. This paper discusses platform independent conceptual modeling of a 
knowledge intensive application, focusing on the use of knowledge-based 
systems (KBS) in the context of model-driven engineering. An extension to 
the Unified Modeling Language (UML) for knowledge modeling is presented 
based on the profiling extension mechanism of UML. The UML profile 
discussed in this paper has been successfully captured in a Meta-Object-
Facility (MOP) based UML tool - the executable Modeling Framework 
(XMF). The example is that of modeling a knowledge-based system for the 
Ulcer Clinical Practical Guidelines (CPG) Recommendations. It demonstrates 
the use of the profile, with the prototype system implemented in the Java 
Expert System Shell (JESS). 

1 Introduction 

Knowledge-based systems (KBS) were developed for managing codified knowledge 
in the field of Artificial Intelligence (AI). Widely known as expert systems, these 
were originally created to emulate the human expert reasoning process [1] and is one 
of the successfijl inventions that has been derived from AI technologies, KBS are 
developed using knowledge engineering (KE) techniques [2], which are similar to 
those used in software engineering (SE), but have an emphasis on knowledge rather 
than on data or information processing. 

Central is the conceptual modelling of the system during the analysis and design 
stages of the development process; this is widely known as knowledge modelling. 
Many knowledge engineering methodologies have been developed with an emphasis 
on the use of models, for example: CommonKADS [3]. KBS continue to evolve as 
the need to have a stable technology for managing knowledge grows. Their current 
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role as an enabler for knowledge management (KM) initiatives has led to greater 
appreciation of this technology [4, 5]. It has matured from a non-scalable technology 
to one that can be adopted for managing the knowledge used in demanding 
commercial applications; it is a tool that is widely accepted by industry [6, 7]. 
Because it is a maturing technology, the Object Management Group (OMG), which 
governs object-oriented software modelling standards, has started a standardisation 
process [8] for knowledge-based engineering services and production rule 
representation (PRR). 

This paper is organized as follows: Section 2 describes and discusses knowledge 
modelling issues in designing KBS. Section 3 explains the rationale for having an 
extension to UML for modelling knowledge. Section 4 gives an overview of the 
UML extension mechanism, while section 5 presents the knowledge modelling 
profile. Section 6 describes a case study that illustrates how the profile can be used to 
develop a KBS. Section 7 concludes and indicates future directions for the work. 

2 Knowledge Modelling 

The knowledge-level principle, popularised by [9] for KE purposes, requires that 
knowledge be modelled at a conceptual level independent of the implementation 
formalism. Knowledge modelling is similar to that of conceptual modelling, which is 
widely used to refer to implementation-independent models in SE; both the terms are 
used inter-changeably in the KE domain. The knowledge-level principle is 
fundamental to the process of conceptualisation for problem solving [10] and is used 
in KE for the explicit representation of the real world problem that is to be solved by 
the proposed system [11]. 

While knowledge about the domain is usually addressed through the use of 
ontologies, the independent reasoning process is specified with Problem Solving 
Methods (PSM) [5]. Both ontologies and PSM provide components that are reusable 
across domains and tasks [12] enabling KBS to be designed, built and deployed 
quickly. Ontologies are formal declarative representations of the domain knowledge; 
that is, they are sets of objects with describable relationships [13]. Thus an ontology 
used for knowledge modelling defines the content-specific knowledge representation 
elements such as domain-dependent classes, relations, functions and object constants 
[14]. PSM however describe the reasoning-process (generic inference pattems) at an 
abstract level, which is independent of the representation formalism (e.g. rules, 
frames, etc.) [12]. PSM have influenced the leading KE frameworks such as Task 
Structures, Role-Limiting Methods, CommonKADS, Protege, MIKE, VITAL and 
others [12]. PSM can be considered to be design pattems in KE for KBS 
development [3]. 

It is commonly agreed by researchers [15] that conceptual modelling is an 
important stage in any software system construction. However, both SE and KE 
communities have developed different modelling techniques that are now almost 
unrelated [16] as a result of the fundamental computational difference between them 
in solving the same problem [17]. As a result, although both field's ultimate goal is 
to build software systems, the different experiences are difficult to interchange [17]. 
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Nevertheless, most KE modelling notations are derived from the SE field as these are 
better established. 

3 UML Extensibility Mechanism 

The OMG's Model Driven Architecture (MDA) - a model-driven engineering 
framework - provides integration with, and interoperability between, different 
models developed using standards [18] such as the UML. The growth of MDA will 
fuel the demand for more meta-models to cater for domain specific modelling 
requirements [18]. The development of a profile, by constructing a meta-model, will 
enable it to be integrated into the MDA space. Integration with MDA is important 
for this knowledge modelling language since it cannot exist in isolation. The UML is 
a general-purpose modelling language [18] that can be used in very different 
application domains. It can be enhanced to model domains that are not currently 
supported, by extending the modelling features of the language in a controlled and 
systematic fashion. The OMG [19] has defined two mechanisms for extending UML: 
profiles and meta-model extensions and this work adopts the current UML 2.0 
standard. 

4 Knowledge IModelling Profile 

The work presented in this paper adopts the XMF approach [20] in designing the 
knowledge modelling profile as the OMG only specifies how profiles should be 
constituted and not how to design them. By adopting the XMF approach, the profile 
development is structured into well-defined stages that are easy to follow and 
methodologically sound. The XMF is a newly developed object-oriented meta-
modelling language, and is an extension to existing standards defined by OMG. The 
XMF approach to creating a profile can be divided into three steps: the derivation of 
an abstract syntax model of the profile concepts, a description of the profile's 
semantics, and the presentation of the profile's concrete S3mtax (not discussed here) 
if this is different from UML diagrams. Details of the XMF approach and the profile 
development stages can be found in [20]. XMF was adopted in the original design 
[21], but since XMF is not MOF compliant, UML tools were not able to support the 
resulting profile. 

Profiles are sometimes referred to as the "lightweight" extension mechanism of 
UML [22]. A profile contains a predefined set of Stereotypes, TaggedValues, 
Constraints, and notation icons that collectively specialize and tailor the UML to a 
specific domain or process. The main construct in the profile is the stereotype that is 
purely an extension mechanism. In the model, it is marked as « s t e r e o t y p e » and 
has the same structure (attributes, associations, operations) as defined by the meta-
model that is used for its description. Nevertheless, the usage of stereotypes is 
restricted, as changes in the semantics, structure, and the introduction of new 
concepts to the meta-model are not permitted [23]. In the case of knowledge 
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modelling, the existing constructs of UML are sufficient in representing the KBS 
concepts. 
The Profile Concept 

The concepts that underpin the profile are those taken from the existing BNF 
definition of the CommonKADS Conceptual Modelling Language (CML) [3], providing a 
well-defined and well-estabHshed set of domain concepts. Most of these elements are 
generally those adopted in the KBS literature and are widely used for representing 
the concepts of KBS in the KE domain. These knowledge modelling concepts are 
itemised in Table 1 and the abstract syntax model of the profile is shown in Figure 1 on the 
next page. 

Table 1. Main Knowledge Modelling Concepts 

Modelling Concept 
Concept (class) 

FactBaseAVorking 

Memory 

Inference 

Transfer Function 

Task 

Task Method 

Static Knowledge 

Role 

Dynamic Knowledge 

Role 

Rule Type 

Rule 

Knowledge Base 

Description 
Class that represents the category of things 

Collection of information/fact that will be matched against the rule 

The lowest level of functional decomposition 

consisting of primitive reasoning steps 

Transfers information between the reasoning agent and external entities 

(system, user) 

Defines the reasoning function 

Describes the realization of the task through subfunction decomposition 

Specifies the collection of domain knowledge that is used to make the 

inference 

Run-time inputs and outputs of inferences 

Categorization and specification of knowledge 

Expressions that involve an attribute value of a concept 

Collection of data stores that contains instances of domain knowledge 

types 

Model Extension 
The knowledge modelling profile concept extends the existing meta-models of 

UML by defining the profile's abstract syntax. There are three places where the 
profile can be viewed as an extension to UML and these are: Class, Named Element 
and Constraints, all of which are central to the core UML meta-model and are also 
found in UML. The knowledge modeUing concept class enables the concept to 
inherit all the features of a class and allows it to specify attributes and constraints on 
the attribute values. Other concepts such as inference, task, task method, dynamic 
role, static role, and the transfer function are also viewed as a subclass of the UML 
Class and inherit its features. This allows operations relating to objects to be 
expressed through the static role and at the same time allows these elements to 
specify attributes. Such operations are: an execute inference call from the task 
method, the execution of the inference process and access to knowledge in the 
knowledge base. Knowledge base is a subclass of the UML class. It has a 'content' 
slot for specific tables. This is a natural choice for a subclass as the knowledge base 
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is actually a collection of tables grouped together in order to store rule type 
instances. The profile's tuple concept is also extended from Class. Constraint class is 
a subclass of the UML meta-model that incorporates profile concepts such as axioms 
and rule type expressions. All these concepts need the ability to express constraints 
and this class allows for this. Rule Type is subclassed from the UML Named 
Element, which allows rules to be identified using a name. All the associations 
described in the profile are extensions of the UML association class. However, they 
are not shown in the profile, as it would clutter the diagram. 

Knowledge Modelling Profile 

ipul: Siring 
ulput: String 

«Dynamic Role» 

c<Task Method» 

name: Siring 
decomposilion: Siring 
intermediale role: siring 

input Siring 
oulpul: Siring 
domain mapping: Siring 

WorkingMemory» 

7F-
-^communicalionlype: 

«Statlc Role» 

dynamic inpul: Siring 
dynamic oulpul; String 

inferencelype : (Fcward.backward) 

NamedElement 

r 
expressions 

I «Decision Table» I I «Constraint 
I T- 1 I Rule Type» 

Rule Type Expression k^ 

;<lnnplicafion Rule Typ8» 

name: String 
antecedent: Siring 
consequent: String 

Note: 
All association in the profile are extended 
from UML association class 

Fig. 1. Knowledge Modeling Profile 

6 Case Study - Clinical Practice Guideline Recommendations 

The Clinical Practice Guideline (CPG) Recommendations are guidelines that contain 
statements, which are graded according to the following three levels of evidence: (I) 
generally consistent findings in a majority of multiply acceptable studies; (II) either 
based on a single acceptable study, or weak or inconsistent findings in multiply 
acceptable studies; (III) limited scientific evidence that does not meet all the criteria 
of acceptable studies of good quality. The guideline contains recommendations for 
assessment of leg ulcers, management of venous leg ulcers, cleansing, removal of 
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debris, dressing and contact sensitivity, education and training, and quality assurance 
categories. A knowledge-based system for educational purposes was designed and 
developed based on the listing of recommendations in terms of: (a) evidence 
strength; (b) evidence strength and category; (c) category alone. Figure 2 shows how 
the profile was used to represent part of the CPG case study. 

«Static Role>> 

input: Attribute Selection ;<lnference» 

name: Specify 
dynamic-input: CPG Classification 
dynamic-output: CPG Classification + attribute 
static-input: Attribute Selection 
inference-type: (forward) 

~W 

name: Classification/ 
Recommendation 
dynamic-Input: CPG 
dynamic-output: Recommendation 

«Transfer Function» 

name: Transf6r_Function_2 
communicationjype: (obtain) 
input: Recommendation category & Attribute 
output :Attrlbute_Value 

c<Dynamic Role» 

dynamic-input: CPG Classification + 
dynamic-input: Attribute_Vatue 
dynamic-output; Recommendation 

recommdendations 

«Dynamic Role» 

«Tasl< Method» 

name: Prune set 
decomposition : Generate Inference 
decomposition : Specify Inference 
decomposition : Match Inference 
decomposition : Transfer Function 1 
decomposition : Transfer Function 2 
intermediate role: CPG classification 

role: attribute 

«lnference» 

name: Match 
dynamic-input: CPG Classification + attribute 
dynamic-input: Attribute_Value 
dynamic-output: Recommendation 

input: Recommendation-Knowledge 
inference-type: (foward) 

«Statlc Role» 

Fig. 2. CPG case study model 

The profile here only concentrates on showing the task of making 
recommendations {considered as a classification task-type) based on the user-
selected criteria. The task is executed by the method "prune set" which is carried out 
by several inferences and intermediate roles. For the matching process to provide 
recommendations, different sets of rules are used depending on the criteria selected 
by the user. To arrive at a recommendation, the inference would need to access the 
knowledge or rules from the knowledge base, which will be provided by the static 
role. The corresponding facts are gathered from the dynamic role that takes user 
inputs and the CPG recommendations from the factbase. 

The case study was implemented as a prototype system in JESS, which is based 
on the popular CLIPS program [24]. Because of the declarative nature of expert 
system shells, the concepts of the profile cannot be directly matched to a JESS 
metamodel entirely. This is due to the fact that some of the JESS elements could not 
be directly mapped to the profile and future work will improve these mappings. 
However, the knowledge modelling profile was very useful in understanding the 
KBS requirements for the CPG recommendations. Given below is a sample Jess 
program that lists recommendations based on the following evidence strength (in the 
actual recommendation each has a brief explanation rather than the ID shown as II, 
112, III4andsoon): 

If evidence.strength = I Then Recommendation = {II, 12,13,14} 
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If evidence, strength = II Then Recommendation = (III, 112,113,114,115,116} 
If evidence.strength = III Then Recommendation = (IIIl, III2, III3, III4, III5,.... to 11119} 

Sample program code of Jess for the CPG Recommendations 
( defrule strength-I ^̂  

( user (strength ?i&:(= ?i 1))) 
=> assert (recommendation II , 12 , 13 , 14) 

(explanation "Strength equals 1")))) 
( defrule f strength-II 

( user (strength ?i&:(= ?i 2))) 
=> (assert (recommendation III , 112 , 113 , 114 ,115 ,116) 

(explanation "Strength equals 2")))) 
( defrule strength-Ill 

( user (strength ?i&:(= ?i 3))) 
=> (assert (recommendation III , III2 , III3 , III4 ,1115 ,1116 

,1117, 1118,1119,11110,11111,11112,11113,11114,11115,11116,11117) 

(explanation "Strength equals 3 ")))) 

7 Conclusions and Future Work 

KBS development is similar to that of SE where they both rely on conceptual 
modelling of the problem domain to provide an orientation on how the system 
should address the problem. UML has been adopted in the SE domain as a standard 
for modelling, but there is still no consensus in the field of KE. This paper describes 
an extension to UML using the profile mechanism for knowledge modelling that 
allows KBS to be designed using an object-oriented approach. The profile has been 
successfully tested on several case studies involving KBS design and development 
from scratch and in re-engineering an existing KBS. The future work in this area 
involves improving the mapping of the profile to a specific inference engine meta-
model. It is expected that Jess in the first instance, will help assess not only the 
utility of the profile for building realistic KBS, but also the utility of XMF for 
capturing the meta-models and building the transformations. 
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Abstract. Building coalitions between autonomous domains and managing the 
negotiation process between multiple security policies in a multi-domain 
environment is a challenging task. The negotiation process requires efficient 
modeling methods for the determination of secure access states and demands 
support from automated tools aiming to support administrators and to 
minimize human intervention; thus making the whole process more efficient 
and less error-prone. In this paper we define a framework that enables the 
representation of policy merging between autonomous domains, as a constraint 
satisfaction problem, while remaining neutral in regard to the policy language. 
Role and permission hierarchies are modeled using the constraint 
programming formalism. Policy mappings are utilized in order to enable cross-
organizational role assignment. Further optimization on policy mappings is 
achieved by casting the problem to a partially ordered multi-criteria shortest 
path problem. 

1. Introduction 

With the proliferation of Internet based technologies and the advances in networked 
systems we have witnessed a raising necessity for flexible access control schemes 
over distributed environments. Many approaches attempt to provide support for 
authorization decisions within a single domain framework. Powerful languages have 
also emerged [7][6], able to express different policies; still their applicability has 
been enforced on a single domain basis. In many collaborating environments 
coalitions between autonomous domains are formed to enable mutual sharing of 
resources and applications, in order to achieve a common goal. Security 
considerations can rise in magnitude in collaborative environments where different 
information systems form coalitions, sharing resources and applications. The nature 
of the coalitions can be dynamic, meaning that domains may join or leave at any 
moment, or that role and permission determination policy updates reflect in 
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necessary updates in the global policy. Member domains of the coalition perform 
common operations over shared resources. Access to shared resources must be 
consistent with the individual policies of coalition members. Secure interoperation 
should retain two basic principles [1]: 

• Autonomy principle: if access is permitted within an individual system it 
should also be permitted under secure interoperation. 

• Security principle: if access is not permitted within an individual system, it 
must not be permitted under secure interoperation. 

We are investigating the problem of enabling coalition formation between 
autonomous domains. We propose a flexible way to enable cooperation between 
separate Role Based Access Control (RBAC) oriented policies and through the 
policy mappings we enable assignment of roles to users belonging to different 
domains [2]. In order to facilitate the coalition management and to make it less error-
prone human intervention has to be reduced by the use of automated tools [3]. We 
also utilize a powerful mathematical framework based on constraint satisfaction, to 
which the formalization of the problem can be cast. Under this framework and 
through the concept of policy mappings, we transform the aforementioned problem 
to a partially ordered multi-criteria shortest path problem, which can be guided using 
soft constraints. Among the contributions of this paper are the following: 

• Secure interoperation is enabled through the concept of policy mappings, 
while by modeling the different policies using soft constraints we allow for 
the determination of additional role mappings, leading thus to the creation 
of optimal solutions. 

• We allow for the execution of actions over the shared resources for roles 
that have not been explicitly mapped to other roles by the administrator; 
therefore, we introduce a way to determine automated mappings, avoiding 
at the same time violations of role hierarchy constraints. 

The rest of the paper is organized as follows: after a brief introduction in section 
1, section 2 presents the formalism principles and their applicability to security 
models, section 3 presents related work and a brief comparison with our approach, 
while section 4 concludes the paper and provides the directions of our ftiture work. 

2. Problem Formulation 

2.1 The RBAC model 

The basic notions behind the RBAC [4] models are users, roles, and permissions. A 
user represents a human entity or an autonomous agent. A role is associated with a 
post in an organization assigned to the execution of a specific task, while a collection 
of permissions are assigned to each role, enabling the fulfillment of the obligations 
associated with such a task. To extend the support for the least privilege principle 
(that allows to a user the minimum privileges necessary to fulfill a task), sessions are 
introduced. 

A complete RBAC model includes the following variables and functions: 
• The sets U (users), R (roles), P (permissions) and S (sessions) 
• User to role assignment UAcUxR : U ->2^ 
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• Permission to role assignment PAcPxR: R->2^ 
• A mapping of sessions to a single user assignment US: S— Û 
• A mapping from sessions to the set of roles associated with each session 

S->2^ 
• A partial ordering RHcRxR, represented by the symbol: >, which defines 

role hierarchy. Ri>R2 implies that Ri inherits permissions from R2. 
RBAC is a dominant security model due to its flexibility and due to the fact that 

it reflects organizational hierarchy; moreover, its parameters can be easily codified. 
For this purpose, several RBAC security policy representation languages have 
emerged, ranging from formal, graphically annotated to expressive full-scale policy 
management systems with software tools support. 

We do not intend to create a new policy representation language. Our work 
focuses on enabling the coalition of autonomous systems, where each one retains its 
own security policy. In fact, there is no restriction that all the domains should follow 
the same policy language; the only requirement being adherence to the RBAC 
principles. 

Given the fact that permissions are a set of Boolean constraints associated with a 
given role, we can consider policy representation as a set of Boolean constraints. 
Multi-domain policy merging can then be cast to a condition of joint satisfaction of a 
constraint-programming problem. In our approach, the administrators of each 
domain codify the policies. We do not also consider the case where domains for any 
reason would attempt to conceal policy related information, as in the case where 
policies contain sensitive information. For example in the case where ministries 
cooperate there is no danger that policy disclosure would result in potential danger, 
since all the parties are cooperating on the basis of a common target. Our approach 
intends to reduce the administrator's involvement overhead by proposing access 
states that satisfy the pre-specified preferences of each domain. 

2.2 Soft constraint satisfaction 

Constraint programming is an emerging technology in the area of artificial 
intelligence [10]. A constraint satisfaction problem (CSP) includes a set of problem 
variables, a domain of possible values and a set of constraints defined over these 
variables. Semiring based CSPs or SCSPs [10] are an extension of CSPs where the 
constraints are defined over an appropriate semiring. We will mainly adopt the 
notation introduced in [10], [11]. A semiring is a tuple <A,+,*,0,1> where 

• A is a set with 0,1 G A 
• + the additive operation is closed, commutative and associative over A with 

0 as the absorbing element 
• *, the multiplicative operation is closed and associative over A with 1 as its 

identity element and 0 as its absorbing element 
• * distributes over + 

A constraint semiring (c-semiring) is a tuple <A,+,*,0,1> where the idempotency of 

the additive operation defines a partial ordering such as a < b iff a+b=b. 

Additionally * is intensive, that is, Va,bG A => a * b < a. 
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A semiring-based constraint system is a tuple <S,D,V> where S is a semiring, D 
is a finite set and V is an ordered set of variables. A constraint over such a system is 
a tuple <def,con> where coneV is the type of constraint and def contains the value 
of the constraint. Thus def assigns a value fi*om the semiring to each combination of 
values of the variables in con. This value can be a probability, a cot, a preference etc. 
A SCSP then is a tuple <C,v> where veV and C is a set of constraints. 

Given two constraints <defi,coni> and <def2,con2> over the above constraint 
system, their combination is defined as <def,con>=<def i,coni> ® <def2,con2> where 
Con=coniUcon2, where u is the union operation over sets, 

dQf= def^(t 12)*def^(t V2) where ^ >l'̂ 7 denotes the part of the tuple t 

corresponding to variables in coui The ® operation is commutative and associative, 
since the * operation is. Moreover, since * is monotone over <s, adding constraints 
will not increase the value associated with any tuple t. 
For a given constraint system CS=<S,D,V> where c= <def,con> a constraint over 
CS, and a set I of variables with I eV, the projection of c over I, cUi is the constraint 
<def ,con'> over CS with con'=Incon, where n is the intersection operation over 

sets and def (t')= ^ def(t). The solution sol(P) of a constraint problem 

P=<C,con> over a constraint system CS is defined as sol(P)= (®C)Ucon- The 
optimum level of consistency oLevel(P) is obtained if we first obtain the solution 
and then projects it over the empty set of variables. Typically the oLevel(P) yields an 
estimation of how much the solution satisfies the constraints of the problem. 

2.3 Modeling RBAC policies using soft-constraints 

2.3.1 RBAC hierarchies' representation using soft constraints 

We can consider two partial orders in an RBAC system [5]: the hierarchy of roles 
and the hierarchy of permissions. An example of a role hierarchy in a medical 
domain is given in Figure la. Figure lb shows an example of permissions hierarchy, 
adjusted to the UNIX permissions representation. Privileges are hierarchically 
assigned, so that ancestor roles are assigned additional privileges than their 
descendant roles. A suitable choice of semirings for a multi-domain policy 
representation can be as follows: 

The role hierarchy can be represented by the role semiring: < R,+R, *R, RQ, ROO>, 
where 

• R is the set of roles in the system 
• The +R operation is defined as: (RI+R R2) is the highest common descendant 

of roles Ri and R2 in role hierarchy 
• The *R operation is defined as the common ancestor of roles Ri and R2 in 

role hierarchy 
• RooRo are the roles with maximum and minimum privileges. For example in 

the hierarchy of Fig la for the roles in a hospital the Ward Managers have 
fewer privileges than Hospital Manager, while the least privileges are 
assigned to nurses. 
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Next we consider the permission hierarchy and we define the appropriate 
semiring <P,+p,*p,PooPo>, where 

• P is the set of permissions in the system 
• The +P operation is defined as: (Pl+P P2) is the highest permission between 

PI andP2 
• The *P is defined as the lowest permission 
• Poo, PO are highest and lowest permission in the hierarchy respectively. 
One solution to the problem, adopted in [5] could be to use the SCSP induced by 

the domain's assignments of permissions to local roles to find the permissions 
associated with this particular assignment Pi of local roles to global roles. Then the 
SCSP P2 describing the access rights over the shared workspace is being built. If Pi 
dominates P2 then solution is achieved. Among the limitations of this method we can 
recognize the fact that no roles are considered as critical and that a possible 
assignment of permissions to local roles could violate several restrictions defined by 
the local policies, resulting in a security violation as described in Section 1 for the 
resulting global policy. 

Fig. l.a (left): An example of a role hierarchy for a medical domain, lb (right): Example of a 
permissions hierarchy (adopted from [5]) 

The above method can be utilized as a recommendation in order to facilitate the 
administrator's overhead when attempting to merge the local policies. We will 
expand the applicability of this framework to support the correspondence of roles 
from one domain to the other, when these roles are not explicitly mapped. At the 
same time we avoid hierarchy violations during this policy merging process. 

2.3.2 Formulating role mappings as a soft constraints multi-criteria shortest 

path problem 

Consider the case where we have two different role hierarchies (Fig la). We can 
represent the roles in this hierarchy by considering a graph G=(N,E) where the roles 
are represented as nodes in the graph and we assign a weight to each arc e GE from 
node p to node q (p,q GN) . This weight can be a pair of values, associated with the 
level of each role in the hierarchy (a parameter that defines how important is a role in 
the organizational hierarchy) and the criticality associated with each role. Now this 



Artificial Intelligence Applications and Innovations 83 

example may be modeled by two semirings. For the first parameter, we can define a 
semiring <N, +, min*, 0, +oo> where min* defines the minimum difference 
considering the result is positive, and + with the classical meaning. For the first 
parameter of the label, related with the criticality, we define a semiring <N, +, min, 
0, + 00 >, where min and + are defined with the classical meaning. Consider now the 
following scenario: According to the technique mentioned in the previous paragraph 
some of the roles are merged and a number of mappings are established. Now in the 
case where a role from one domain needs to be assigned the permissions for a role in 
another domain, we can formalize the problem so as when there is not a direct 
established mapping from one role in the domain to the other, the system will find (if 
there exists) the optimal path without additional action to be taken by the domain's 
administrators. The system simply queries for the target role's permissions. Then we 
just have to find the shortest path fi-om role p to role v. The cost is measured always 
counting the parameters assigned to each role. The sole check that needs to be 
performed, is that there is no hierarchy violation, since the difference from the 
source to the intermediate roles is not negative at any stage of the path resolution 
procedure. Of importance is also the discovery of paths where the right-hand 
(second) terms have minimal differences, implying a similarity in their criticality. 

Domain A Domain B 

2,4> 

3,2> 

Fig. 2. Example of a role mapping and role hierarchy representation with costs 

The problem can be formulated into a Soft Constraint Logic Programming (SCLP) 
[12] [10] program, which works over an appropriate semiring. In order to find a path 
that does not violate hierarchy constraints, we calculate the differences between the 
first values in the pair assigned to each node. We only allow positive differences, 
meaning that the target role has to be lower in the hierarchy (we consider the 
different hierarchies and the positions at the same depth as equivalent, independent 
of the domain to which they belong). Additionally we want to calculate minimal 
differences based on the second value, so that the criticality of the assigned path is 
minimal. In the example of Fig. 2, let us consider that a user assigned to role v wants 
to access some shared resources, which originally demand access rights of role q on 
the Domain A. There is a direct mapping from role u to role q. The SCLP program 
will work as follows: v:- Cvu, u Cvu:-<1,7>, The first term of Cvu is calculated by 
subtracting the hierarchy differences (considering they are positive) 
i,j-.neighbours , . 

• ^ ^ - ^ - i I, J-.neighbours 

2^ 2^{x.-x.), while the second term /ixiin[ V ^ ( y + y ) ] } ^ ^ based 

on the sum of the criticalities which can be set arbitrarily, to hinder administrators 
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from activating these intermediate roles unnecessarily. Accordingly, for transition 
from u to q we have, u:- Cuq ,q Cuq :-<0,7>. Additionally, we can pose different 
restrictions, or there is the case that the role assignment is not allowed since there 
will be some violation of the hierarchy, or that there does not exist mapping. In this 
case there are two options: either the request is denied either the demand is resolved 
based on the administrator's intervention, who should create a new appropriate 
mapping. By modeling the network as described, we enable policy merging to a high 
extent, retaining hierarchy related restrictions and thus enabling a secure and scalable 
solution for the problem of secure interoperation. 

3. Related work and Discussion 

The problem of enabling the establishment of a multi-domain coalition is a 
challenging one and attracts lately considerable research focus due to the impact and 
benefits related with its realization. 
In [3] a negotiation language is introduced, based on the RCL2000 [6] RBAC policy 
language. All the language statements have an equivalent in Restricted First Order 
Predicate Logic (RFOPL) statements. This framework is flexible, though the number 
of coalition parameters as well as the presence of the coalition access matrix makes it 
hard to scale for large number of domains and large number of resources. 
In [8] interface policies are introduced. Interface policies enable the determination of 
role mappings; still the proposed framework does not allow optimization and poses 
the burden of coalition establishment on the administrator, making it less flexible. 
Additionally there is no specific formalism and support from tools to facilitate the 
formation of the coalition from the beginning. 
Joshi et al.[9], define a multi-domain policy language based on their X-RBAC 
model. Under this framework, role codification parameters are stored in XML 
(extensible Markup Language) files, for interoperability reasons. Role mappings are 
manually specified in separate files, demanding a lot of human effort in order to set 
up the coalition. There is no support yet from automated tools while updates to local 
policies are difficult to reflect in the global policy. 
In [5] a negotiation scheme, which utihzes soft constraints, is being introduced. We 
extend this model by incorporating the notion of policy mappings that enable cross-
organizational role assignment and by retaining at the same time the basic principles 
of security and autonomy under secure interoperation. Additionally, in our approach, 
by modeling role hierarchies using the graph approach and assigning weights to roles 
we enable the determination of optimal paths and additional policy mappings not 
explicitly stated by domain's administrators, without violating role hierarchy 
restrictions and by activating the minimum number of critical roles. Under this 
prism, our framework proves to be more flexible by incorporating more parameters 
in the role determination process and allowing optimization by codifying the 
domain's preferences as soft constraints. 
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4. Conclusions 

We have expressed the negotiation problem between autonomous domains as a 
constraint satisfaction problem. Interoperation is achieved through role mappings, 
which can be estabUshed as a solution to the constraint satisfaction problem. In order 
to enable role additional assignments not explicitly stated by the administrators, 
without violation of security constraints, we cast the problem of role assignment to a 
multi-criteria shortest path problem. Our solution is scalable and can be used as a 
support tool for the coalition responsible administrators. 
Future work can address issues like negotiating policies when there is no established 
mutual trust between the domains and thus policy exposure would result to some 
domains attempting to gain advantage over others. 
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Abstract. This paper addresses the problem of automatic learning of scenar
ios. A ubiquitous computing environment must have the ability to perceive its 
occupants and their activities in order to recognize a context and to provide 
appropriate services. A context (a scenario) can be modeled as a temporal se
quence of situations. Hard coding contexts by hand is a complex task. Our 
goal is to learn these context models based on a set of videos showing actors 
playing predefined scenarios. Once these models are learned, we can use them 
to classify new scenarios. Hidden Markov Models (HMMs) are particularly 
well suited for problems with a strong temporal structure; they are easily 
adaptable to variability of input and robust to noise. But two problems need to 
be addressed: how many HMMs do we need for all possible scenarios and how 
many states for each HMM. We propose in this paper an approach based on an 
incremental algorithm addressing these two problems. Under the best condi
tions we obtained the minimal error rate of 1.96% (2 errors in 102 validation 
entries). 

1 Introduction 

The goal of Ubiquitous computing is to build a computerized space serving hu
man activities. This computerized space has to take into account the multiplicity of 
the platforms and to perceive the context for a better comprehension and anticipa
tion of the user's needs. 

A context can be defined as a temporal sequence of situations [2]. A situation is 
a set of entities pla3dng roles. For example, a lecture scenario can be defined as a set 
of four situations: persons entering a room followed by an alternation of lecturer 
speaking and someone in the audience asking a question, followed by attendees 

Please use the following format when citing this chapter: 
Zaidenberg, Sofia, Brdiczka, Oliver, Reignier, Patrick, Crowley, James, 2006,in IFIP Intemational 
Federation for Information Processing, Volume 204, Artificial Intelligence Applications and 
Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 86-97 
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leaving the room. Specifying a context manually can be a difficult task. The goal 
here is to let the system automatically learn the context model from a training set of 
videos. 

The contexts we want to learn are: walking, browsing, fainting, leaving bags 
behind, meeting, walking together and splitting up, two people fighting. The videos 
are part of the CAVIAR project and can be found on the project web site ^ 

The Caviar project defines a hierarchy of perceptual components (see Fig. 1). It 
goes from low level images analysis to high level context interpretation. Each video 
is associated with an XML file describing for each frame the entities with their posi
tion, movement, role and situation. Groups of entities are detected as well, and de
scribed by the same elements (movement, role and situation). These files (called 
Ground Truth) have been created manually. They can be used to validate low level 
perceptual components or, in our case, to replace them as they were not available at 
the beginning of the project. 

Recognition of the 
context 

i V 

Recognitbn of Kioveinents, 
roles and situation? 

t 
Detection and tracking of 

persons and groups 

Fig. 1. Hierarchy of components for the perception of context 

2 Related Work 

The problem of recognizing human activities from videos using machine learn
ing techniques is widely addressed. We can distinguish probabilistic approaches 
from deterministic ones. Most of the existing works in the probabilistic area use 
Hidden Markov Models (HMMs) because of their adequacy for temporally corre
lated sequential data. The study undertaken by [7] relates to the modeling of interac
tions for the automatic analysis of multimodal group actions in meetings. They first 
deal with individual actions and then model the interactions by HMMs. Group ac
tions in meeting were as well studied by [14] who proposed a two layer HMM 
framework. A lot of work has been done to detect usual and unusual activities [1], 
[4], [5], [6], [13], [15]. Other probabilistic methods have been undertaken: [12] 
models sequential activities by Propagation Networks which can take into account 
parallel activities. An alternative to HMM methods are Context-free Grammars used 
W [3], [8], [9]. There is no learning in this case and the model is predefined. 

^ European CAVIAR project/IST 2001 37540: http://homepages.inf ed.ac.uk/rbf^CAVIAR/ 
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All these methods, as they are presented, are not quite appropriate for our prob
lem because we do not deal directly with videos but we have higher level informa
tion like the movement or the role of entities at every frame. For instance, we know 
that at a particular frame, a person is ''walking'' (her movement) and is a ''fighter'' 
(her r o l e ) . 

However, our activities have a temporal structure and we need the model to in
tegrate variability of input. We also need robustness to noise because of the percep
tion algorithms providing our input. These constraints point us to probabilistic 
methods, and precisely to HMMs. 

When using HMMs, well-defined training algorithms, such as Baum-Welch 
[10], do exist, however the number of states of each HMM must be given "by hand". 
Some work has been done to optimize the number of states of each HMM in a clas
sification system: [16] propose for instance to set the length of the model to a frac
tion of the average number of observations of the sequences used to learn the HMM. 
This fraction is chosen by measuring the recognition rate with different values. A 
classical model selection criterion is the Bayesian Information Criterion [11] (BIQ, 
which maximizes the likelihood of the data while penalizing large-size models. Our 
method as well tries different numbers of states of each HMM. However our method 
is exhaustive: we keep several HMMs with different numbers of states (see section 
3.3.1). 

3 An Incremental Algorithm to Learn Models of Scenarios 

3.1. An Approach to Learn Models of Human Activity 

Our training set is composed of videos where main actors are playing a predefined 
scenario. However, secondary actors may be present and play a different scenario. 
Thus we separate different individuals for each video and label their activity. 

To learn the context models, we first classically split the video set into two sepa
rate sets: the training and the validation set. To learn the training set, we have con
sidered two approaches: a supervised one and an unsupervised one. In the first case, 
we identify five different scenarios and we assign a number of individuals to each 
scenario. A model is then learned for each scenario in order to represent the as
signed individuals. This manual method was tested but, as it will be clear in section 
4, results obtained are not as good as with the unsupervised method. Thus, only this 
last method will be detailed in the following. 

In the second case, we use an automatic and incremental algorithm (see section 
3.3 below) to learn the necessary number of models. We consider each person and 
compute a "score" of the person's activity on each existing model and compare it to 
a fixed threshold in order to see if we already have a model that describes this activ
ity. If so, we re-learn that model including this activity. Else, we create a new model 
learned with the person's activity. 
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3.2. Feature Extraction from the Ground Truth 

The input of an HMM is a sequence of observations. These observations are triplets 
per frame and entity. They are given by the Ground Truth (see Fig. 2). For practical 
reasons, we transform these triplets into numbers with no information loss ̂ . 

<movement evaluat,i,on="l. 0">walking</movement> 

<role evaluation="l.0">walker</role> 

<situation eva].uat.i.on="l. 0">moving</situatiori> 

Fig. 2. A quote from the XML description of a video. 

Table 1. Numbering of all existing values of movements, roles and situations 

- "movement": 4 different - "role": 7 different - "situation": 4 different 
values values values 

walking 

inactive 

active 

running 

1 

2 

3 

4 

walker 

browser 

none 

fighter 

leaving group 

leaving 

victim 

leaving object 

1 

2 

3 

4 

5 

6 

7 

moving 

browsing 

inactive 

none 

1 

2 

3 

4 

Each symbol is first transformed into a number (Table 1). By enumeration, the 
3-vector is then transformed into a unique number: the HMM observation. For in
stance the triplet [ w a l k i n g , b r o w s e r , moving] becomes [ 1 , 2 , 1] and 
then it becomes the code 5. 

3.2.1. Normalizing the Sequences 
An observation sequence is the series of observation codes of one entity through all 
video frames. These sequences are the inputs of our system. 

The "score" of a sequence for an HMM is computed using the Viterbi algorithm. 
This "score" corresponds to the probability for a sequence to be generated by this 
HMM. The order of magnitude of this probability varies with the length of the se
quence. If we add an observation to a sequence (for instance, an entity walking dur
ing 20 frames instead of 19), the context might not change, however probabilities on 
the various HMMs will. 

As explained in section 3.3, we need to compare the absolute value (the "score") 
of different sequences on a same HMM. To be able to make this comparison, we 
must normalize the length of all the sequences. We have chosen a size of 100 obser
vations, which seemed reasonable and much less than the original size of se-

In particular, it is easier with the Java HMM library we are using, called Jahmnr. 
http://www.mn.montefiore.ulg.ac.be/~francois/software/jahnim/ 
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quences^ Here is an example on a schematic sequence of the activity "browsing", 
which consists of alternating the punctual actions "walking" and "browsing" (the 
punctual action "browsing" means consulting an information desk): 
168 X "walking 

" 
^ 

33X "walking" 

_!_ 

+ 

174 X "brows
ing" 

^ 

34X "browsing" 

-j-

+ 

168 X "walk
ing" 

^ 

33 X "walking" = 

510 observa
tions 

^ 
100 observa

tions 
We change the scale of the sequence without changing its aspect and the propor

tions of the different observations. 

3.3. Automatic Choice of the Models to Learn 

Persons with the same activity can produce very different observation series. Having 
just one HMM for each scenario means that this single HMM must be able to learn 
all those differ-ent observation series. At the same time, there are videos where the 
activity of a person is not very clear (for instance, someone coming near an informa
tion desk and slowing down in front of it: is it a browsing or just a walking by sce
nario?). 

To overcome those problems, we have decided to let the system auto-organize 
the number of HMMs that are needed and how the videos will be grouped in terms 
of activities. 

The incremental algorithm is described by Fig. 3 and is composed of the follow
ing steps: 
1) Initialization: We create an initial HMM learned on one sequence randomly 

chosen. This first model is the starting point of the following loop. 
2) Loop on the sequences of the learning set: We consider every sequence from 

the learning set at a time and apply the following steps: 
a) We evaluate the current sequence on each existing HMM using the Viterbi 

algorithm. We choose the HMM with the highest probability to have gener
ated the sequence. 

b) If this maximal probability of "generation" is greater than a threshold" ,̂ we 
assign the current sequence to the chosen HMM and we learn it again on the 
sequences it already had, plus the newly added sequence. 

c) If this maximal probability is less than the threshold, this means that there is 
no HMM that describes well enough the activity of the current sequence. 
This sequence represents a new scenario. We create a new HMM and learn 
it with the current sequence only. This new HMM is then integrated into the 
learning loop on the same basis as the other HMMs. 

This algorithm lets the machine decide which and how many models to create. 
In the section 4.1 we will compare this method with the manual one. 

^ The average length of sequences is near 500. Sequences are that long because of numerous 
repetitions of attributes (movements or roles of entities do not change very often, they are 
stable). 

"̂  This threshold is set by hand, but we tested the influence of this choice in section Error! 
Reference source not found.. 
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Learning loop 

Initialization 

( W v T ^ 

Sequence 
assigned to 
tiieHNM 

Recognition 
(Viterbi) 

probability < threshold 

se% 

probability > threshoid 

/Li}\ 
seq/ seq^ seqj seq,. 

/ = / + ! 

Fig. 3. Schema of the learning algorithm 

3.3.1. Automatic Choice of the Number of States 
One limitation of the HMMs is that we have to choose the number of states for each 
model. To avoid under fitting or over-fitting problems if the number of states is too 
low or too high, we learn several HMMs with different numbers of states for the 
same scenario. This method lets the machine decide and spares us a decision we 
might not be able to make correctly. We call this set of HMMs learned on the same 
sequences but with different numbers of states, a class. 

In our experiments a class is composed of HMMs whose number of states varies 
between 1 and 8. We can count the number of sequences choosing each particular 
HMM and notice that some of them are never chosen and some are chosen more 
frequently then others. We could a posteriori decide to delete the unused HMMs and 
even to keep only the most popular one of each class. This would be similar to [16] 
where the authors choose the number of states of each HMM in order to maximize 
the global recognition rate. In our case there is no limitation in us-ing the exhaustive 
method. 

3.3.2. Cross-Validation 
In order to evaluate the quality of our models, we use cross-validation. We sepa

rate randomly our 147 sequences into two subsets: 
- A training set composed of 30% of the sequences and used only to learn the 

models; 
- A validation set composed of 70% of the sequences and used only to validate the 

models. 
Because this partition has a huge influence on the resulting models, we repeat 

the whole process n times with a different random partition of the Ground Truth 
sequences each time. 
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3.3.3. Smoothing the Emission Probabilities 
An HMM is defined with a vector of emission probabilities of every symbol of 

its vocabulary in each state. In our case the vocabulary is composed of all possible 
codes (see section 3.2), that is to say M = ||F|| = 112 symbols, and 

F = {l, 2, 3, " •, 111,112}. So the emission vector in each state has 112 compo
nents, but in practice only a few of them are not zero. If the emission probability for 
a symbol, say the code 5, is zero in all states, a sequence which contains the code 5 
will have a zero probability with that HMM. This makes the system very sensitive to 
noise and we need to avoid that. 

We will apply the same principle as in "Laplace Smoothing": what was never 
seen is not impossible. We reduce the non-zero values to 90% and we equally dis
tribute the collected 
value on the zeros. For 
instance with a vocabu
lary of M = 7 symbols 
we would perform the transformation opposite. 

With this modification, a noisy sequence will still have a chance to be correctly 
classified. This also means that we will never have the probability 0, but the order of 
the probabilities for one sequence on all the HMMs will not change because of this 
smoothing. 

3.3.4. Adding Information about Groups of Persons 
The Ground Truth contains labels about groups of persons at each frame. These 

groups are labeled like the objects, with movement, role and situation attributes. We 
also have the infor-mation about who are the group members. We tested two meth
ods taking this into account. 

The first method consists in adding a boolean attribute of membership to each 
object at each frame. The codes are now based on the vector of attributes [move
ment, role, situa-tion, group], for instance [walking, browser, moving, 0]. 

But the Ground Truth contains hand made labels . A real tracker will not always 
be able to distinguish persons who are too close, within a group. When the tracker 
gets confused between persons, it will assign the attributes of the group to each 
member. We also made this substitu-tion in order to test this case and compare the 
results with the first method (see section 4.1). 

3.3.5. Consequence of the Incremental Algorithm: the Labeling of the Models 

Using the learned models for classification 
Once the models learned, to classify a new entry the system will compare it to 

every model. Each model will compute a "score" as response to the entry. The out
put of the classification is the model or the class which had the best score and which 
correspond the best to the entry. 

Evaluation of the classification output 
To evaluate the results of our method we need a quality criterion: the percentage 

of misclassified validation sequences. Our output is a class of HMMs. To know if 
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the activity represented by this class corresponds to the activity of the sequence, we 
need a label for the sequence and one for the class. We already have labels of se
quences, but how to label a class which was automatically created? 

We get the label, which represents the scenario or activity modeled by the class, 
by looking at the labels of the sequences used to learn its HMMs. These labels are 
composed of key words like "walking", "waiting" or "fighting". A label can contain 
several key words when the activity is not clear or if there are two activities in the 
sequence. We count the number of times each key word appears in the labels and we 
keep the most frequent ones. So the labels of classes are also composed of several 
key words, which imply that the created classes may overlap. 

Fig. 4. A frame from the testing scenarios 

4. Tests and Results 

To realize the following tests we used the validation set described in section 3.3.2. 
Fig. 4 shows a frame from the CAVIAR scenarios used in this work where a person 
is reading an information desk. His role is therefore "browser". 

4.1 Evaluation of the Incremental Algorithm and of the Additional Group In

formation 

We tested 6 combinations of possibilities to compare the reference method 
where we define 5 classes by hand, and the incremental algorithm where classes are 
automatically created. In both cases we tested the two methods described in section 
3.3.4 taking into account the information about groups of persons. 

The results in Table 3 show that the automatic method where the machine organ
izes itself produces better results than when we choose the scenarios to learn by 
hand. Besides, the infor-mation about groups of individuals seems not to improve 
the results. 
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We can notice that the standard deviation of the results on different random par
titions is quite high. For instance in the test number 5, executed on 20 random parti
tions, the average er-ror percentage is 10.44%, and the standard deviation is 5.40% 
(over 102 validation sequences). This is explained by the dependence of our method 
on the ordering of the training data. 

Table 2. The tests executed on 20 random partitions (for tests 4, 5 and 6). 

; Test number 

1 

2 

3 

4 

5 

6 

; Methodtocreate'thb. vV-
': - ":;"̂ ' classes.:. • r / ' 

Supervised 

X 

X 

X 

Unsuper

vised 

X 

X 

X 

>• • , r.'- \ '-y Groups-ofinciividuais- '•/ ->„.-;; ,'"- , 

Ignored 

X 

X 

Boolean attr. 

X 

X 

Replace by group attrs. 

X 

X 

Table 3. The results obtained on different tests 

Type of result 

Minimal PE on validation sequences 

Minimal PE on learning sequences 

Average PE on validation sequences 

Average PE on learning sequences 

SD^of errors on validation sequences 

SD of errors on learning sequences 

Testl 

11,65%^ 

0,00% 

11,65% 

0,00% 

11,65% 

0,00% 

Test 2 

13,40% 

0,00% 

13,40% 

0,00% 

13,40% 

0,00% 

Tests 
12,12% 

0,00% 

12,12% 

0,00% 

12,12% 

0,00% 

Test 4 

1,96% 

0,00% 

8,77% 

3,89%, 

4,50% 

3,29% 

Test 5 

1,96% 

0,00% 

10,44% 

4,11% 

5,40% 

2,63% 

Test 6 

1,96% 

0,00% 

10,44% 

4,00% 

4,10% 

2,94% 

4.2. Robustness to Noise 

The labels of the Ground Truth are made by hand; therefore they do not contain 
noise. But in the real application of the system, the sensors and perception algo
rithms below our context recognition tool (Fig. 1) will add noise to the data. For the 
moment, we do not have the possibility to test our approach on real data, thus we 
measured the robustness to noise by adding simulated random noise ̂ . 

The results on Fig. 5 below show that when the models are learned on clean 
data, the system can recognize validation sequences with noise. But when the learn
ing set contains more than 30% of noise, the system cannot recognize clean data. 
When the percentage of noise is over 30%, the sequences do not have a consistent 

' percentage of errors 
' Tests 1, 2 and 3 have been executed only once, thus the minimal and average percentages, as 

well as the standard deviation, have no meaning here. They only do for tests 4, 5 and 6, 
executed on 20 random partitions of the data set. 

Standard deviation 
^ Random noise is not the same as problems that are to face with real low level features, but it 

gives us an estimation of our method's robustness. 
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structure anymore and the HMMs memorize sequence more than learn a generalized 
model. In fact, the number of classes increases extensively (Fig. 6). However, the 
system is robust up to 30% of noise. 

Table 4. The tests executed to measure the robustness to noise 

Validation , Clean 
Noisy 

Learning , , | 
Clean 
Test CC 
Test CN 

Noisy 
TestNC 
Test NN 1 

~Test CN -«iif~-.Tesf NC -
40% 50% 

"•TestNNl % of noise 

• • • • > 

20% 30% 40S 

Fig. 1. The number of errors on vahdation se- Fig. 2. The number of classes created with 
quences with 10% to 50% of noise. 10% to 50% of noise. 

4.3. Tuning the Threshold 

Tuning the threshold is a way to influence the number of created classes. When 
the threshold grows, the number of classes grows (Fig. 8). These classes are more 
specialized and bring out sHght differences between scenarios. When the threshold 
decreases, the added classes are scarcer and each class is more general and explains 
different sequences. We measured the variations of the number of errors and the 
number of classes with the variation of the threshold. The results below (Fig. 7 and 
Fig. 8) admit to choose the value of the threshold depending on error rate and num
ber of classes. 

2 
10 30 50 70 

- T e s t s 

-Test 2 

110 130 150 170 190 

Threshold (lO") 

fe 
"-•s 

-Tes t 5 
-Tes t 2 

• 130 150 170 190 

Threshold ( lO") 

Fig. 3. The number of errors on validation Fig. 4. The number of classes created when 
sequences when the threshold varies. the threshold varies. 
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5. Conclusions and Future Work 

We proposed a method capable to automatically acquire the needed number of 
models representing scenarios of a given training set. The strong point of our 
method is its degree of automatism. Not only the number of HMMs and the se
quences attributed to them are determined automatically. The number of states of 
each HMM does not need to be specified by hand either. It is easy to add more data 
and to learn new scenarios. 

This approach can be categorized as a semi-supervised method. Model creation 
is completely automatic, the only parameter being a threshold controlling the num
ber of models to create. However, labeling of sequences, that is to say the attribution 
of a scenario to each individual from a video, is supervised as it is done by a human 
operator. This step consists in attaching symbols, semantics, to numeric data. In 
order to avoid that, we could add an "interactive feedback". 

In the end we obtained a complete and automatic method, comprising all the 
necessary steps, from XML conversion into observations to recognition and classifi
cation of sequences, while passing by automatic learning of HMMs. Under the best 
conditions, our tests resulted in 2 errors on 102 validation sequences, that is to say 
an error rate of 1.96%. 
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Abstract. The paper presents the architecture and design of a description 
logics (DLs) reasoner based on the Model Driven Architecture (MDA) 
methodology. The architecture relies on OMG's description logics metamodel, 
tableau metamodel, and model transformations using a language for model 
transformation. We show an example of DLs knowledge base using UML 
notation in context of MDA. The idea can be easily applied to implementation 
of a first-order logic theorem prover. The paper does not discuss 
implementation details of reasoning algorithms and the reasoner performance. 

1 Introduction 

Almost every software project needs an analysis of the range of problems that the 
software being developed should solve [13]. One way is to specify and build the 
system using modeling tools. For example, a modeling tool such as UML supports 
full development life-cycle of such software: design, implementation, deployment, 
maintenance, evaluation, and integration with other systems [16]. Model Driven 
Architecture (MDA) is an approach to IT system specification that separates the 
specification of functionality from the specification of implementation on a specific 
technology platform [10]. 

The basic notations in description logics (DL) are concepts (unary predicate) and 
roles (binary predicates) [2]. One of the most important constructive properties of 
DLs is their reasoning services, which can be applied for reasoning with ontologies. 
Some publicly available implementations of DLs reasoners [7], [6], [15] can reason 
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Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 98-105 
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with ontologies, but the authors of those reasoners did not implement their reasoners 
using advanced model engineering techniques (such as MDA) and current software 
engineering standards. 

The goal of this paper is to describe the architecture of a description logics 
reasoner in an MDA environment, and some benefits of using that methodology to 
implementant that kind of software. We suggest possible applications of such 
description logics reasoners as plug-ins to intelligent systems (we exemplify it by the 
AIR system [5]), or in intelligent analysis of students' solutions in Web-based 
intelligent tutoring systems (ITS). 

In section 2, we describe basic concepts of Model Driven Architecture (MDA) 
and refer to basic research papers where readers can fmd useful information about 
that methodology. Section 3 is the main section in this paper and describes the 
architecture of a description logic reasoner. That section also explains some benefits 
of using MDA in the implementation of the reasoner. We show a method for 
implementing the reasoning algorithms for description logics based on the Atlas 
Transformation Language (ATL) [8] that is an altemative to OMG's standard [14] 
for model transformations. Within the scope of section 3, we describe basic concepts 
of description logics and give example of a DL based knowledge base in DL syntax 
and in UML notation. 

2 Model Driven Architecture 

Model Driven Architecture (MDA) is defined as a realization of model-engineering 
principles proposed by Object Management Group (OMG) [11]. According to [3], 
there are a few central properties of the MDA: 

1. Four layer architecture and relationships among them (see Fig. 1). 
2. Transformation among the models on the same layers Ml and M2 
3. XML-based standard for sharing metadata, called XMI 

The top-most layer (M3) is called meta-meta model layer and OMG has defined a 
standard at this layer as well - MOF (Meta Object Facility). According to [10], MOF 
is the language intended for defining meta-models at M2 layer. 

MOF defines a set of reflective APIs consisting of reflective interfaces. Java 
Metadata Interfaces (JMI) is a realization of the standard called JSR040 [4], and JMI 
defines Java programming interfaces for manipulating MOF-based models and 
metamodels [4], JMI interfaces allow users to create, update, and access instances of 
metamodels using Java language. 
In terms of MDA, a metamodel makes statements about what can be expressed in the 
valid models described in a certain modeling language. Examples of a metamodels 
are UML metamodel (Fig. 1) and OMG's Description Logics metamodel (Fig. 2) 
[13]. The next layer is the model layer (Ml) - the layer where we develop real-world 
models. In terms of UML, it means classes and relationships among them. MDA 
layers are called linguistic layers, but the concepts from the same linguistic layer 
belong to different ontological layers [1]. 
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There is an XML-based standard for sharing metadata that can be used for all of the 
MDA's layers. This standard is called XML Metadata Interchange -XMI [12] (Fig. 
!)• 

The object-oriented paradigm uses the terms 'HnstanceOf and 'Hnherits'' to 
describe relations between classes and objects. Model engineering uses the terms 
''representedBy and ^^conformantTd" [3] to establish relations between the models 
in MDA layers (see Fig. 1). Model-based engineering and object technologies in 
software development can be viewed as complementary approaches [3]. 

Modei Driven Architecture 
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Fig. 1. Four layer architecture of MDA 
(see [3]) 

Fig. 2. Architecture of a Description Logic 
Reasoner 

3 MDA-based Architecture of a Reasoner 

Our DL reasoner is based on the DLs metamodel, proposed by OMG consortium 
fwww.omg.org) [13], and on the tableau metamodel (Fig. 2). 

Some publicly available DL reasoners are successfully implemented in object-
oriented technology [15], or in the LISP programming language [6], [7] for very 
expressive description logics. The authors of such reasoners did not follow software 
engineering standards, i.e. they did not describe the models of the reasoners in the 
standard UML notation. The advantage of using such modeling tools is in supporting 
the full life cycle of software: design, implementation, deployment, maintenance, 
evaluation and integration. UML supports MDA concepts of software development. 
Implementation of a MDA-based reasoner includes a few steps: 

1. Building the tableau metamodel for description logics; 
2. Implementating the repository for OMG's DLs metamodel and the tableau 

metamodel; 
3. Implementating the reasoning algorithms using model transformation. 

The tableau metamodel can be built using UML. The tableau algorithm uses a tree 
(T) to represent the model being constructed [7], hence the Composite design pattern 
can be used in describing the tableau metamodel. 
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3.1 UML Model of Description Logics Knowledge Bases 

The basic notations in description logics (DL) are concepts (unary predicate) and 
roles (binary predicates). Specific description logic is mainly characterized by a set 
of constructors that provides to build more complex concepts (concept expressions) 
and role expressions [2]. A knowledge base (KB) developed using DL consists of 
two components, TBox and ABox. Reasoning in description logics (such as 
satisfiability) is based on tableaux algorithm [7]. A plenty of details in the field of 
description logics and reasoning can be found at [2]. 
There are two ways to represent a DL-based knowledge base: 

1. Using UML language to describe a model that conforms to DLs 
metamodel (Fig. 2) 

2. Using the definition of the knowledge base and syntax of DLs languages. 
Example describes a TBox of family relationships. The first part of the example 
describes family relationships using DL notations, but the second one describes them 
in UML and represents a UML model that conforms to DL metamodel proposed by 
0MG[13]. 

Example 1: Suppose that nouns Human, Male and Parent are atomic concepts and 
hasChild is an atomic role, than means that every Male is Human but not vice versa 
(Formula 1). Concept definition represents all Fathers that have only male children 
(Formula 2). 

Male c Human (1) 

Father=Male n VhasChild.Male (2) 
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Fig. 3. The "Father" model in the MDA technological space [Online]. Available: 
http://www.gentleware.com/index.php 

The same knowledge base can be expressed using UML language but in MDA 
environment. Fig. 3. The model shown in Fig. 3 belongs to the Ml layer of the 4-
layer MDA (Fig. 2 and Section 3) and conforms to the OMG's DL metamodel. 



102 Artificial Intelligence Applications and Innovations 

The semantics (Tarski style) of formulas (1), (2), and semantics of DL model (Fig. 2 
and Fig. 3) are the same. According to OMO's ODM proposal [13], the concepts 
Father, Male and Parent, represented in Fig. 3 in UML notation, are instances of the 
metaciass Concept. Term_l and Term_2 are association ends in association relation 
between the metaclasses Term and Expression. Term_l represents dyadic 
constructor, but Term_2 represents monadic constructor [13], 

3.2 Implementation of the Repository for Description Logics and Tableau 

Metamodels 

The repository is used for storing and retrieving the models that conform to both DLs 
and tableau metamodels. It is built using the Metadata Repository (MDR) for 
Nets cans project fwww.mdr.netbeans.org) and Java metadata interfaces (JMI). 
According to [4], the JMI specification defines Java mappings for MOF. The 
repository provides standard services for creating, accessing, updating, deleting and 
validating metadata. There are a few steps in implementing the repository for both 
metamodels: 

1. Converting the UML metamodels into MOF metamodels; 
2. Generating JMI interfaces for both metamodels; 
3. Instantiating the models in the repository. Imported models conform to 

both metamodels (Fig. 2). 
Using Poseidon for UML tool fwww.gentleware.com), the metamodels can be saved 
in the XMI format. The uml2mof.jar tool (www.mdr.netbenas.org) can be used to 
generate MOF metamodels. 
In spite of all the advantages of OMG's DL metamodel [13] and the defined tableau 
metamodel, there are also several practical problems related to the implementafion of 
the repository for both metamodels: 

1. Association ends of the composition relation between the metaclasses 
Assertion and Instance [13] have the same name. When we generate JMI 
interfaces in the association proxy interface we find objects that for 
different metaclasses have the same name, so we have to change them 
manually. 

2. Association ends between the metaclasses Term and Expression [13] do 
not have names, so we have to name them, as we could not generate JMI 
interfaces. 

3. The DL meta-model cannot support a very important class of DLs called 
description logics with concrete domain [2], as it does not have 
metaclasses defined in their definitions of both syntax and semantics. 
Accordingly, the meta-model would not be able to support reasoning 
with a knowledge base in such logics. 

4. During the generation of JMI interfaces all the OCL constraints were 
ignored and we had to implement the constraints manually. 

There are a few advantages of using the MDA methodology to implement the 
reasoner, wrt. classical object-oriented programming or LISP programming 
language: 



Artificial Intelligence Applications and Innovations 103 

1. Automatic transformation of the model-driven system, from higher-level 
abstract models to object-oriented models, to a running system. 

The metamodels are built using UML. MDR NetBeans Explorer 
(wAvw.mdr.netbeans .org) enables generating JMI interfaces according to JSR040 [4] 
standard. These interfaces allow for handling the models at the Ml level (Fig. 2). It 
cannot be done using object-oriented methodology or LISP programming. 

2. Some publicly available reasoners [15] implemented in object-oriented 
technology used ontology parsers. In our implementation, parsers are not 
used. 

3. Reasoning algorithms, such as checking for consistency, are 
implemented using data structures like trees or hash tables [15]. In this 
solution, tableau can be represented using XML 

Tableau model can be described using XML Metadata Interchange. XMI has a tree 
structure - every tableau model is a tree [2]. Because of this similarity, it is easy to 
describe a tableau model (which conforms to the tableau metamodel) using XMI. 
JMI interfaces generated for tableau metamodel are used for creating, accessing, 
updating, deleting and validating tableau models according to JSR040 standard [4]. 

4. Existing publicly available reasoners [7], [6] may not be integrated in 
today's intelligent metamodeUng frameworks, like AIR [5] or intelligent 
web-based education systems as plug-ins, especially if such a reasoner 
should be plugged into the Eclipse Modeling Framework (EMF) 
(www.eclipse.org). 

5. Suitability for making ftirther extensions of the reasoner. 
Reasoners hke PELLET [15] or FACT [7] are YES/NO sort of software. Their 

reasoning algorithm for consistency answers only Yes or No when checking the 
consistency of ontology. It is difficult to use them that way in, e.g., intelligent 
analysis of the semantics of students' solutions in intelligent web-based educational 
systems [9]. Using JMI interfaces, generated from the tableau metamodel, the 
tableau model may be analyzed to fmd useful information about the students' 
solutions in cases when the students give wrong answers. 

3.3 Implementation of the Reasoning Algorithms 

A transformation from one model to another is the key technology in the MDA 
paradigm [3]. OMG proposed a standard [14] for model transformation. Three vital 
subjects of the proposal that ensure the fiill realization of MDA are: 

1. Queries: Take as input a model, and select specific elements from that 
model. 

2. Views: Represent models that are derived from other models. 
3. Transformations: Take as input a model and update it or create a new 

model. 
The Atlas Transformation Language (ATL) [8] is an answer to the OMG's QVT 
RFP [14]. A plenty of useful details about the language is described in [8]. This 
section describes only some benefits of using such a language for implementing the 
reasoning algorithms. Some of these advantages are: 
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1. ATL can be integrated in the Eclipse Modeling Framework (EMF) 
(www.eclipse.org/gmt) as a plug-in. 

ATL is a declarative and hybrid language. The syntax of the language can be 
integrated into a Java-based environment. It means that the reasoning rules for 
description logics can be written directly in some Java environment using the 
expressive power of the language. In the EMF environment, the ATL code can be 
run and debugged. 

2. A transformation model in ATL is a set of transformation rules and Boolean 
operations. 

Reasoning algorithms, based on the tableau for description logics, are based on a set 
transformation rules [7], including Boolean operations. The ATL language supports 
set and Boolean operations. The syntax and semantics of the language are described 
in [8]. 

3. During the generation of JMI interfaces, all OCL constraints were ignored. 
We have to implement them manually. 

The ATL language is implemented with respect to the OCL standard. 
4. ATL is compatible with JMI interfaces. 

ATL transformation model is first read using the ATL parser and loaded into Java 
meta-data repository which is based on a JMI compliant repository. The generated 
JMI interfaces for both metamodels can be integrated into the ATL language and 
help in the implementation of the reasoning rules. The interfaces support extension 
of the rules for very expressive description logics. Although mainly intended to deal 
with MDA models (based on MOF meta-models and accessible via XMI or JMI), the 
EMF framework with integrated ATL should also handle other kinds of models from 
different technological spaces (e.g. Java programs, XML documents, DBMS 
artifacts, etc.) [8]. This is important in case of using the reasoner in other platforms 
like intelligent metamodeling frameworks, especially in case of using such a 
reasoning machine to reason on UML models (not UML diagrams). 

The first step in implementing the reasoning algorithms is bridging the DL 
metamodel and the tableau metamodel at the M2 level (Fig. 2), using the ATL 
language. At the Ml level (Fig. 2), the DL model in negation normal form must be 
transformed into the tableau model according to the reasoning expansion rules [7]. 

4 Conclusion and Future Works 

The paper proposed the architecture of a description logic reasoner based on the 
OMG's DL metamodel. We also proposed a method for implementation of reasoning 
algorithms for description logics using the ATL language. Such an implementation 
methodology for the reasoner is flexible in practical uses of the reasoner in today's 
intelligent metamodeling framework or web-based intelligent tutoring systems. In 
the future we will try to test our reasoner in various Semantic Web applications. 
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Abstract. Guideline fonnalization is recognized as an important component in 
improving computerized guidelines, which in turn leads to better 
informedness, lower inter-practician variability and, ultimately, to higher 
quality healthcare. By means of a modeling exercise, we investigate the role of 
guideline formalization tools which use two different knowledge 
transformation principles in producing re-usable knowledge objects useful for 
representing medical processes and performing updates of medical guidelines. 
We give a general evaluation of usefulness and state the main requirements for 
tools that reuse medical knowledge and support authoring of guidelines. 

1 Introduction 

In recent years, medical guidelines and protocols have become the main instruments 
for disseminating best practices in clinical medicine. They promote safe practices, 
reduce inter-clinician practice variations and support decision-making in patient care 
while containing the costs, therefore leading to improvement of the quality and 
consistency of healthcare. Concerns for quality, consistency and uniformity of care 
stimulated the elaboration of a guideline development process for producing 
computerized evidence-based guidelines. Guideline formalization has been 
recognized as an essential component in this process, which leads to higher quality 
computerized guidelines. Guidelines set out what should happen, when, and by 
whom in the care process, and guideline formalization is the medical knowledge-
driven transformation process by which an informal guideline text is translated into 
an equivalent but more formal representation, suitable for simulation and verification 
of properties. The resulting formal specification is tested with respect to 
requirements for medical processes, such as avoiding critical conditions, asserting 
the desired ordering of events, or describing how a desired situation can be reached. 

Please use the following format when citing this chapter: 
Serban, Radu, Puig-Centelles, Anna, Teije, Annette Ten, 2006, in IFIP Intemational Federation for 
Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 106-118 
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The potential flaws discovered result in criticism for the part of the guideline that 
generated the faulty specification. 

Currently, the knowledge transformation employed for guideline formalization 
cannot be performed in one step, due to the complexity of the modeling knowledge 
required. Even worse, there are no rules for recognizing and transforming frequently 
encountered medical situations described in narrative medical text into their formal 
representation. Therefore, the knowledge engineers who perform the formalization 
cannot effectively apply such rules when similar guidelines are formalized, but rather 
have to rediscover them from scratch. Recent research on guideline formalization 
([5, 6, 7, 10]) propose to solve this problem by making expUcit and grouping 
together the different types of knowledge employed by the knowledge engineers in 
the formalization process and maintaining a mapping between the textual 
representation and the formal representation of the medical knowledge. This 
structuring of medical knowledge according to formal methods techniques ([15]) can 
then be used in the different phases of the, by now, standardized process of guideline 
formalization. Tracking of faulty fragments throughout the formalization phases 
enables guideline improvement. 
There are very few tools that currently support a step-wise knowledge refinement and 
knowledge tracking methodology for guideline formalization. We selected two 
general purpose document management tools which employ different principles for 
structuring and transformation of knowledge, which makes them suitable for 
implementing this methodology: the Document Exploration and Linking Tool/Add
ons (DELT/A, formerly known as Guideline Mark-up Tool, or GMT [1,4, 5]) and 
Stepper ([2, 3, 6, 7, 8]). Both tools allow the user to define mappings between 
fragments of two XML documents, providing the necessary support for guideline 
developers in transforming informal guidelines into more formal representations. 
Other tools for similar purposes exist, see GEM-Cutter ([9, 10]), or the DeGeL-
related tools ([10, 11]), but they focus on other dimensions of guideline development 
process or do not provide the same flexibility in choosing the target representation 
model. Our objective is to study the role of refinement and tracking of knowledge 
objects in producing flexible executable representations of a procedural guideline. 
By means of a modeling exercise, we investigate the role of these tools, or rather 
their underlying principles, in producing re-usable knowledge objects which are 
useful when representing medical processes and performing updates of medical 
guidelines. We compare the two tools from a knowledge modeler's perspective, 
according to criteria such as the effectiveness of the model produced, the quality of 
the representation and the reusability of modeling knowledge across scenarios. We 
provide a general evaluation of usefulness of the two tools from a reusability 
perspective and state the main requirements for tools that reuse medical knowledge 
and support authoring of guidelines. 

In the remainder of our paper, we summarize our experiments on applying 
guideline formalization using Stepper and DELT/A, and provide a preliminary 
validation of the resulting models. We compare the quality and effectiveness of both 
transformation tools with respect to producing formal specifications in ASBRU 
([14]), an executable plan-oriented language for representing medical protocols. We 
also explore whether integration of their most useful features is possible. 
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Both tools were applied on an evidence-based guideline for treatment of breast 
cancer [12], which provides complex practical situations, suitable to be modeled. We 
compare the complexity of the transformation process and the quahty of the 
executable model generated by DELTA/A and Stepper, which is given by the 
number and the complexity of ASBRU plans produced using that tool. Then we 
summarize the advantages and disadvantages of each tool and the lessons learned 
from using these tools in guideline formaHzation. 

In DELT/A one typically defines links between parts of two documents which 
express the same content but in different representation languages. The formalization 
process is an iterative refinement of various fragments of the text, resulting in an 
incremental building of an executable model and in mapping increasingly larger 
narrative fragments to pieces of the model built. As in other mapping and linking 
approaches, the same transformation step is repeated until no new elements can be 
formalized. 

Stepper uses a multiple-step approach in which the guideline is decomposed into 
fragments corresponding to a relatively independent set of propositions. These 
fragments are farther split into basic components which can be used to construct an 
element at the next level of representation of the guideline. Some of these simple 
transformations can partly be automated and executed independently. Guideline 
formalization can be viewed as a process consisting of several pipelined refinement 
steps, performed once for each relevant source fragment, in which only elements 
produced by the previous refinement step are used. 

2 The Step-by-Step Methodology for Guideline Formalization 

Stepper ([2,3]) is a tool designed for document formalization based on the idea of 
multiple-step refinement, in which the focus of each step is to transform the 
knowledge in the source document into a more formal representation in the 
destination document. In each subsequent step, the destination document of the 
previous steps becomes the new source document. The destination element of the 
last step is typically a formal or executable representation of the original guideline. 
A transformation step is described by three components: 
1. The schema of the target representation language is a DTD document defining 

the elements allowed in the target representation 
2. The transformation rules file specifies actions (such as, selection, iteration, 

grouping or splitting) allowed for creating elements in the target representation 
by using elements in the source file. The Rules file can be created and edited in 
the Rules editor, which is an integrated module of Stepper. 

3. The target representation is an XML file in which elements allowed by the target 
representation schema are inserted, when the rules for transformation can be 
applied on the source document received as input. 

The guideline formalization supported by Stepper is actually a gradual 
refinement of the original text into a set of elements that are closer to the formal 
representation than the original representation. By manually adjusting the types of 
refinement performed in each step of the formalization and by building a rules file, a 
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part of the knowledge necessary for performing the guideline formalization task is 
made explicit. Later, it can be reused for subsequent transformations. 

Stepper uses a step-by-step approach for guideline formalization ([2]), 
transforming the guideline document from the bottom to the top, in a Document-
Centric fashion. The goal of the transformation is to preserve the domain-specific 
and procedural knowledge conveyed by the guideline, while removing the 
unnecessary bits. This approach differs from the more predominating Model-Centric 
approach to guideline formalization, in which a compact conceptual model of the 
guideline is formulated by the domain expert and gradually converted to a fully 
operational representation. 

There are 3 typical steps used in the step-by-step methodology: 
1. Split the guideline text into components that contain procedural knowledge 

and components that contain definitions of concepts; ignore other parts of 
the guideline; 

2. Group together the procedural knowledge elements associated with the 
same episode, and the definitions they use, making up scenarios; 

3. Based on definitions, combine the scenarios produces in previous step into 
an executable representation of the guideline. 

We have customized this process for medical scenarios that have to be translated 
into ASBRU: 

1. Isolate narrative structures, i.e. text describing procedural aspects of the 
guideline 

2. Mark up medical categories, i.e. medical concepts connected to the 
procedural aspects 

3. Identify control structures, i.e. patterns of control that match the selected 
procedural fragments 

4. Sketch a preliminary ASBRU representation, i.e. fragments of executable 
language that can be mapped to procedural fragments using medical 
categories and control structures 

5. Refine it into the final ASBRU representation, i.e. the executable form, 
obtained by refining the preliminary ASBRU elements through reviewing 
the control structures and the medical definitions. 

The essential change compared to the standard three-step approach of Stepper 
consists of isolating two types of elements in the "Narrative structures": those which 
correspond to concepts in the medical vocabulary are obtained by semantic 
annotation of the narrative fragments using medical thesauri; those describing 
procedural knowledge are identified using a set of linguistic markers, such as "A 
{following/after} B", "A {consists of} B", "{if} A {then} B". These elements are 
then mapped to control blocks of the type "execute action A; then execute action B" 
or "if condition A is true then execute action B". From these structures a skeleton in 
the target representation language (in our case, ASBRU) is built. The last step 
accounts for refining the ASBRU skeleton and integrate its components into an 
executable representation. 
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3 Document Linking and Mapping 

DELT/A ([1]) is a flexible general purpose tool that facilitates linking and mapping 
between two XML documents, but has been designed to support guideline 
formalization ([4]). By viewing knowledge refinement as a particular case of 
mapping between knowledge components, the linking feature provided by DELT/A 
supports translation of plain text guidelines into more formal representations. The 
user defines links between the original guideline and the formal representation, and 
has the possibility to see how each element in the original guideline translates into 
the formal representation, and which part of the original text a formal element is 
obtained from. The tool provides a plugin for translating guidelines into ASBRU as 
the main formal guideUne representation language. The tool is flexible enough to 
support virtually any knowledge representation formalism for which a DTD has been 
defined. The existing version of the tool supports validation of an XML against its 
DTD, multiple and overlapping links between elements of two XML files, evaluation 
of XPath expressions, filtering and highlighting of XML elements. 

The guideline formalization process is captured in DELT/A by having several 
one-to-one mappings between text fragments in the medical guideline and elements 
of the target model, which in fact define one-to-many (decomposition) or many-to-
one (aggregation) relations. The step-wise refinement approach of Stepper can be 
emulated in DELT/A, by defining intermediate representations and mappings 
between pairs of these intermediate representations. Visualization support for tracing 
the transformation of one knowledge object across several refinement levels is 
simpler than in Stepper (which provides a cross-level view of one element), but this 
is due to the fact that guideline formalization in DELT/A is seen as a cascade process 
in which knowledge is preserved and the decisions in modeling are only taken based 
on the elements in the immediately preceding representation, not based on elements 
from several preceding representations, as in Stepper. 

DELT/A allows the use of macros, written in an XML-based macro language, 
which provide the same fimctionality as the transformation rules in Stepper - a 
standard refinement of one source element through several rewriting steps. A macro 
is a hierarchically ordered group of XML elements that are conceptually connected 
and are often used together. It can be seen as a template, which captures the most 
frequently used transformations for one source element and can be reused during 
authoring of guidelines. 

4 Defining knowledge transformations 

We evaluated the suitability of DELT/A and Stepper tools in clinical guideline 
formalization, by comparing the ease of use and the quality of the ASBRU 
executable model generated for a few specific scenarios. One additional object of our 
investigation was the balance between the domain-specific knowledge and the 
modeling specific knowledge which is required to perform the formalization of a 
narrative medical text. We have implemented the knowledge transformation process 
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using the means provided by these tools and studied the gain in effectiveness and 
quality of representation when this process was repeated for a similar document. 

DELT/A and Stepper are both document-centric approaches. Due to the step
wise refinement method used by Stepper, the quality of the target representation 
(level of detail, presence of complex control structures) depends more heavily on the 
choice of the intermediate steps taken for refinement. DELT/A can be used to 
produce quicker a prototype if the mapping between text and elements of the 
executable language is trivial, because the linking of source and destination elements 
can be done in one step. However, DELT/A should be regarded as operating at a 
lower level of conceptualization than Stepper. From this perspective, DELT/A is less 
semantics-aware than Stepper. Using only one-step for transforming text guidelines 
into a specification in an executable guideline language (such as ASBRU), as 
DELT/A does, is difficult. DELT/A is not aware of the different types of control 
components embedded in one another, while in Stepper this distinction can be made 
with the right design of refinement steps. However, due to the separation of mapping 
from semantics, DELT/A gains in flexibility, and there are very few things that 
Stepper can do which cannot be emulated by using DELT/A macros. Even a multiple 
step knowledge transformation can be emulated successfully in DELT/A, therefore 
the two tools can produce comparable results. We want to evaluate which features 
make them produce better results, which knowledge transformation rules are 
commonly applied when using them both and whether lessons can be learned about 
which of these features can be combined when building new applications with 
similar goals. 

Two guidelines written in English were selected for formalization, as they 
capture recent, clinically relevant, multi-disciplinary, evidence-based material, 
including recommendations based on expert consensus and based on clinical trials 
and literature review: 

1. the SIGN Scottish [13] guideline for treatment of breast cancer in women. 
2. the CBO Dutch ([12]) guideline for treatment of breast cancer. 

By analyzing two different guidelines we can assess the differences in the 
complexity and quality of the transformation with different input text. The 
parameters that define the quality of the transformation are: 

1. the number of anomalies in the guideline knowledge found using the tool; 
2. how easy it is to produce an element of the executable model from a source 

element; 
3. the time spent to transform all relevant source elements into executable 

elements; 
4. the quality of the executable model generated (i.e., whether the resulting 

ASBRU model contains sufficient information to allow simulation of the 
medical process modeled). 

Two narrative chapters were extracted from the SIGN guideline and formalized, 
first in Stepper, then in DELT/A. Both results could be validated in DELT/A against 
the DTD of ASBRU. Subsequently, one chapter from the CBO_BC guideline has 
been formalized, first in DELT/A then in Stepper, using the background knowledge 
and the project structure collected in the first project (SIGN guideline). This order 
was chosen to see whether knowledge of the transformation process can be 
transferred between the two tools and between two different projects of the same 



112 Artificial Intelligence Applications and Innovations 

tool. This is motivated by the need to investigate the reusability of formalization 
knov^ledge acquired in each tool. 

4.1. Knowledge Transformations in Stepper 

We defined a guideline refinement scenario consisting of 5 transformation steps: 
Guideline Document (Source) -^ Narrative Structures -> Medical Categories -^ 
Control Structures -> ASBRU Elements -> Final ASBRU representation. This 
refinement scheme corresponds to decomposition of linguistic structures that make 
up the original (plain) text of the guideline, according to three dimensions: 
a. narrative categories (e.g., definitions, conclusions, recommendations) 
b. detailed conceptual (domain-specific, i.e., medical) categories (medical 

interventions, drugs, symptoms, diagnostic) 
c. control structures: action sequencing, decomposition, synchronization and then 

reconstruction of the formal representation starting from control structure 
elements. 

Narrative Structures are elements such as: definition, recommendation, 
conclusion, background fragment (containing explanations, evidence supporting a 
particular treatment), goal statements (expressing medical intentions), procedural 
fragments (detailing how the procedures are to be done, in which order, what 
components they have), recommendations, references to literature or to other parts of 
the document, medical statements. In the subsequent steps we distinguish several 
refinement procedures applied to each type of element, and focus on the more 
"formalizable" elements, such as procedural fragments, conclusions, 
recommendations. 

Medical Categories are elements intended to reveal the knowledge composition 
of the narrative-control structures. Text fragments that have a well-established 
structure are further decomposed into categorized terms that belong to medical 
categories. Extracting medical categories from each narrative structure corresponds 
to a semantic tagging of the text fragments. Medical representation contains the 
following medical concepts: med_concept | med_goal | med_factor | lab_parameter | 
med_action | drug | body_part | disease | time_spec | op_relation | med_reference 

The transformation from the narrative structures into control ones can take place 
directly if this step is skipped, but this semanfic tagging potentially reveals 
knowledge gaps that have to be filled in using background knowledge. For instance, 
it can be detected that a sentence describing a medical action does not refer to which 
body part it is to be applied, or which drug it uses. 

The next step is to extract the elements that describe different programming-like 
control structures, using a list of words that describe decomposition, aggregation, 
ordering of actions, temporal constraints and repetition. The Control Representation 
contains one of these elements: action-goal | condition-action | action-group | 
scenario | causal-rel | concept-def | ref-to | action-effect | cycle | iteration | action-time 
I acfion-effect. 

We selected this transformation step, as each of the programming-like structures 
has a quite different translation in terms of the formal representation language 
chosen by us, namely ASBRU. 
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ASBRU Elements step includes all elements of the formal representation of the 
guideline in ASBRU. However, the resulting ASBRU set of plans does not include 
yet optimizations, such as, having a minimal number of plans, unique variable 
names, disjoint variable and plan names, etc used. The last transformation step, from 
ASBRU elements to Final ASBRU representation, is a refinement and optimization 
step. 

The Preliminary ASBRU and Final ASBRU representations have the same 
schema, allowing all ASBRU constructs: local and global variable defmitions, plans, 
effects of plans, intentions and plans and termination and completion conditions for 
plans. 

Rules for transformations necessary for guideline formalization were produced 
on-the-fly, based on the type of knowledge encountered in the chapters analyzed. 
After the first chapter of the reference guideline was processed, a few knowledge 
transformation rules were created. 
For instance, for processing of the following text fragment: 

Definition: Locoregionally advanced breast cancer is used to describe breast 
cancer which is unresectable on the basis of the classic unresectability criteria: 
oedema of the skin (peau d'orange), ulceration, satellite skin nodules, etc. 

we added the following transformation rules: 
Narrative, rules: 

Text -^ One-to-one (Definition) -> Definition 
Medical.rules: 

Definition -^ Decomposition (D_Definition2List) -^ 
Seletion([MedConcept;OpRelation;Disease;OpRelation;Iteration(0,5,Med_ 
Symptom)]) 

Control.rules: 
Selection([MedConcept;OpRelation;Disease;OpRelation;BodyPart]) ^ 
Aggregation (A_List2ConceptDef) -> Concept-Def 

Pre-asbru. rules: 
1. Concept-Def-> One-to-One (0_ConceptDef2ContextDef) -^ 

Plan-library\Domain-Defs\Domain\Context-Def 
2. Concept-Def-> One-to-One (0_ConceptDef2VarDef) -> 

Plan-library\Plans\Plan-Group\Plan\Value-Def\Variable-Def 
Asbru.rules: 

Plan-library\Plans\Plan-Group\Plan\Value-Def\Variable-Def-> 
One-to-One (0_VarDef2ContextDef) -^ 
Plan-library\Domain-Defs\Domain\Context-Def 

Based on the usage patterns observed in the transformation process, we adjusted 
the elements of the transformation, for instance by partitioning the original 
"Background" element (class) in the "Narrative" representation into two elements: 
"Definition" and "Procedural Fragment". In the example above, we created the 
transformation rules allowing for two options for transforming a concept definition 
("ConceptDef element at "Control" level) into different elements at the "ASBRU" 
level: a definition of a variable that is going to be used at the level of one plan 
(Variable-Def), or a definition of a context that will be used by several plans. The 
role of the definition will likely become clear only after all ASBRU plans have been 
defined, and the dependencies between plans and the variables have been 
established. Therefore, this transformation of a variable definition into a context 
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definition can take place only in the last refinement step ("ASBRU elements" -^ 
"Final ASBRU"). 

By counting how many elements of each type and which rules were used most 
often in the formalization of the first chapter of the SIGN guideline, we were able to 
eHminate the less generic and infrequently-used rules and to select the most frequent 
ones as transformation patterns. 

The formalization of the subsequent chapters took much less time, due to the fact 
that the elements of the intermediate representation and the transformation rules 
defined in the formalization of the first chapter were re-used. The time spent for 
formalization using the Stepper tool has been reduced considerably, when enough 
transformation rules defined in the first phase could be applied in the second phase. 
By simulating the Stepper transformations in an application that performs semantic 
tagging of text and applies automatically the transformation steps (for a given order 
of the refinement steps, and for a given set of elements and transformafion rules), we 
are able to measure the time spent for formalization. On the other hand, the quality 
of the resulting formal representation in ASBRU is not as high as that of a manual 
formalization. 

For estimating this quality of the resulting ASBRU representations, we used the 
following criteria: 

1. The number of ASBRU plans generated should be as low as possible; 
2. Each plan should have the body part and activation conditions defined 
3. Each plan should be executed by another plan, or references to its 

corresponding medical actions must exist in the background narrative 
description this plan was generated from. 

4.2. Knowledge transformations in DELT/A 

Two chapters of the SIGN guideline were formalized in DELT/A separately, in two 
steps. The initial target representation file was initially empty, and new ASBRU 
elements were added as they were recognized in the source document. The mappings 
used the reference ASBRU DTD specificafion and a set of DELT/A macros built for 
Text-to-ASBRU transformations. 

The formalization was incremental in the sense that different parts of the 
guideline could be transformed independently and later frirther refined, based on 
additional knowledge produced in the transformation. Creation of macros took place 
in parallel with the formalization, so that, after the first chapter was formalized, the 
most frequently encountered transformations were stored as DELT/A macros. 
Therefore, the second chapter was formalized using additional background 
knowledge acquired in the formalization process of the first chapter. As result, the 
knowledge engineer produced a more finely-grained and complex model than that of 
the first model built. 

Formalization in DELT/A produced better qualitative representations than 
Stepper, within a time frame comparable with the one spent in Stepper for the same 
input. For small and finely structured knowledge objects, the possibility to track 
directly a formal element to its context in the source document was essential in 
obtaining a detailed formal representation. This feature was more prominent in 
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DELT/A, where there was only one formalization step to perform, while the cross-
level visualization feature in Stepper helped towards this goal, but involved 
additional actions. 

4.3. Comparing the effectiveness of guideline formalization tools 

We formalized the same guideline text extracted from two guidelines in each of the 
tools, then we cross-validated the results obtained with each tool, with the help of the 
other tool. 

We noticed that in DELT/A more ASBRU plans can be identified than in 
Stepper, as the transformation process is more direct and the original information is 
not lost in transformation. This is why we used an independent mark-up of the 
guideline text to verify that all the relevant parts of text have been processed with 
both tools. The evaluation has been done based on the several criteria, discussed 
below. 
4.3.1. Ease of use. We evaluated how easy is to set up a refinement scenario and to 
perform the guideline formalization without previous training. With Stepper it is 
conceptually clearer to set up a refinement scenario because it is aware of knowledge 
refinement and splits the guideline transformation process into logical steps. It makes 
guideline formalization easy without previous training because knowledge is 
processed at different levels of abstraction or even by different categories of people 
(medical experts, knowledge engineers, guideline developers). In DELT/A defining 
the refinement scenario takes more time, but using the macros in formalization is 
relatively easier than applying the transformation rules in Stepper. 
4.3.2. Richness of transformation. The granularity of the elements used during 
guideline knowledge refinement and the types of transformation rules that can be 
described determine how expressive the transformation is. In Stepper, the granularity 
of the elements resulting from transformation is finer than the one used in DELT/A, 
therefore potentially the formalization in Stepper can capture more formalization 
knowledge than DELT/A. In Stepper more complex transformation rules can be 
defined than in DELT/A, such as selection of elements, aggregation of several 
elements of different types, iteration, and repetition of a particular processing. 
4.3.3. Quality of the resulting executable model. It depends on the granularity and 
complexity of the executable model obtained through transformation. With Stepper, 
the transformation is a composition of several aspect-oriented transformations at 
different conceptual levels. This compositionality ensures a more refined result, 
compared to the more direct knowledge transformation (in one step) in DELT/A. 
However, DELT/A copes better with changing knowledge, as it does not depend on 
a long knowledge refinement chain and the changes can be applied faster. 
4.3.4. Visualization support. To evaluate how intuitive and easy to use is the 
visualization support in the two tools, we looked at how easy is to navigate, whether 
focus on particular parts of guideline is possible while others are hidden, whether 
several regions of the guideline can be analyzed concurrently, compared, etc. Stepper 
provides a very convenient cross-level view of an element, which indicates the 
transformation tree that produced that element, including the order of 
transformations that have been applied. Different perspectives are given to the 
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modeler, to focus on particular components of the model which is built. In DELT/A, 
the graphical representation is replaced by a tree-like textual view in which particular 
language constructs and XPath expressions can be input and matching elements 
highlighted. However, the focus is on document structure, and does not look from 
modeller's perspective. The order of modeling steps is not captured. However, from 
an extensibility perspective, DELT/A is more powerful, as it comes with a set of 
plugins that can be extended / rewritten to generate graphical representations, though 
this is not directly supported by the tool itself 
4.3.5. Support for explanation and reasoning. Both tools provide an exphcit 
visualization support for explaining the guideline transformations. Traceabihty of the 
steps performed (step history) and connecting the guideline parts with a particular 
semantics are important in having a better support for understanding the modeling. 
The Stepper tool provides a feature called "Cross level view" that gives a graphical 
representation of the transformations done for obtaining a particular element, while 
DELT/A keeps a counter for recording the order of transformations. However, 
DELT/A provides a set of views, filters, search and XSLT transformation features 
which make it potentially richer from an explanation and reasoning perspective. 
4.3.6. Facilitating re-usability and modularity of knowledge. An essential feature 
common to the two tools is the support offered for re-using the transformation steps 
capturing guideline modeling decisions in other situations, with a minimum of 
change. In Stepper, the fme granularity of the knowledge captured by the 
transformation rules allows several complex transformations to be realized by 
composing several basic transformations. These transformation rules used in each 
step of the formalization are defined and customized by the knowledge engineer and 
kept separately in a rules file, in order to be re-used in other translations [4]. 

5 Conclusions 

We compared the implementations of two knowledge transformation principles for 
guideline formalization, embodied by two of the very few tools that can be used in 
practice for improving the quality and effectiveness of guideline formalization. The 
two applications discussed, DELT/A and Stepper, were designed for different 
purposes: Stepper is a multi-step, customizable document transformation tool, 
designed for step-by-step knowledge refinement, while DELT/A is a multi-purpose, 
macro-based, document mapping tool. They have a lot of common, as well as 
complementary, features, compatible input and output formats (XHTML, XML, 
DTD) and one common method - cross-document mapping. 

The results obtained by formalizing the guidelines with these tools represent 
valid representations in the target ASBRU language, but still require additional 
adjustments in order to be executable by an ASBRU interpreter. This indicates that 
either the text formalized did not contain sufficient procedural knowledge, or the 
information lost during transformation affected the quality of the ASBRU 
representation generated. However, the positive impact of the structured guideline 
development process that these tools implement, on the effectiveness and the quality 
of the guideline representations generated cannot be dismissed. In the future, 
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separation of domain knowledge from modeling knowledge and maintenance of 
guideline modeling rules as re-usable components will lead to libraries of pre
compiled transformations that can be imported, tested and applied to specific 
categories of documents. 

The features discussed here represent a few steps in this direction. The 
refinement process proposed by Stepper and the use of DELT/A macros reduce 
significantly the time spent in formalization of a guideline for which a guideline 
formalization process has been configured. Also, the possibility to track a formal 
element back to its original context in the source document is decisive for a quick 
understanding of modeling steps and consequently for a better quality of the 
representation. 

As result of our comparison, several requirements can be listed for a guideline 
formalization tool that would combine their most useful features: 
1. execution of multiple, logically independent, knowledge refinement steps, 

which can be traversed both forward (source-to-target) and backward (target-to-
source). Stepper supports visual tracing of the refinement steps, while in 
DELT/A a refinement scenario consists of multiple transformations, each 
involving a pair of documents, and can be reviewed in a pair-wise fashion; 

2. knowledge visualization support for analyzing the origin, semantic category, 
importance and precision of data chunks; currently, the history file and the 
cross-level view in Stepper provide such support, but it can be included in a 
more natural way as plugin for DELT/A; 

3. the use of macros (present in DELT/A, absent in Stepper), i.e. the most 
frequently used transformation rules by which elements in the source 
representation are transformed into target representation elements; 

4. possibility to customize and iterate the refinement process, by allowing 
destination elements of the current step to be included among the source 
elements of this step; currently, both Stepper and DELT/A support this process 

5. modeling decision support: user assistance for viewing, editing, summarizing 
and visualizing available transformations, support for validation (checking 
consistency of an XML file versus its DTD, filtering and highlighting of missing 
links, etc); DELT/A provides a comprehensive support for this, in Stepper tool 
new elements can be inserted at the right place in an XML file only in 
accordance to the DTD schema of the target representation language; 

6. support for semantic tagging and ontologies in the refinement process, 
including script support for reporting, refactoring and transformation of parts of 
the edited documents; Stepper promotes XSL for automating the knowledge 
transformation, but so far DELT/A has more advanced features concerning the 
interactive transformation and refactoring of the medical knowledge fragments. 

The design principles proposed by the Stepper methodology for guideline 
formalization provide useful insights for structured guideline development process. 
For implementation purposes, DELT/A tool is more effective and can be extended 
more straightforwardly. However, both tools provide many useful and 
complementary features, which can be reconciled by an application supporting 
guideline formalization through an incremental refinement of knowledge. 
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Abstract. We present an original navigation approach to explore data in the 
framework of the semantic web. Before navigation, data are represented and 
integrated by jointly using Topic Maps and description logics. Our navigation 
approach improves the traditional web navigation with two specificities. First, 
the navigation paths are semantic instead of structural links. Second, it is a 
subject-centric instead nothing-centric. These two facilities increase the 
efficiency of information retrieval in the Web. They are implemented in an 
adaptive interface, which browses, gradually, data as a concept map with rest 
to user navigation. 

1 Introduction 

The Web presents a huge amount of heterogeneous collections of data. Application 
developments, such as e-health, e-business and digital libraries, require access to 
multiple sources in order to get complete and consistent information. Two many 
search modes can be used to search information in the Web, query language and 
navigation. In the first mode [1], user must be expert of the query language and 
know partial or complete data structure to formulate a query. Considering the 
number of datasources, query formulation is a fastidious task. Navigation is the most 
search mode used because it is natural, intuitive and does not require learning any 
query language syntax. 

However, navigation is not efficient in huge collection of data, because it causes 
the well-known concept of lost in hyperspace. That is, user often takes progressively 
non relevant navigation paths. After some navigation steps, he is confronted to 
nondesired information space. In this situation, user does not know how to continue 
the navigation. For example, in e-health doctors may want to get information about a 
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patient. Than, they start search by selecting the given patient from a Web page 
giving all patients. They navigate from the given patient by following the 
examination link to get patient exams. In most cases, this Web page presents 
exaninations of all patients. After that, doctor follows navigation to get practitioners 
who made the examinations. Suppose that doctor would obtain result of an exam 
made by a known practitioner. Therefore, doctor selects the given practitioner and 
navigates to the Web page giving exam results. In traditional navigation, results 
given in this Web page should be related to all exams made by the given pratitioner 
for all his patients. 

Moreover, when there are many navigation paths from a page, doctor may follow 
bad navigation paths. Addition of these mistakes brings doctor to nondesired Web 
pages. Unfortenatly, there is no reverse navigation to reach the nearest Web page 
previously navigated in order to restart more relevant navigation paths. 

In this paper, we propose to integrate data about a defmed-domain application 
and explore the integrated data space using a subject-oriented navigation. Web data 
are distributed and heterogeneous. To deal with distribution, we use a distributed 
knowledge representation. Topic Maps, to construct a conceptual graph upon the 
distributed data of the Web. To deal with heterogeneity, we use description logics to 
merge data according to their descriptions. 

Then, the integrated data is used by a navigation interface. This interface adapts 
the integrated data to the user profile and allows exploring data in an efficient 
navigation mode. 

2 Related Works 

In order to assist user during navigation, navigation interfaces become more and 
more adaptive. In the context of the Web, these navigation interfaces implement the 
so-called adaptive hypermedia navigation. Many adaptive hypermedia conception 
techniques are proposed [2],[3]. These modeling techniques are based on data 
modeling, navigation structure modeling and abstract interface modeling. 

The idea of adaptive hypermedia navigation consists to couple together the 
domain model and the user model using an adaptivity engine [4]. The domain model 
represents concepts and their associations of the application domain. The user model 
represents user objectives, preferences, goals and backgrounds. Adaptation is made 
by the adaptivity engine using rules [5]. These rules have the form: If event Then 
action. 

Some adaptation rules are executed before presenting the document and others 
are executed after presenting the document. The rules of the first class are useful to 
select the document fragments to be shown or hidden and to define the order of these 
fragments and their visualization specificities. The rules of the second class are 
mainly used to update the user profile according to this action. 

According to [5], hypermedia adaptation is performed at two levels: content 
adaptation and navigation adaptation. The content adaptation consists to include only 
pertinent fragments in the presented document, which are organized according to 
user preferences and goals. In AVANTI system [6], a document fragment can be 
described using a visual description or acoustic description. For visually 
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handicapped persons, the fragment is presented using acoustic description. As in 
ELM-ART II [7], the navigation adaptation consist to reorder, annotate, colour 
according to pertinence of referenced document, desactivated or removed if the 
referenced document is not pertinent, the hyperlinks of the presented document. 

In [16], adaptation is made into two steps: query preview and query refinement. 
In the first step, the interface presents only some attributes, which are used by the 
user to specify the so-called query preview in order to select only parts on universe 
of data containing pertinent information. In the second step, the interface presents 
more attributes, which are used to formulate a refinement query evaluated over the 
data resulted from the first step. 

3 Background 

3.1 An overview of Topic Maps 

Topic Maps [9] is a paradigm used to formalize and organize human knowledge to 
make creation and retrieval easier in computer processing. It is also used as a 
mechanism for representing and optimizing resources access. As semantic networks. 
Topic Maps builds a structured semantic link network on these resources [10]. 

A topic map^ is built with topics in a networked form. A topic can be anything 
that is a subject regardless whether it exists or not. It is the formal representation of 
any subject, abstract or real, in a computer system such as a person, John, the earth, 
etc. 

Topics can be linked together by associations expressing some given semantics. 
Topic Maps applications define the nature of the associations. Thus, semantic 
information or knowledge is specified by the association and especially by topic 
roles. In Topic Maps, associations can be defined regardless of occurrences. 
Associations are used to express knowledge between topics and not between 
occurrences. Topics and associations represent the abstract part of a topic map. The 
concrete part is represented by occurrences. Occurrences are resources linked to 
topics. A topic occurrence can be any information that is specified as relevant to a 
given topic. An example of a topic map represented in XTM [14] (XML for Topic 
Maps) is shown in Fig. 1. 

In the topic map of the Figure 1, Peter and Johanna are represented by topics 
peter-id and johanna-id, which are associated by the association reified by the topic 
examination. Each topic of an association plays a role. The topic peter-id is the 
doctor in the association examination and johanna-id is the patient in the same 
association. We note that, generally associations express most important knowledge. 

In Topic Maps, anything is a topic. Concepts, objects, associations and roles are 
represented by topics. In the previous example, individuals Peter and Johanna are 
represented by topics, the association is an instance of a topic, roles are topics 

topic map (t, m in tiny) references a knowledge base structured with respect to the Topic 
Maps formalism (T, M in capital letters) 
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referenced using PSI (Public Subject Indicator). PSI is a URI to a public topic 
maintained (as an ontology) apart from the topic map. 

<topicMap xmlns:xlink="http://www.w3.ora/1999/xlink"> 
<topic id="peter-id"> /* topics of the topic map */ 

<instanceOf><subjectlndicatorRef 
xl}nk:href="http://www.xx.com/onto.daml#human7></instanceOf> 

<topname><basename>Dr. Peter</basename></topname> 
</topic> 
<topic id="Johanna-id"> 

<instanceOf><subjectlndicatorRef 
xlink:href="http://www.xx.com/onto.daml#woman7></instanceOf> 

<topname><basename>Ms. Johanna</basename></topname> 
</topic> 
<topic id="exam-jd"> <topname><basename>examination</basename></topname> </topic> 
<association> / * topic associations of the topic map */ 

<instanceOf> <toplcRef="# exam -id'7></instanceOf> 
<member> 

<topicRef="#peter-id7> 
<roleSpec><subjectlndicatorRef 

xlink:href="http://www.xx.com/onto.daml#doctor7></roleSpec> 
</member> 
<member> 

<topicRef="#Johanna-ld7> 
<roleSpec><subjectlndicatorRef 

xrmk:href="http://www.xx.com/onto.daml#patient7></roleSpec> 
</member> 

</association> 
</top}cMap> 
Fig. 1. An example of a topic map representing part of a knowledge base in medicine 

3.2 An overview of Description Logics 

DLs [12] are logics developed to represent complex hierarchical structures and make 
reasoning facilities over these structures. DLs are used to build ontologies for 
semantic Web [13]. A DL is composed of two parts: abstract knowledge (TBox) and 
concrete knowledge (ABox). Concrete knowledge represents a set of facts, which are 
expressed by assertions over individuals. Abstract knowledge is expressed using 
concepts and roles. Concepts are unary predicates, which represent an abstraction of 
individuals. Roles are binary predicates. They represent relations between concepts. 

The abstract knowledge is expressed over concepts and roles by using 
constructors. Syntax and semantic of some DLs constructors are given in the table 1. 
Constructors semantic is given by means of an interpretation /= (A\.^), where, 
• zl̂  is a nonempty set which represents the individuals of the concrete knowledge 
• .̂  is an interpretation function defined as: 

.^ (C) = d cA^ for each concept C 
- / (R)= R^c d X ̂  for each role R 

We consider that C is a concept description and î  is a role description. Thus, the 
syntax and semantic of the DL constructors are given in [12]. 
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DL knowledge is expressed in a ABox as set of descriptions. A description is 
defined using the previous constructors. The following ABox knowledge base 
represents the knowledge expressed using Topic Maps in Figure 1. 

Table 1. An example of a TBox representing part of a medical knowledge base 
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W e have, 
Â  = {peter, Johanna}, 
Doctor^ = { p e t e r } . Patient"*" = {Johanna} 
exam^ = { ( p e t e r , J o h a n n a ) } 
s p e c i a l t y ^ = { ( p e t e r , ' c a r d i o l o g i s f ) } 

DLs provide powerful reasoning facilities on conceptual part (TBox) and others 
on individuals (ABox). The significant ones are: 
• Subsumption ( E ) : based on concept descriptions, this reasoning allows to 

explicit subsumption between two concepts. From the example of table 1, the 
following subsumptions are automatically computed: 

specialist E doctor, patient_having_child E patient 
• Realisation: it consists to affect an individual of the ABox to the most 

appropriate concept in the TBox. Using the assertion 
(peter,'cardiologisf):specialty, the realization reasoning infers that peter is a 
specialist, that is 

peter:specialist 

4 Data integration using Topic Maps and Description Logics 

Data representation and integration are important and fundamental tasks to access 
data in homogeneous and coherent manner. On the Web, data are represented using 
semistructured HTML or XML models. For HTML documents, data integration 
consists to link HTML-documents among them using hyperlinks. This is a static and 
rigid approach. To explore data, Web-documents are navigated by following 
structural hyperlinks. This is not efficient because hyperlinks are structural and do 
not consider semantic relationships among documents. XML-based data integration 
is realized either by a query language for querying multiple XML documents using 
one single query [18] or by providing a uniform view of multiple XML documents 
[21]. In order to integrate XML documents, a mechanism to identify multiple 
instances of a same real object is proposed in [20]. 

Semistructured data models, OEM [15] and XML, are used in the data 
integration process [17],[19]. However, using only XML for data integration is not 
suitable, especially when need data semantics. That is, XML does not give any 
semantic about tags. 
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The suitability of description logics for data integration is illustrated in some 
projects, namely the SIMS [22] and PICSEL [11]. In these systems, datasources are 
linked together and with the global schema by knowledge expressed manually. 

We present an integration process that combines Topic Maps and description 
logics to make a semantic data integration. First, data sources are represented using 
Topic Maps in order to track distributed knowledge. However, Topic Maps does not 
deal with constraints. TMCL [8] is only on specification stage. Secondly, we use 
description logics in order to track constraints. Constraints are useful in data 
integration. They are used by description logic reasoning to deduce implicit relations 
between concepts. The integration process is shown in the following figure: 

Topic m^s 

DLK4£onirig 

cai federated 

Fig. 2.. Using Topic Maps, description logic and ontology for data integration 

The datasources DSi and DSi are represented using Topic Maps. Two datasource 
types are considered, namely relational databases and XML documents. For 
relational databases, topics represent tables and table attributes. For XML 
documents, topics represent tags. In the topic map of Fig.3, the table (or tag) person 
and its address attribute (sub-tag) are both represented by topics. These topics are 
connected to the ontological concepts that they represent using the 
subjectlndicatorRef tag. 

So, semantic integration based on Topic Maps is natural. It consists to 
merge topics referencing the same ontological concept into one topic in the federated 
topic map. 
<topic name=person> /*a relational table or an XML tag */ 
<subjectldentity> 
<subjectlnclicatorRef xlink:href=http://www.ont.orq/PSI/medicalOntoloqv.daml# human7> 

</subjectldentity> 
</topic> 
<toplc name=address> /*a table attribute or a sub-tag */ 
<subjectldentity> 
<subjectlndicatorRef xlink:href=http://vvww.ont.orq/PSI/medicalOntoloav.daml#address7> 

</subjectldentity> 
</topic> ^ _ 
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Fig. 3. Representing tables/tags and attributes/sub-tags by topics 

Then, the federated topic map is used by description logic reasoning in order to 
provide a consistent federated topic map by computing automatically implicit 
relations between concepts. Consider that the datasources DS i and DS2 contains the 
two descriptions: 

DSi : person = V name. String n V address. String n ... 
DS2 : patient = human n V disease. String n >1 disease 
As traditional logics, description logics are not able to make reasoning on 

distributed knowledge bases. Without consideration of Topic Maps, especially the 
subjectldentity of topics, DL reasoning does not infer any relation between person 
and patient. That is, person n patient ^ 0 . Semantically, this is not correct. 

Consider now that person is human through the subjectldentity tag of the topic 
map. That is, 

DSi : human = V name. String H V address. String fl ... 
DS2 : patient = human R V disease, String Fl >1 disease fl ... 
Therefore, DL reasoning infers that patient c person, which makes semantic 

connection between the datasources DSi and DS2. 

5 Subject-oriented navigation approacli 

The navigation interfaces on the Web become increasingly intelligent because they 
automatically adapt the visualized information for each user. Whereas fundamental 
element of these interfaces is the user profile [5], we present in this section a new 
approach called subject-oriented navigation, which adapts navigation according to 
user search. 

Subject-oriented navigation. A subject-oriented navigation is based on the 
notion of subject. A subject is a user-defined object on which a search session is 
centered. That is, all needed information is related to the subject. Thus, the interface 
presents only relevant information to the user-defined subject. In the medical 
domain, patient-oriented navigation allows to get information about a patient, a 
patient record. In e-business, user would navigate to get all information about a 
product. 

Conceptual schema exactly cardinalized. The federated topic map is visualized 
as concept card (see fig. 4) that represents at the same time the data and the 
conceptual schema. So, the concept card is a conceptual schema which represents the 
real data. Exact cardinalities are showed for the associations. A concept exists in the 
concept card only when it has relevant instances to the user. Based on this purpose, 
user query determines the structure and the content of the visualized concept card. 

Adaptive interface. The interface that implements the subject-oriented 
navigation is adaptive, dynamic and progressive. The interface does not present the 
entire concept card at once because it is not efficient to search information in a huge 
volume of data. It progressively presents the concept card with the user navigation in 
order to adapt the content and the structure of the visualized concept card to the user 
needs. Indeed, as explained before, the conceptual graph visualized represents data. 
When the data is selected by user, the visualized concept card adapts its structure 
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consequently. Considering the example of the Figure 4, the user selects the patient 
Paul in the concept card 4(left). So, the interface reconstructs a concept card centred 
on the patient Paul and the new cardinalities are recalculated. Paul is examined only 
once by a physician (Medecin in Figure 4), so the cardinality is adjusted. In the 
federative topic map, there are no results for this patient. Thus, the concept Result 
(connected to the topic Medecin) is removed from the concept card 4(right). 

Dttrer une Condition \^sualier les Instances ; 

Fig. 4. The left screen gives an example of a conceptual card and the right one shows a 
concept card obtained after user restriction and navigation to the topic Medecin in the left 
screen 

6 Conclusion 

Compared to the traditional web navigation (see Figure 5), the subject-oriented 
navigation is more adaptive and presents only pertinent data and navigation paths, at 
each navigation step. Consider that the user wants to get prescriptions of the patient 
John examined by the doctor Peter. He follows the path Patient, Exam, Doctor and 
Prescription. 

At each step of the user navigation, the interface presents only pertinent data 
according to the user needs. It presents John's exams, doctors who examined John, 
and finally John's prescriptions made by Dr. Peter. 

If we simulate the same navigation path using traditional approach, useless 
information could be presented in the html documents presented to the user at each 
step of the web navigation. That is, at the third step of the navigation, the doctor.html 
document can not present only the doctors who examined John but presents, 
therefore, all the doctors stored in the Web pages. At the fmal step, the 
prescriptions.html document contains all the prescriptions made by the doctor Peter 
for all his patients. 
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Fig. 5. Our subject navigation approach compared to the traditional navigation on the Web 
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Abstract. AdviceWeb is a delivery environment aimed at enabling a wide 
range of high-quality rule-based advisory expert systems to be created and 
made available free of charge to users via the world wide web. Applications 
have a uniform 'look and feel', do not require any special software to use and 
are fiilly integrated with other sources of information on the web. A rapid 
application development facility is provided which automatically converts 
modules written in a simple scripting language into rules and questions for a 
production rule interpreter running on the AdviceWeb server. 

1 Introduction 

Rule-based Expert Systems were one of the most visible and most successful 
manifestations of Artificial Intelligence in the 1980s and 1990s, with many 
successful applications built, often with substantial commercial value. 

The explosive growth of the World Wide Web in the last few years, combined 
with the much greater availability of personal computers and relatively high-
bandwidth conmiunications in both homes and offices has led to a widespread 
demand for (and expectation of) reliable information on any topic provided free of 
charge on request, delivered in a uniform way by a standard web browser. 

Given this background it may seem surprising that there are very few Expert 
Systems available on the web. Most of the information available is static, and thus 
the same for all users. Information tailored to the needs of an individual (if only in a 
very basic fashion) is provided on sites run by retailers, bookshops, auction 
companies, travel companies and the like, where basic information provided by the 
user is matched against large databases of information about available products, 
holidays etc. The reasoning used by such systems is too shallow and the databases 
too volatile to justify calling them Expert Systems. However, the popularity of such 
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sites with Internet users suggests that there could be a high demand for advisory 
systems on more complex topics that are personalised to the individual, rather than 
simply extracts from textbooks or general guidance applicable to everyone. 

Even if the Expert Systems developed in past years were still available, were all 
free of charge and could be ported to a PC environment, they would still suffer from 
the problems that each one would require a separate download of files to a user's PC, 
they would all have different interfaces and experience gained from using one 
system would not make it any easier to use another. 

The AdviceWeb project fwww.adviceweb.org) aims to provide a delivery 
environment for rule-based advisory expert systems on a wide range of topics to 
anyone with a standard web browser. Use of the system can be anonymous. There is 
no need to register, no charge for users and no advertising. There are additional 
facilities available to registered users, but registration is free and requires only a 
name and email address to be given, both of which can be anonymised by those 
concerned about their privacy. 

The systems all have a common *look and feel' designed to appear natural for 
those already familiar with web-based applications and a standard interface, so that 
experience gained with using the facilities for one application will automatically 
transfer to any other application. 

A major design aim has been to provide facilities for those who are not computer 
specialists to develop modules in a straightforward fashion without using any web 
development tools. Modules are written in a simple scripting language using only a 
standard text editor and are then uploaded to the AdviceWeb server using a standard 
web browser. The uploading process automatically invokes a translation program to 
convert the script into the rules and questions needed for the corresponding expert 
system module. When the user runs a module a production rule interpreter (written in 
the server side language PHP) is automatically invoked. This leads to a set of web 
pages being generated automatically and displayed as a frameset in the user's web 
browser. The user sees a sequence of such web pages, each with an accompanying 
question to be answered and supporting information. The sequence of questions is 
not fixed. Each question depends on the answers previously given. 

It is hoped that the relatively little effort involved for the subject specialist to 
create quite an elaborate rule-based advisory expert system of this kind will 
encourage accredited module writers, known as Advice Providers, to develop not just 
one system but a suite of systems on a topic of interest. Advice Providers are 
envisaged as professional bodies or government agencies, rather than commercial 
companies. 

2 AdviceWeb: Basic Use 

One of the design aims of the AdviceWeb system is that it should be possible for the 
module writer, known as the Advice Provider, to construct a module with the 
minimum of effort and prior training. Ideally Advice Providers should be domain 
experts not programmers or AdviceWeb specialists. 
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To this end modules are not written as sequences of web pages, although that is 
the form in which they are presented to users. Modules are written in a simple 
scripting language called AWSL (AdviceWeb Scripting Language). AWSL was 
originally based on the scripting language for the SPSS flowcharting package 
allClear 3.5 but has been extended with many additional facilities using tags in a 
similar way to HTML. Scripts are written using a text editor such as NotePad and are 
uploaded to the AdviceWeb server using a standard web browser. 

Figure 1 shows a very basic but complete AWSL script for a simple application 
concerning a possible tax concession for providing a welfare service in the UK. The 
example leaves out many features of the scripting language, which will be explained 
later, but is sufficient for purposes of illustration at this stage. 

Are you providing welfare? 
(Yes) 
Is service available to all distressed people? 

(Yes) 
Is the service subsidised > 15% below cost? 

(Yes) 
Is it your policy to subsidise the service? 

(Yes) 
Concession applies 
(No) 
-labl 
Concession does not apply 

(No) 
>labl 

(No) 
>labl 

(No) 
>labl 

Fig. 1. A Basic AdviceWeb Script 

The script consists of a sequence of questions and answers. The AdviceWeb 
system (and the reader) can tell which answers are associated which each question 
by the indentation of the lines. As well as questions and answers there are lines of 
text, such as "Concession applies", which are called advice. The -labl line signifies 
a label named labl. The >labl lines signify 'jump to label labl'. 

A script file is uploaded to the AdviceWeb server and converted to an 
AdviceWeb module simply by completing an onscreen form in a standard web 
browser. Completing this form enables the Advice Provider to associate further 
information with the module, including its name, short and long descriptions and 
optionally the URLs of a home webpage and a Frequently Asked Questions page. 

The uploading process automatically invokes the AdviceWeb script converter, 
which checks the script for syntactic errors, such as questions with only one answer 
or jumps with no associated labels. Syntactically valid scripts are automatically 
converted into rule and question files which together comprise the AdviceWeb 
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module that is stored on the server. Modules are written in a special production rule 
language which will not be described here. 

When a user runs a module the associated rules and questions, together with the 
user's answers are processed by a forward chaining production rule interpreter, 
which automatically generates a set of web pages and displays them as a frameset in 
the user's web browser. 

The user sees a sequence of web pages, each one asking a question and 
requesting an answer, either from a list of multiple-choice options or by entering a 
value (name, annual salary etc.). Instead of answering the question the user can 
choose to undo any number of previously answered questions or to restart the 
module. As the consultation session progresses a cumulative set of 'Advice Notes' is 
built up to take away. None of the AdviceWeb screens are pre-stored. They are all 
generated automatically from the script files and other information provided during 
uploading. Many of the screens have additional information to help answer questions 
and/or links to other (pre-stored) web pages, e.g. on a company or advice bureau 
website. The intention is that the advice given is justified by links to regulations, 
legislation, codes of practice, guidance notes and the like. 

3 Associating Further Information With Questions and Advice 

The following sample consultation illustrates some of the facilities available in 
AdviceWeb and how the Advice Provider can make use of them by augmenting the 
basic kind of script shown in Figure 1 using a markup notation. 

The example module chosen is DP A, which gives advice on the disciplinary 
procedures for a fictitious university. 

The module is started by selecting it from a menu of available modules. The 
startup screen is shown as Figure 2 (all screenshots have been converted to black and 
white for this paper). 

i Select New Module 

; Adtlitional Iiifotinarton 

I The DPA can give useful advice on a number of 
! topics concerning the disciplinary procedures. 
j These are 1) w h a t ^ e of disciplinary panel 
1 should be convened 2) who will sit on fiie panel 
1 3) the procedure for han<fling appeals 

i AdviceWeb Information Page 
1 Module Home Page 

AdviceWeb: Slmring Expertise 
Dixcipliiiniy Pioredmes Adviser 

Oiiwluch aspett of the disciplinaiy 
prof ediues do you iieod advice? 

ft disciplinary panel type 
O disciplinary panel 
composition 
O appeals 

[' Suiimit j 

# 
Ad\'ire Notes 

A demonsh aKou inodtde wliich gives ad\ice 
o» tlie dixciijliiimy legidatious foi- a fictitious 
Uiuveisity 

Considtntion tontiinuiig... 

Fig. 2. Startup Screen for Disciplinary Procedures Adviser Module 

The module's initial question is "On which aspect of the disciplinary procedures 
do you need advice?". Selecting the answer 'disciplinary panel type' and pressing the 
Submit button produces Figure 3. 
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The figure shows three vertical frames. From left to right these are the 
Information Window, the Question Window and the Advice Notes Window, 
respectively. The framesets for each module have a uniform style, layout, colour 
scheme etc. so famiHarity gained by the user with one module is readily transferred 
to others. All questions and where applicable a multiple-choice list of possible 
answers appear in the middle window. Any additional information relating to a 
question is displayed in the Information Window, together with links to the module 
home page, FAQ page and search engine, if they exist, and a link to the system 
information page, which contains a list of the modules available to the user. 

i Select New Module 

\ Addirional Lifoimnrioii 

1 A student is suspended when they are not 
1 allowed to attend lectures or exams. A Student 
j may be suspended by the Vice-Chancellor. See 
\ HSR 3.1.1 

j When a student is suspended prior to a hearing a 
i major disciplinary panel must be convened within 
\ 10 days of Ae start of the suspension 

1 AdviceWeb Information Page 
\ Module Home Page 

i Display References Associated "With Questions 
\ and Advice 

AdviceWeb: Sharing Expertise 
Di.'tciplinan' Piocedmes Athi.sei 

la he 01 .̂ he fifing the iios.^bilitv- of 
sn-^peiisioii piioi to tlie hemiiig? 

<?yes 

Ounknown 
O Undo Last Answer 

OEesiart Module 

j Submir] 

jClick here to save this session for subsequent | 
{use (available to registered users only) ! 

# 
Advice Notes 

A demoHstratiwi inodnle wliich gives aeMte 
ou the di.^ciiiliuaiy legMlatious for a fictiJious 
Uiuver,fity 

1. Your answer to the question "On which aspect 
of the disciplinary procedures do you need 
advice?" was "disc^linary panel type", 

Contiiltarioii contiiaiino;,,-

Fig. 3. DPA Example - Illustrating Additional Information and Web Link 

This screen again illustrates Additional Information associated with a question. 
In this case there is also a hot link to 'HSR 3.1.1'. 

Is he or she facing the possibility of suspension prior to the hearing? 
*INF* A student is suspended when they are not allowed to attend 
lectures or exams. A Student may be suspended by the Vice-Chancellor. 
See HSR 3.1.1||When a student is suspended prior to a hearing a major 
disciplinary panel must be convened within 10 days of the start of the 
suspension *REF* HSR 3.1.1** section3.htm#Disciplinary Machinery 

Fig. 4. Example of a Question Augmented with Markup 

Figure 4 shows the markup needed in the AWSL script to produce this effect 
when the question is asked. The question 'Is he or she facing the possibility of 
suspension prior to the hearing?' is followed by an information tag *INF*, followed 
by the information itself (the two vertical bars signify two new lines). 

This is followed by a reference tag *REF*, followed by a reference string, in this 
case HSR 3.1.1, followed by a URL 'section3.htm#Disciplinary Machinery'. 

The reference string gives the text of the hot link in the information window. 
Any number of references can be associated with a question. Although absolute 
URLs are permitted, relative addresses are generally used. Any URL that does not 
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begin with http:// is automatically prefixed by a 'webstem' chosen by the Advice 
Provider when the script is uploaded to the AdviceWeb server. 

Returning to the example given in Figure 3, answering 'unknown' leads to 
Figure 5. The paragraph numbered 3 in the Advice Notes window gives not only 
advice but two hot links to sections of the disciplinary regulations. Clicking on these 
will produce the text of the relevant part of the regulations to justify the advice 
given. 

1 AtUlitioual Iiifoimatioit 

\ There are three main types of case that can be 
1 brou^t against a student 1) Abuse of the 
\ Ebary eg theft of books 2) Misconduct 
\ concerning an assesraent eg copying 3) 
i General conduct eg abuse of staff 

1 The type of case often determines the type of 
i panel that needs to be convened 

i AdviceWeb Information Page 
j Module Home Page 

i Display References Associated With 
\ Questions and Advice 

A(h'iceWel>: Sluiring Expertise ^^% 
Discipliiiaiy Pioceihu-es Adviser 

Uliat is the inaiii .!ubj«'< t m ea of the c ase 
against the shideiit? 

enbrary 

O assessment 

Oconduct 

O Undo Last Answer 

[Submit J 

Click here to save this session for subsequent 
use (available to registered users only) 

,\(hi<e Note,? 

A dernoiistiationinodiile wliich gives aihice ou the 
(iisfipliiiwy regnlalioiix for a fitdtious Uiuveisity 

1, Your answer to the question 'On which aspect of the 
disciplinary procedures do you need advice?' w?as 
"disciplinary panel type". 

1. Your answer to the question 'Is he or she facing the 
possilsility of suspension prior to the hearing?* was 
"unknown*. 

3, It is important that you know if a student is 
suspended or vnH be suspended poor to the disciplinary 
panel hearing, A suspended student must have a hearing 
before a major panel within ten days of the date of the 
suspensioa 

See HSR 3.2. Kc) and HSR 3.1.1 

Coiwnltatioii fonfiimiiig... 

Fig. 5. DPA Example - Advice Notes with Web Links 

The marked up advice text from the AWSL script file is shown in Figure 6. The 
advice text is followed by two reference tag + reference string + URL combinations. 
Any number of references can be associated with an advice text. 

It is important that you know if a student is suspended or will be 
suspended prior to the disciplinary panel hearing. A suspended student 
must have a hearing before a major panel within ten days of the date of 
the suspension.pee HSR 3.2.1(c) and HSR 3.1.1 *REF* HSR 
3.2.1(c)**section3.htm#Major Panels *REF* HSR 
3.1.1 **section3 .htm#Disciplinary Machinery 

Fig. 6. Example of Advice Text with Markup 

As a consultation progresses a references page is generated giving a cumulative 
list of the references displayed in the information and advice notes windows. 
Registered users can save an uncompleted consultation session at any point (for 
example if they have to break off midway or need to fmd out information from some 
other source before continuing). Saved sessions are date and time stamped and can 
be loaded whenever the module is started in future. When a session is completed 
registered users have the option to have the Advice Notes of their consultation, 
including all associated web references, sent to them by email. Unregistered users 
can simply cut and paste the Advice Notes into a word processor and print off a 
copy. 
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4 Additional Facilities 

4.1 Using Variables in Advice Modules 

An important feature of many Expert Systems is the ability to read in and output 
variables, as well as performing arithmetic on numerical variables. Advice Web has 
facilities to do all of these. Figure 7 shows a question with a multiple-choice answer 
augmented so that the answer is assigned to a variable, followed by an instruction to 
ask the user to input a value and assign it to a variable. A line of the latter kind can 
be used anywhere a piece of advice would be valid, but is treated as a question. 

What is the VAT rate? *VAR* vrate 

INPTEXT What is your annual salary? *VAR* y 

Fig. 1. Examples of AWSL Script Lines that Refer to Variables 

Both questions use the variable tag *VAR*. Any or all of the variable, 
information and reference tags can be associated with any question. 

A value can also be assigned to a variable by a LET instruction, which can be 
placed an3rwhere a piece of advice would be valid. Arithmetic expressions of any 
complexity can be used. The value of a variable or an arithmetic expression can be 
output in a piece of advice. Figure 8 illustrates both of these. 

LET z = (x+y)/3+z-y-4.2+2*q 

Your profit of [x] pounds will incur a tax liability of [(x-allowance)*rate] pounds 

Fig. 2. LET Instructions and Advice Using Variables 

4.2 Fine-Tuning Modules 

Another desirable feature of an Expert System delivery environment aimed at 
Advice Providers who are not computer specialists is the ability to fine-tune a 
module without having to upload it again for every change. AdviceWeb allows 
Advice Providers who run their own modules to make changes to them onscreen 
while they are running. 

Whenever a module is run by the Advice Provider who uploaded it, an 'Edit' 
hotlink or button is placed next to the 'Additional Information' line on the 
information window, the text of the question in the question window and every piece 
of advice in the advice notes window. 

Taking the example shown in Figure 5 for illustration, clicking on either of the 
'Edit' links provided for the Advice Provider in the leftmost two columns produces 
an 'edit form' in the middle column, as shown in Figure 9. 

This enables the wording of the question to be adjusted, the additional 
information to be changed (or deleted) and references to be added if required. 
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Clicking on the 'Edit' button, which can be seen in the advice window will give 
another edit screen, which enables the wording of the advice to be modified and the 
associated references to be changed or deleted. 

This onscreen editing facility makes it straightforward to carry out minor 
maintenance of modules. Advice Providers who prefer not to use the information and 
reference tag facilities described in Section 3 do not have to do so, as the necessary 
information and web links can be provided onscreen instead. 

Select N'tw Mogule A(MceWeb: Sharing Expertise 

Adrlirioiial Ii\fonnntioii?ilit 

There are three majn types of case that can be 
brought against a student 1) Abuse of the iibary 
eg theft of boolts 2) Misconduct coiicemmg an 
assesment eg copying 3) General conduct eg 
abuse of staff. 

The type of case often detennines the type of 
panel that needs to be convened 

AdviceWeb Information Page 
Module Horn; Paje 

QiiesrtoH, Adilirtoiial Iiifonnntiou and 
Refeiences Edirmg Fat^ilitv 
Foi Adv-ice Piovideix OiJy 

Edit question, additional information and/cr 
references below and press submit 

nWOKMATION 
i in types of 
wrought agalns 

3enerai conduce eg 

[Jubmit^l f_Re3et3 

Ad%-if * Notes 

A demon^n atioii modiU* wWrh gives adMce 
on the discipluuiiy i egiilahoiis (m a fi( tition"; 
Uruveisit>-

1 Your answer to the question "On which aspect 
of the disciplinary procedures do you need 
advice?" was 'disciplinary panel type' 

1 Your answer to the question 'Is he or she 
facing the possibility of suspension pnor to the 
hearing'' was "unknown" 

3 It IS important that you know if a student is 
suspended or will be suspended pnor to the 
disciplinary panel hcanng A suspended student 
must have a hearing before a major panel within 
ten days of the date of the suspension 

S:e HSR 3 2 1(c) and HSR 3 11 

Comswlt-fttiou tontmuiiig,,, 

Fig. 9. Example of Onscreen Editing for a Question (Advice Providers Only) 

4.3 Linking Modules 

Two of the design aims of AdviceWeb are that it should be possible to create 
substantial systems without significant programming skills and that Advice 
Providers should fmd it realistic to develop a suite of modules, not just one. 

Both of these aims point to the need for a facility to link modules to each other, 
thus allowing tasks to be decomposed into smaller subtasks and standard modules to 
be developed for use in more than one application. 

An AWSL script can include a call to another module. This can be placed 
anywhere a piece of advice would be valid. The AdviceWeb rule interpreter 
distinguishes between occurrences of the same variable and label names in different 
modules. 

5 Current Status 

The AdviceWeb system is folly implemented and currently undergoing trials. A 
range of test modules has successfoUy been created by automatic conversion from 
AWSL script files. The largest group of modules links together approximately 20 
modules written independently for related tasks. Feedback from developmental 
testing has been favourable. Further modules are being developed and Advice 
Providers are currently being sought for the live system. 
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Abstract. Recently, several standards have emerged for ontology markup 
languages that can be used to formaHze all kinds of knowledge. However, 
there are no widely accepted standards yet that define APIs to manage 
ontological data. Processing ontological information still suffers from the 
heterogeneity imposed by the plethora of available ontology management 
systems. Moreover, ubiquitous computing environments usually comprise 
software components written in a variety of different programming languages, 
which makes it even more difficult to establish a common ontology 
management API with programming language agnostic semantics. We 
implemented an ontological Knowledge Base Server, which can expose the 
functionality of arbitrary off-the-shelf ontology management systems via a 
formally specified and well defined API. A case study was carried out in order 
to demonstrate the feasibility of our approach to use an ontological Knowledge 
Base Server as a registry for ubiquitous computing systems. 

1 Introduction 

With the recent emergence of Semantic Web technologies like RDF(S) [1], 
DAML+OIL [2], and their common Description Logics (DL) [3] based successor 
OWL [4] numerous ontologies have been developed to conceptualize a plethora of 
domains of discourse [5]. This paper introduces an approach to model a ubiquitous 

Please use the following format when citing this chapter: 
Paar, Alexander, Reuter, Jiirgen, Soldatos, John, Stamatis, Kostas, Polymenakos, Lazaros, 2006, in 
IFIP Intemational Federation for Information Processing, Volume 204, Artificial Intelligence 
Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), 
pp. 137-146 
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computing domain of discourse with the Web Ontology Language OWL. This effort 
was carried out in course of the CHIL research project [6], which builds non-
intrusive services aiming to introduce computers into the loop of humans. In order to 
implement such services, a semantic middleware is being developed that fuses 
information provided by numerous perceptual components. Each perceptual 
component (e.g. image and speech recognizers, body trackers, etc.) contributes to the 
common domain of discourse. The Web Ontology Language OWL was used to 
replace previous domain models based on particular programming languages. 

The CHIL software environment comprises perceptual components written in a 
variety of different programming languages. In contrast, existing ontology 
management systems typically provide only very limited connectivity with respect to 
natively supported programming languages and remoting protocols. The CHIL 
Knowledge Base Server [7] was developed to adapt off-the-shelf ontology 
management systems to a formally specified and well defined API. The Knowledge 
Base Server remedies three major shortcomings of existing ontology management 
systems. First, a number of programming languages are natively supported providing 
programming language specific client libraries. Second, almost arbitrary remoting 
protocols can be hosted in order to greatly improve connectivity compared to the 
majority of existing APIs that can only be used locally. Third, in contrast to existing 
ontology management APIs, the Knowledge Base Server interface specification 
relies on formally specified semantics. The latter feature is a main difference to 
related work on interface specifications of ontology management APIs such as the 
DIG protocol, the FaCT system or off-the-shelf ontology management systems such 
as Jena or Protege. 

The DIG protocol [8], which is a simple API for a general Description Logics 
system, is one representative of a class of interface definitions that consist of simple 
mechanisms to tell and ask DL knowledge bases. These mechanisms follow 
foundational aspects that have been well-studied over time [9]. Many previous 
frame-oriented knowledge representation systems such as the Generic Frame 
Protocol [10] and OKBC (Open Knowledge Base Connectivity) [11] also embody 
such distinctions. The DIG specification merely defines an XML schema that has to 
be used along with HTTP as the underlying communication protocol. There is no 
specific support for a particular programming language. Also, the KRSS 
specification [12], which is an earHer approach to define a number of tell- and ask 
operations that a DL system should implement, was tightly bound to the LISP [13] 
syntax, which may not be adequate for programmers who prefer other languages. 
Note also that other DIG 1.0 implementations (such as the FaCT reasoner [14, 15]), 
require fiirther application server software. In [16] a CORBA interface to the FaCT 
system is proposed. Beyond the fact that CORBA may not be an appropriate 
remoting technology in today's service oriented- and XML based computing 
environments, the authors in [16] acknowledge that ''the CORBA IDL does not 
support the definition of the kinds of recursive data types that may be required for 
the representation of DL concepts and roles'\ This is why an XML based 
workaround was devised to pass ontological concepts and roles as single data items. 
Previous approaches to augment DL knowledge base interfaces with remoting 
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capabilities include the wines- [17] and stereo [18] configuration demonstration 
systems. 

Stanford University's Protege [19], HP Labs' Jena [20], and Karlsruhe 
University's KAON [21] are all representatives for off-the-shelf ontology 
management systems, which do not rely on rigid formal semantics for their APIs 
specification. Moreover, none of these systems supports several programming 
languages and remoting protocols in order to cope with highly heterogeneous 
distributed computing environments (such as ubiquitous/pervasive computing 
environments). 

Building on the advantages and merits of the Knowledge Base Server, this paper 
introduces a formal specification of an ontology management API for the Web 
Ontology Language OWL using a combination of the Z notation and Description 
Logics terminology. Moreover, it presents a case study that demonstrates the 
usefulness of a programming language agnostic remotable ontology management 
API in the domain of ubiquitous computing. The rest of the paper is structured as 
follows. Section 2 illustrates - for the most part by example - how the CHIL 
Knowledge Base Server API was formally specified using a combination of the Z 
notation and Description Logics terminology. A case study on the use of the CHIL 
Knowledge Base Server as a registry for a ubiquitous computing system is presented 
in Section 3. An overview of ongoing- and future work is given in Section 4, which 
includes also concluding remarks. 

2 The CHIL Knowledge Base Server API 

Based on the terminology for Description Logics as proposed in [3], formal 
specifications were devised for methods of the CHIL Knowledge Base Server 
interfaces lAskingTBox, lAskingABox, I T e l l i n g T B o x , and 
I T e l l i n g A B o x for asking and telling the ABox and TBox of an OWL DL based 
knowledge base, respectively. ̂  This formal specification was developed in order to 
make it possible to consistently adapt off-the-shelf ontology management systems. In 
particular, ambiguities had to be resolved that may be caused by informal 
specifications like ''This method returns all super classes of the given class''. In such 
cases it mostly remains unclear if the result set will contain the OWL top level 
concept h t t p : / / w w w . w 3 . o r g / 2 0 0 2 / 0 7 / o w l # T h i n g or not. 

With a more rigid specification, it would be clear if in an adapter class the top 
level concept from the result set of an adapted method had to be removed in case the 
underlying ontology management system 3delds it. In addition, a more formal 
specification is machine readable, such that result sets could be validated according 
to the specification. 

For the formal specification of the Knowledge Base Server API, we use the Z 
notation [22, 23]. Since the API is specific to Description Logics, we added to the Z 

^ Java interface definitions and documentation can be found under www.semantic-software, org 
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notation the syntax and semantics of Description Logics as proposed in [3]. 
Additionally, the semantics of the ' E'-sign, which in Z denotes a sub-bag relation, 
was over-written, such that it stands for the subsumption relation as defined by 
Description Logics. 

In subsequent paragraphs we provide four examples on how methods from the 
Knowledge Base Server interfaces ( lAskingTBox, lAskingABox, 
I T e l l i n g T B o x , and I T e l l i n g A B o x ) were formally specified. 

The method l i s t D i r e c t S u b C l a s s e s ( S t r i n g o w l C l a s s ) from the 
lAsk ingTBox interface, which returns all classes that are directly subsumed by the 
given class o w l C l a s s , was defined as follows. 

,— listDirectSubClasses 

E KnowledgeBase 
owlClass? : String 
subclasses!: PString 

subclasses! = (X.toStringO j X EowlClass? AVX,Y.Y EX =>X =Y} 

Fig. 1. Z notation of method HstDirectSubClasses 

j — listPropertyValuesOflndividual 

H KnowledgeBase 
role? : String 
individual? : String 
values!: PString 

values! = {val.toStringO | 3role?.D A3val.{individual?, val) erole?^ Aval GD' } 

Fig. 2. Z notation of method hstPropertyValuesOflndividual 

I— addClass 

A KnowledgeBase 
class? : String 
superclass? : String 

class? G KnowledgeBase 
superclass? e KnowledgeBase 
KnowledgeBase'= KnowledgeBase u{ class? EsuperClass?} 

Fig. 3. Z notation of method addClass 
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The method l i s t P r o p e r t y V a l u e s O f I n d i v i d u a l ( S t r i n g r o l e . 
S t r i n g i n d i v i d u a l ) , which is defined in the lAskingABox interface, yields 
all values of role R of individual IND. The result set returned by this method was 
defined as depicted above. 
The interface I T e l l i n g T B o x comprises methods that can be used to modify the 
set of terminological axioms, which are defined in a knowledge base. The method 
a d d C l a s s ( S t r i n g c l a s s . S t r i n g s u p e r c l a s s ) adds a class c l a s s , 
which is subsumed by class s u p e r c l a s s , to the ontology. Accordingly, the axiom 
c l a s s ^ s u p e r c l a s s where c l a s s ^ C s u p e r C l a s s ^ is added to the 
knowledge base as shown in Fig. 3. 
The method a d d P r o p e r t y V a l u e O f I n d i v i d u a l ( S t r i n g r o l e . S t r i n g 
i n d i v i d u a l . S t r i n g v a l u e ) , which is defined in the I T e l l i n g A B o x 
interface, can be used to add a role assertion as depicted in Fig. 4. 

I— addPropertyValueOflndividual 

A KnowiedgeBase 
role?: String 
individual? : String 
value? : String 

role? e KnowiedgeBase 
individual? e KnowiedgeBase 
KnowledgeBase'= KnowiedgeBase u{ role?(individual?, value?)} 

^r^ere(individual?^ value? )̂ erole?^ 

Fig. 4. Z notation of method addPropertyValueOflndividual 

3 Case Study: The Knowledge Base Server as a Registry for 
Ubiquitous Computing Systems 

The CHIL Knowledge Base Server provides directory services for ubiquitous 
context-aware computing services. Context-aware services acquire and process 
information about their surrounding environment, which allows them to execute 
service logic based not only on input explicitly provided by end users, but also based 
on information that is derived implicitly. Implicit information is usually derived 
based on a rich collection of casually accessible, often invisible sensors. Sensor 
information is processed by middleware components in order to derive elementary 
context information. Perceptive interfaces and recognition algorithms process 
audiovisual streams and extract context relating to the identity and location of people 
and objects. Accordingly, information fusion algorithms can be used to recognize 
more complex contextual states, which are often characterized as situations. 
Identification of contextual states provides a basis for triggering service logic [24]. 
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Service logic is likely to comprise a rich set of invocations to soft-computing 
services, including commands to sensors and actuating devices. Thus, non-trivial 
ubiquitous applications consist of a rich set of sensors, middleware for controlling 
sensors and actuating devices, perceptual interfaces deriving context cues from 
sensor streams, as well as information fusion components identifying complex 
contextual states. 

These hardware and middleware components are characterized by extreme 
diversity in terms of functionality, underlying technologies and vendors. Moreover, 
ubiquitous computing environments are very dynamic in the sense that sensors, 
devices, computing resources, and services are likely to dynamically join or leave 
[24]. Managing heterogeneity and dynamism is crucial to facilitate application 
development and deployment. Key to dealing with diversity and d3mamic 
environments is a directory service maintaining and providing information about all 
sorts of components. 

While several approaches to directory services middleware exist, the Knowledge 
Base Server supported by an ontology management system has clear advantages over 
conventional technologies. Technologies such as UPnP (Universal Plug n' Play), 
SLP (Service Location Protocol) and UDDI (Universal Description, Discovery and 
Integration) provide mechanisms for registering and discovering resource and 
services. However, these mechanisms are not particularly tailored to the range of 
information and components that are essential to ubiquitous computing services. For 
example, UDDI and SLP are merely service oriented, while UPnP is very much 
device oriented. Furthermore, the context-aware, human-centric, pervasive nature of 
ubiquitous computing services, asks for intelligence in answering queries. 
Intelligence lies in the ability to infer information from existing sets of meta-data 
according to current context and user intention. As an example, given the number of 
different sensors in a smart space, a particular situation model or service may need to 
acquire a reference to the best-view camera for a particular situation e.g., the camera 
facing the door for recognizing a person entering a room. Thus, the main benefit of 
such a knowledge base is its semantic power in knowledge conceptualization. 

The Knowledge Base Server has been adopted as a core component of the CHIL 
architecture [24]. This architecture provides the structuring principles for the CHIL 
services and mandates that semantic middleware components, sensors, devices, 
services and resources are registered to the Knowledge Base Server. Sensors, 
actuators, and devices register their status and capabilities to the Knowledge Base 
Server upon their bootstrapping. Perceptual components can then discover the sensor 
streams required for their operation and accordingly register themselves with the 
Knowledge Base Server. CHIL perceptual technologies comprise a rich collection of 
2D-visual components, 3D-visual perceptual components, acoustic components, 
audio-visual components, as well as output perceptual components like multimodal 
speech synthesis and targeted audio. 

Situation models, which are higher level components of the context-aware 
semantic middleware, are registered with the Knowledge Base Server as well. 
Situation models define combinations of perceptual component values towards 
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identifying complex contextual states. Prior to registering themselves they acquire 
information on perceptual components. 

Following the registration of semantic middleware components, the knowledge 
base provides 'yellow pages' services to middleware elements that need to interact 
with these components. Also, service logic implementation can leverage the 
knowledge base 'registry' to acquire binding on sensors, actuating devices and other 
resources entailed in service logic development. Thus, the Knowledge Base Server 
acts as an intelligent registry that provides information about components. 
Information includes a component's physical location in the network, its vendor, its 
functionality (i.e. the kind of ontological information it can provide), and its 
operational status. 

As already outlined the expressive power of the underlying ontology 
management system is clearly manifested in cases where there is a need to access 
information that must/can be inferred rather than being readily available. As a 
characteristic example consider the query: 'provide a list of cameras facing the door', 
which the ontology management system can answer even in cases when the camera 
properties do not explicitly contain information about its relative orientation to the 
door. 

Apart from the semantic capabilities of the CHIL Knowledge Base Server, other 
benefits of the particular implementation come into foreground in view of the 
architecture depicted in Fig. 5, in particular. 

Platform independence: Given the large number of smart rooms, technology 
providers and services in CHIL, it is vital to have several ways to access the CHIL 
Knowledge Base Server, Indeed, in the scope of CHIL services, several components 
implemented in different languages and running on different operating systems need 
to access the Knowledge Base Server. 

Independency from particular ontology management systems: Similarly to 
platform independence, the ability to use different ontology management systems 
proved to be essential since different smart room providers are likely to opt for 
different ontology management platforms. 

The architecture depicted in Fig. 5 has been implemented in one of the CHIL 
smart rooms, namely the Athens Information Technology (AIT). Early instantiations 
of this architecture relied on hard-coded communication between hardware and 
middleware components. The introduction of the Knowledge Base- Server has greatly 
facilitated integration. This is evident in the scope of the 'memory jog' 
implementation, which is a non-obtrusive service providing pertinent information 
and assistance in the scope of meetings, lectures, seminars and presentations [25]. 
The 'Memory Jog' uses the registration services of the knowledge base to 
dynamically discover and invoke audio- and vision based person tracking 
components. 
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Fig. 5. The CHIL Knowledge Base Server as part of the CHIL semantic middleware 

4 Conclusions and Future Work 

We developed and implemented a pluggable architectural model for an ontological 
knowledge base server, which can be used to adapt off-the-shelf ontology 
management systems. Based on XML Schema Definition and on a combination of 
the Z notation and formal Description Logics terminology, a programming language 
independent API was defined. The API supports forwarding of exception 
information to clients in order to provide programmers with as much information as 
possible without being restricted to one particular programming language. The well 
defined ontology management API proved to be suitable both for developing 
auxiliary Eclipse plug-ins (e.g. for ontology visualization) and for accessing the 
Knowledge Base Server from a variety of perceptual components. Our case study, 
conducted in course of the CHIL project, showed that in order to benefit from 
common type systems defined by OWL ontologies, it is absolutely crucial to 
improve the connectivity of ontology management systems with a view to: (a) 
increasing their application scope and (b) to support a variety of different 
programming languages. The Knowledge Base Server proved to be a reliable 
backend for a semantic middleware that incorporates more than fifty (50) image- and 
speech recognition based perceptual components. 

Current work on evolving the Knowledge Base Server is focused on fiirther 
developing auxiliary Eclipse plug-ins that foster the integration of ontology 
engineering tasks in the software development process. In terms of using the 
Knowledge Base Server we envision additional applications, beyond the use of the 
Knowledge Base Server as a directory service. These include using the Kjiowledge 
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Base Server for inter-agent communication through establishing appropriate 
communication ontologies, as well as exploiting the Knowledge Base Server for 
reasoning on the whole range of concepts of the CHIL ontology. This could obviate 
the need for developing higher level context abstractions (e.g., Situation Models 
outlined in Section 3). 
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Abstract. Although on-line shops have become very popular lately, there are 
still some sectors of industry, such as clothing and furniture, where the on-line 
shop concept has not penetrated the market yet. The main reason for that is the 
diversity of the specific sectors, the mentality of the market players and the 
lack of user friendly environments, where the customer could actually "see" 
the products. This paper presents an Intelligent Configurable Electronic Shop 
Platform, based on Ontologies and 3D Visualization, that aims at enabling a 
suitable representation of products with the most realistic possible visualiza
tion outcome. The platform, designed for the furniture sector, includes all the 
practicable electronic commerce variants and its on-line product configuration 
process is controlled by an ontology that was created using the OWL Web On
tology Language. 
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1 Introduction 

This paper presents an intelligent and user-friendly e-commerce solution, by adopt
ing additional technologies such as a configuration utility supported by an intelli
gent help desk system and 3D visualization in a virtual reahty environment. The 
focus of this paper is on the furniture sector, however the intention is that the system 
to be developed will be suitable for manufacturers, suppliers, and wholesalers, from 
other sectors, such as clothing, bicycles etc. The conception of the system is as gen
eralised as possible, in order to facilitate the transfer to other industrial sectors. 

The technical contribution of this paper is to present how to: (i) integrate and 
develop a product Visualization Tool capable of handling different media types (2D 
and 3D), (ii) introduce a novel configuration module, which is capable of integrating 
different functionalities, input and output devices and (iii) provide enhanced work
flow mechanisms and tools for an easy integration into modern legacy systems 
(ERPs). 

The described platform, called hereafter INCOVIS platform, has been designed 
for furniture products that can be configured on-line. The main modules of the 
INCOVIS platform are the Intelligent Configurator Module (and its ontology 
structure) and the 3D Visualization Module. These two modules combined, com
prise an advanced 3D Shop system that offers different products to customers, based 
on their demand and not on a fixed product line. 

The paper is structured as following: in section 2 the intelligent configurator 
module is presented, with special focus on its architecture and ontology structure. In 
section 3 the 3D visualization module is analysed and in section 4 the e-shop solu
tion and its integration with existing ERPs, is discussed. Finally, section 5 presents 
some experimental results and concludes the paper. 

2 Intelligent Configurator Module and Ontology 

The Intelligent Configurator module is a web based application that allows the user 
to assembly furniture products based on the available furniture parts that are being 
stored in the systems repository maintained by the furniture manufacturer. Figure 1 
displays the Units of the Configurator module. 

The Assembly Unit allows the user to insert individual 3D objects to the scene 
that can consist of a fixlly functional furniture product. The user can compose the 
desired product according to his/her needs by selecting the object's parts. The object 
and the texture selection processes are being controlled by the restriction mecha
nisms that are generated from the system Ontology [1, 2, 3]. The main functional
ities of the Assembly Unit are the following: (i) Insertion of 3D object parts, (ii) 
Selection of texture and (iii) Assembly process based on rules (i.e. price limit). 
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Fig. 1. The Units of the Configurator Module 

The purpose of the Visualization Unit is to record and store the 3D object as
sembly steps in real-time. The assembly consequence is being stored in the 3D ani
mation repository for future reproduction. 

The Animation Unit allows the reproduction of the products assembly processes 
that are being stored in the animation system repository. In the Animation Unit the 
user can control the viewpoints and the playback of the loaded product assembly 
process. The web interface of the Configurator Module is depicted in Figure 2. 
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Fig. 2. The web interface of the Configurator 

2.1 Configurator Architecture 

The Configurator is implemented (Figure 3) using Java programming language. The 
system runs on Apache Jakarta Tomcat [4] as Java Servlet and it is based on the 
Jena framework [5], which is a Java framework for building Semantic Web applica
tions. 
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Fig. 3. Configurator Architecture 

The ontology is created using the Protege [6], which is an open source knowl
edge-base framework. The persistent store of the ontology is achieved using the 
persistence subsystem of Jena, while the 3D visualization is developed using the 
VRML [7] standard and External Authoring Interface (EAI) mechanisms. 

2.2 Ontology Development 

The ontology was created using the OWL Web Ontology Language [8], and the 
Protege OWL-Plugin [9], which is an extension of Protege with support for the Web 
Ontology Language (OWL). 

OWL-DL profile which was used in order to create the ontology, is based on 
Description Logics. Description Logics are a decidable fragment of First Order 
Logic2 and are therefore amenable to automated reasoning. It is therefore possible 
to automatically compute the classification hierarchy and check for inconsistencies 
in an ontology that conforms to OWL-DL [10]. 

The classes in Ontology are interpreted as sets that contain individuals. They are 
described using formal descriptions that state precisely the requirements for mem
bership of the class. For example, the class "Chair" contains all the individuals that 
are chairs in the INCOVIS domain. The taxonomy of the classes is being achieved 
using the superclass-subclass model hierarchy. 
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Table 1. Example of the class hierarchy of the class "Chair" and an example of 
an Object Type Property for the individual "chair 1". 

Class Model Object Type Property 

basLeg 

chair„l '̂  - - ~ - - - - (eg„i 

There are two types of properties supported by our ontology a) Data Type Prop
erties and b) Object Type Properties. These OWL Properties represent relationships 
between two individuals. 

In OWL, properties are used to create restrictions. In our ontology the restric
tions were used to restrict the individuals that belong to a class. We used the univer
sal quantifier V restrictions to constrain the relationships along a given property to 
individuals that are members of a specific class. For example, the universal restric
tion V hasBack back_l describes the individuals all of whose hasBack relationships 
are members of the class Back. 

Cardinality restrictions were used to define the order in which the individual ob
ject parts should appear during the 3D assembly process (i.e. real-time animation). 
The cardinality restrictions provided the way to describe the class of individuals that 
have at least, at most or exactly a specified number of relationships with other indi
viduals or datatype values. 

The hasValue restrictions, denoted by the symbol 3, were used to describe the 
set of individuals that have at least one relationship along a specified property to a 
specific individual. For example, when we wanted to predefine the dimensions of an 
individual object part we used a hasValue restriction (dimensions a "40-50-80"). 

2.3 Ontology Reasoning 

Ontology reasoning is achieved using the Jena OWL reasoner (Figure 4). The Jena 
OWL reasoner could be described as an instance-based reasoner that works by using 
rules to propogate the if- and only-if- implications of the OWL constructs on in
stance data. Reasoning about classes is done indirectly - for each declared class a 
prototypical instance is created and elaborated. The sub-class and sub-property lat
tices are cached using the embedded OWL reasoner. Each domain, range, sub-
property and sub-class declaration is eagerly translated into a single query rewrite 
rule. The result of a query applied to the graph will be the union of the results from 
applying the query plus all the rewritten versions of the query to the underlying 
graph [11]. 
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t 

Fig. 4. The Jena Inference API layering [12] 

3D Visualization Module 

biodSchema tfimm^j 

The 3D Visualization Module is realized on the Visualization and Animation Units. 
The structure of the individual 3D scenes supported by the 3D Visualization Module 
can be seeing at Figure 5. 

Animations | | Textures 
l...n 

Fig. 5. The 3D scene structure of the 3D Visualization Module 

The 3D scene contains the viewpoints, the lighting of the 3D world, the back
ground, the 3D objects and the object functionalities (interactions) that are created 
dynamically according to the ontology specifications. The user interaction with the 
3D scene is achieved by the use of predefined VRML Protos. For every 3D object 
that is inserted in the 3D scene, an animation representing its assembly process is 
dynamically generated. 
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4 The e-shopping platform in practice 

The use of the INCOVIS platform "brings" advantages for both suppliers and buyers 
regarding (i) the cutback of transaction costs, (ii) the use of automated supply pro
cedures, (iii) economy of scale, (iv) wide access on both local and international 
markets, (v) dynamic real-time price mechanisms/modules and (vi) the use of 
compatible/expandable technologies. 

The requirements of the described INCOVIS platform for furniture products that 
together with the Intelligent Configurator Module and the 3D Visualization Module 
comprise the advanced 3D Shop system are: 

• search and present all the available products, based on multi-criteria search en
gines 

• group products into multilevel categories (set by the e-shop administrator) 
• make offers/ sales and promote them 
• update both the product catalogue and all items' availability (set by the e-shop 

administrator) 
• create/use shop baskets (by the end buyers) 
• provide several convenient pay/ receive methods 
• provide a secure e-payment credit card transaction (with the use of HTTPS and 

SSL protocols). 
However, the efficiency and overall quality of an e-commerce service depends 

"heavily" on its automatic connection with the existing ERP (Enterprise Resource 
Planning) system for the catalogue, prices, stock and product update. In order to 
integrate all the available ERP data with the e-shop database, a powerful staging 
mechanism is developed and securely transfers all necessary data. This staging proc
ess uses a smart "track changes" algorithm, to enhance the update speed. 

There are two staging processes, Real Time Staging and Off Line Staging (that 
uses an automated batch process). The characteristics of the two staging "methods" 
are compared in the following table. 

Table. 2 Staging Procedures Comparison 

Real Time Staging Off Line Staging 

Data Update 

Infrastructure 

Security 

(+) All data are updated at all 
times 

(-) Rehable, high speed, tech
nical infrastructure is neces
sary, available on a 24x7x365 
basis 
(-) The system can be secure 
but certain "protective" actions 
must be taken 

(-) All data are updated 
at specifically defined 
time periods 
(+) Not so advanced 
technical infrastructure 
is necessary 

(+) Security is obvious 

The previous table shows that a real time staging procedure should be followed 
only if the nature of the commodity traded imposes the constant database update. In 
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our case an every day off line procedure is chosen for both security and convenience 
reasons. 

Yet, if we try to deduct a general case example we must note that each com
pany's and product's needs, concerning the use of an e-market, are different; there
fore the connectivity solutions (between an e-shop and an ERP) provided vary de
pending on: (i) the ERP used (it can be a widely used international ERP such as 
SAP, Oracle Applications, etc. or it can be a custom made system that fits to spe
cific needs), (ii) the transaction volume and the form of the data transferred, (iii) the 
importance of the information transferred (regarding time, safety etc. aspects), (iv) 
the use of unilateral or bilateral communication and (v) whether it is an on-line or a 
batch transfer of data. 

5 Experimental results and Conclusions 

E-commerce services offered through a B2C (business to consumer) or B2B (busi
ness to business) system, provide the necessary infrastructure for real time e-
business and an added value package of services that guarantee faster and more 
efficient buy and sell transactions, access to a broadened database of buy
ers/suppliers and business opportunities through the development of new partner
ships. 

In conclusion, in this paper we presented an interactive and user-friendly e-
commerce solution for the furniture sector, but appropriate for other sectors as well. 
A furniture company called DIFROS S.A. has been the end-user responsible for 
using and testing the INCOVIS platform, so a number of its furniture products were 
integrated in the platform for evaluation and testing purposes (Figure 6). The 
evaluation procedure showed that the INCOVIS platform presented furniture prod
ucts realistically and could be efficiently used as an on-line tool for their sales. 

Assembled product Assembled product placed in 3D room 

Fig. 6. The 3D product visualization in the INCOVIS platform 

Finally, the main contribution is that it our approach adopts additional technolo
gies such as an intelligent configurator module and a 3D visualization environment 
aiming at enabling a suitable representation of products in order to achieve the most 
realistic possible visualization and simulate an up to close shopping procedure. 
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Abstract. User interfaces are commonly designed to match the requirements 
of the so-called 'typical user' who represents an abstract generalization of each 
user of an application. In systems employed by different kinds of users (such 
as Web systems), the identification of the requirements of their users is very 
difficult, if not impossible. Our proposal is to avoid the construction of 
interactive dialogs during the design stage, building them dynamically once 
the specific cognitive, perceptual and motor requirements of the current user of 
the system are known: that is, during the execution stage. 

1 Introduction 

Traditional design of user centered interfaces is based on the identification and 
definition of the users of the application. Some design guidelines recommend the 
identification and understanding of the users as the first step to start the design of the 
product. This design principle shows that only once the requirements of the users 
have been identified, an interface that effectively satisfies their needs can be 
designed. 

Hov^ever, the quest for the typical user is opposite to the individuality and 
diversity that makes up some much of our identity. If the design of the interaction 
mechanisms of an application aims to make interfaces accessible for all the users, it 
shouldn't rely on abstract generalizations [ 1 ]. 

The identification of the typical user of applications targeted to different kinds of 
users is almost impossible without falling in serious misconceptions. Maybe is it 
possible to describe the typical user of Microsoft Office? Is it possible to identify the 
typical user of generic Web sites (such as Google), visited by thousands of different 
users everyday? For some authors such as [2], the answer to those questions is 
definitely 'no' as 'there is no average user'. For him, 'either compromises must be 
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made or multiple versions of the system must be created' in order to satisfy the 
specific interaction requirements of every user. 

2 Low Level Adaptive Systems 

Designing different interfaces for each kind of user can be extremely costly. 
Furthermore, this approach causes excessive development costs when maintaining 
versions across multiple platforms [3], A much cheaper solution is the development 
of a unique user interface able to be adapted to each type of user. Literature includes 
several references to techniques designed to adapt user interfaces. 

Several systems and prototypes generate adapted contents depending on the 
information stored in general user models. Techniques for the presentation of 
adaptive content usually include conditional inclusion, contents removing and 
transformation of contents. Kobsa et al [4] developed and adaptive learning 
framework tailored to the student's presumed level of familiarity with the subject. 
This system was called KN-AHS (KoNstanz Adaptive Hypertext System). 

Weber and [5] developed another adaptive learning system in the form of an 
adaptive interactive textbook called ELM-ART. This system was able to learn from 
the student's actions, performing visual adaptive annotation of links based on the 
actions performed in previous sessions. Another important adaptive learning system 
is AHA [6] (De Bra and Calvi, 1998). This system not only learns from user actions 
but also from tests. 

In the EU-funded AVANTI project ([7]; [4]), a web-based information system 
was developed providing universal access to disabled and elderly users. This project 
represented an important attempt in the use of techniques for the adaptive 
presentation in order to satisfy the needs of each individual user, including a broad 
spectrum of users with perceptual and motor disabilities. 

PERSONA [1] is an ambitious (and never implemented) proposal for an adaptive 
user interface management system based on agents called ^tailors'. Each 'tailor' 
includes a collection of similar components that perform the same tasks within the 
user interface, but which are specifically designed for one specific kind of users. 

Working on the highest levels of the user interface, these adaptive systems do not 
pay much attention to the syntactical and lexical levels of the interface responsible 
for the configuration of the interactive objects (size, color, etc.) and how these 
objects are going to be accessed by the user [8]. The main handicap in the 
management of the user model in some of these systems is their data acquisition 
algorithm, which is based on periodical updates. However, a continuous observation 
of the user behavior could highly increase the amount of features that could be 
adapted in the user interface, as well as the global accuracy of the system. 
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3 The Architecture of GADEA 

GADEA tries to emulate the behavior of a human expert in Human-Computer 
Interaction designing all the interactive dialogs required to establish an effective 
communication between the application and the specific user. 

This emulated expert selects the most suitable interaction style available for the 
target platform (Web-based or standalone applications), adapting the appearance, 
contents and access mode of each dialog to the user requirements. The result is a 
multimodal communication channel [9] containing a combination of visual and aural 
interactive dialogs. 
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Fig. 1. GADEA uses three main modules: DEVA, ANTS and CodeX. The User Model is 
shared by ANTS and DEVA. While ANTS is in charge of keeping it updated, DEVA uses it to 
create user-tailored interactive dialogs. 

The architecture of GADEA is based on a two layer design (see figure 1). The 
upper layer constitutes the user interface's front-end; containing two modules: DEVA 
(Dialog Expert eValuator for Adaptation) and ANTS {Automatic Navigability 
Testing System). The lower layer manages the interaction between the first layer (the 
user interface) and the appHcation(s); containing one module: CodeX {Code 
eXplorer). 

3.1 CodeX (Code eXplorer) 

When the user launches the application, CodeX inspects the application's binary 
code using computational reflection in order to obtain the Hst of user processes 
registered by the programmers at the design stage. Those user processes are the 
actions available to interact with the application. This list is sent to DEVA, which 
includes the processes in the application's menus. If the user selects a menu option, 
DEVA will send a notification to CodeX in order to execute the corresponding 
method. 

Whenever a user process requires information from the user, the programmer 
must design at least one interactive dialog for that process. These dialogs are data 
containers built at the design stage but filled by the user at the execution time. For 
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example, if an application requires to know the user favorite color, the corresponding 
interactive dialog will include a data object filled with the color request message 
(something like 'What is your favorite color?'), and an empty data object for the user 
favorite color that will be filled with the data provided by the user at execution time. 

3.2 DEVA (Dialog Expert Valuator for Adaptation) 

When CodeX executes a user process including an interactive dialog, this dialog 
is sent to DEVA which will convert this data container into a visual or aural display 
(depending on the kind of user, it could generates a combination of both). This 
display uses interactive objects (buttons, text fields, menus, etc.) to interact with the 
user, filling the information included in the data container with the information 
provided by the user. The conversion algorithm uses general human-computer 
interaction guidelines which are adapted to the interaction requirements of the 
current user of the application using the information stored in the user model. 

Depending on the requirements of the current user, DEVA selects the most 
suitable communication channel (for instance, aural channels for blind users) 
inserting the most suitable interactive objects (for example, certain disabled users 
cannot use popup menus, radio buttons or checkboxes) and suitably configuring each 
of them (for instance, short-sighted users require bigger objects). 

In the first step, the interactive objects are selected a search algorithm that 
obtains the list of the interactive objects compatible with the data object's 
configuration, evaluating each of them according to cognitive criteria. In our 
previous example, the list of interactive objects than may be used to get information 
about the favorite color of the user includes at least a popup menu and a text field 
(among many others). Any of these interactive objects may accomplish the task. 
However, DEVA would select a text field object for visually disabled users and pop
up menus for users who prefer a mouse-based interaction (see Figure 2 and Figure 
3). The scoring method for the search algorithm is based on the 'Keystroke Model' 
developed by [10] and redeveloped by [11]. 
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Fig. 2. Interactive dialog created by DEVA when the user prefers a mouse-based interaction or 
has good pointing skills. 

The second step is to design the dialog's layout. We make use of orientation 
metaphors ([12] cited by [13]) mapping the vertical attribute of any location of the 
visual space to the 'up is more' and 'down is less' metaphors [13]. 

The last step defines the size, shape, color, etc, of every interactive object 
selected. This task is performed using a fuzzy logic engine powered by more than 
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fifty different rules based on state of the art Human-Computer Interaction guidelines 
as well as on the data stored in the user model. 

Once the user has finished the interaction process with the dynamically generated 
dialog, the dialog is converted into a data container again (including the information 
provided by the user during the interaction process) which is sent again to CodeX for 
a further processing by the application. 
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Fig. 3. . Interactive dialog created by DEVA when the user prefers a text-based interaction or 
has good typing skills. 

4.1 ANTS (Automatic Navigability Testing System). 

At the same time that the user interacts with the generated dialogs, his actions are 
continuously recorded and analyzed on the fly by the third module of GADEA: 
ANTS. The result of this analysis is included in the user model, keeping it updated 
and therefore, increasing the adaptation accuracy of the system. 

Part of the information required to perform the adaptation proposed is provided 
explicitly by the user when registering in the system. This information includes the 
user's age, list of user's disabilities (short-sighted user, deaf user, etc.), visual 
precision (obtained using a simple test), whether the user is lefty or right handed, 
preferences for an specific kind of interaction (mouse or keyboard) and so on. 

Other information required is obtained by a small army of data-gathering agents, 
which keeps track of the user behavior in every available interactive dialog displayed 
at execution time. The design metaphor of ANTS is based on the life of a community 
of ants. The ants (agents) depart from their anthill (a server), looking for food (the 
information) in every picnic available (interactive dialogs). Once the ant has got the 
food, it comes back to the anthill and carefully stores the food in one of the available 
warehouses (the user model). 

The ants keep track of every action performed by the user in every user process, 
creating an abstract navigation model similar to those employed by the Object 
Oriented Hypermedia Design Model [14]. This navigation model is used to 
determine the landmarks, routes and mental models [15] employed by the users 
when they execute the user processes; obtaining the user's expertise degree when 
working with the application [16]. 

Some agents are able to analyze the data collected, determining the user's 
precision in the performance of certain tasks. For example, this system has agents 
specialized in analyzing the user typing skills (based on the Salthouse's regularities 
[17]) or the visual form recognition skills (based on Sternberg's regularities 1969, 
[18]). 
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5 Testing the System with Real Users 

In order to test the precision of this adaptation model, we performed several tests 
for each feature of the system. As a paradigmatic example of such kind of tests, we 
are going describe the tests applied to the chromatic adaptation algorithm of 
GADEA. 

Five basic interactive dialogs were created to test this feature (labeled from vl up 
to v5.). Each dialog displayed a different text message. Next, volunteers participating 
in the tests were grouped depending on their visual precision into five groups labeled 
from A to E. Finally, GADEA generated an adapted version of each dialog for each 
group. 

The results obtained were successful for users of the groups B and C (adults with 
normal-low and normal-high visual precision) since the average of the selections 
performed by the volunteers always favored the versions designed by GADEA for 
their groups. In the case of the group B an average of 84% of the selections favored 
the version designed by our system for users of that group. This proportion was a 
little bit higher for the group C (91.42%). 

Results for groups D (teenagers with excellent visual precision) and E (adults 
with high visual precision) reached 70% and 16% respectively. The worst results 
were obtained by the group A (elderly people with low visual precision) since only 
53.33% of the versions developed by GADEA were selected as the most suitable. 

This experiment showed that, although relative powerful, the chromatic 
adaptation algorithm requires finer tuning for certain kind of users (especially for 
elderly people). Such kind of tests also revealed themselves as a powerful tool to 
measure the accuracy of the adaptive algorithms of our system. 

6 Conclusions and Future Work 

We have presented a user interface management system which provides full 
support for the automatic generation of the lexical and syntactical level of the 
interface. Since these levels are designed dynamically at execution time (once the 
real user requirements are known) this strategy prevents the design of interactive 
dialogs based on misconceptions about the users. 

Tasks assigned to the designers are limited to the semantic and conceptual levels 
of the interface, designing the interchange of information between their programs 
and the user instead of how that information is displayed. This strategy simplifies the 
amount of work to be done by the programmers. 

Several improvements may be done in this basic open adaptation framework. Our 
tests showed that the usefulness of the system depends on the precision of adaptation 
algorithms as well as on the precision of the information stored in the user model. 
The inclusion of new adaptation features to the system is relatively easy. It requires 
the addition of new rules to the fuzzy inference engine and (if required) new data-
gathering agents to obtain updated information about the input parameters used in 
the rule. However, each new feature added to the system requires a careful testing 
process to obtain valid results. 
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Abstract. Logic reasoning presents notable difficulties for young children. 
This paper presents Logic Model Creator (LMC), a nev̂  environment that 
supports building and exploration of intuitive visual representation of logic 
models by young children. LMC logic models are structured as hypothesis, 
decision and / or counter decision components. These models are built using 
visual entities which represent the learning concepts of a specific domain. In 
this paper we focus on the architecture of LMC and the basic functionality of 
the environment. In particular we describe the the dynamic creation of 
equivalent logic models according to the so-called Reference Logic Model, 
constructed by the students' tutor. Furthermore an assessment module which 
provides immediate advice to the student in order to help them create a valid 
logic model is presented. Through experimentation it is demonstrated that the 
users of LMC can have rich interaction and assessment while exploring 
decision making logic constructs. 

1 Introduction 

The importance of using models of phenomena, activities or systems in learning 
has been widely recognized [1]. A number of software tools have been developed 
during the last years that support learning through modeling. These software 
environments mostly concern mathematical models of physical phenomena [2], 
while other modeling activities have also been proposed, like creation of concept 
maps, modeling of ecological and other complex phenomena [3], etc. A special case 
of modeling tools and activities relate to modeling logical propositions or logical 
constructs, proposed by scientists from science education and psychology fields [1], 
Their purpose is to support children's reasoning and help them have access to 
decision making reasoning in a progressive way [4]. The reasoning of the students 
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engaged in logical modeling involves studying and exploring logical propositions 
that are represented in visual form. Through them it can be deduced how the value of 
a concept or object property has an effect on other properties, which may in turn, 
affect other parts of the model. 

Logic Models Creator (LMC) is a new learning environment which supports 
logic modeling activities for students of 11 to 16 years old. LMC is a derivative of 
the decision support component of an earlier modeling environment, ModelsCreator 
version 2.0 (MCv2), originally built as a tool to be used for qualitative and semi
quantitative reasoning with real world concepts [5]. The original Decision Support 
component of ModelsCreator included a validation and model diagnosis module 
described in [6]. The limitations of that module have been tackled in LMC, as 
discussed in this paper. The logic propositions that can be built and explored with 
LMC meet the requirements of many curriculum subject matters, like mathematics, 
science etc., permitting interdisciplinary use of the logic modeling process. LMC 
puts great emphasis on visualization of the modeling entities, their properties and 
their relations. Visualization is crucial in supporting the reasoning development of 
young students and favors the transition from reasoning over objects to reasoning 
with abstract concepts [7]. This feature is extended also to the simulation of 
executable models allowing their validation through representation of the 
phenomenon itself in a visual way and not in an abstract mathematical relation or 
logical proposition, as it is usually the case. In fig. 1 an example of a model built 
using LMC is shown. On the left the hypothesis is visualized and on the right hand 
side the conclusion of the logical proposition. In this example the conditions are 
tested for deciding to prepare an application for hosting a child over the holiday 
season by a family. 

THEN oDitstaact 

Fig. 1. An example of an LMC logic model 

An important aspect of LMC, as with the original MCv2, is its open character 
regarding the ability provided to the teachers in creating new logical domains (i.e. 
new subject matters) as well as new primitive entities which are needed for the 
creation of the logic models. 
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In the rest of this paper we present first the architecture and basic functionality of 
the LMC environment for the teacher and the student. We describe an example of 
use of LMC by groups of young students and discuss the implications of this 
environment in current teaching practice. 

2 Architecture of the Logic Models Creator (LMC) environment 

Let M an LMC model, Hke the one presented in figure 1. This model can be 
represented as follows: M= { Ei, i=l, ..., k, Rj, j=l, . . . , 1, A^, m=l, ..., n } 

Where Ei represents the node entity i of the model, Aj a property of a given 
entity, R a relationship connecting them. Examples are Entity=House, 
Attribute=Size. The relations which connect entities' attributes belong to the 
following set: AND, THEN, OR, AND, ELSE and NOT. Through them logical 
constructs can be built by the users using direct manipulation in the activity space. 
Using such an environment, one may construct expressions of arbitrary complexity. 

The equivalent logical expression that can be built is: 
Proposition = IF Construct THEN Construct 

j IF Construct THEN Construct ELSE Construct 
Construct = (Construct ̂ M) Construct) | (Construct OR Construct) | iVar(Construct) 

I Attribute=Value 

In this section an insight into the architecture of LMC system is given. An 
overview of the system architecture is provided in figure 2, presenting the main user 
categories and functionalities of the system described in this paper. A modular 
approach has been followed, in order to reduce the complexity of the design. The 
aim of each module is to provide specific services to the modules with which it is 
connected, isolating the details of the construction of these services. 

# - 1 
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Test Logical 
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Fig. 2. System architecture of LMC 

The system considers two basic user categories a) the students and b) the 
teachers who interact with the visual environment in order to accomplish specific 
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tasks. While the main task of the students is to build and check the correctness of 
their logical models the main task of the teachers is to create new logical domains 
and define the reference models. 

In the following some typical interaction scenarios of teachers and students with 
LMC are described in order to demonstrate the functionality of the architecture. 

2.1 Teacher: Creation of a new logical domain 

An important aspect of LMC is its open character regarding the ability provided 
to the teachers of creating new logical domains (i.e. new subject matters) as well as 
new primitive entities which are needed for the creation of the logical models. As a 
consequence, the educational environment brings additional value since it can adapt 
easily to the educational needs of different curriculum domains. Each logical domain 
represents one or more logical problems which describes decision making concepts 
that the students must explore. For each logical problem the teacher can create 
entities which describe verbally and visually the concepts included in the problem 
domain. Each entity may include a set of a attributes which describe specific 
characteristics of the entity. Some of them might be irrelevant to the problem at 
hand. Furthermore to each attribute of an entity can be assigned one more possible 
value. These values belong to a set which is defined in the creation phase of an 
entity. 

2.2 Teacher: Defining a reference model 

In the frame of a logical domain a teacher can define more than one Reference 
Model against which the students constructs will be subsequently tested. We 
consider these as models which describe alternative correct solutions to a given 
logical problem. The Reference Model should not violate rules related with the 
syntax of logical propositions of LMC. The knowledge representation used for 
expressing the Reference Model has been a matter of discussion during development 
of LMC and the previous environment MC. As discussed in [6], a first attempt was 
to express the Reference Model through Prolog statements, however this approach 
produced rigid logical models. An ahernative proposed here is to use Truth Tables 
for representation of the Reference Model. 

So for each Reference Model in LMC a teacher must complete a Truth Table 
which contains all the combinations of different events that exists in the Reference 
Model. If the hypothesis graph connects a set of {G1,...,GN} events of different 
attributes and each attribute can take values fi'om a set {Gl 1,...,G1 M) than the whole 
set of different states in which the hypothesis graph can be found is the Cartesian 
product Gif={G1M x G2M x ...GNM} 

In a similar way we can define the decision part of the statement. If it connects a 
set of {1,...,M} events of different attributes then we add to the truth table M 
columns which will be associated with values by the teacher. These values of the 
attributes in the decision graph depend on the values of the attributes of the 
hypothesis graph. 
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A truth table (see figure 3) is produced which contains the combinations of the 
hypothesis graph (according to the reference model of the teacher) and the values of 
the decision/counter decision graph according to the values of the hypothesis graph. 

In fig.3 the user interface of a Truth Table filling phase is shown. While the 
combinations of the hypothesis graph are filled automatically by the system the 
values of the attributes in the decision part must be filled by the teacher. After the 
teacher has finished the completion of the values the system produces logical 
equivalent propositions for each logical sentence in the Truth Table as described in 
the following. 

Camb^atktns of^£ hj^o^esis gmph 

... 
GiM X GsH 

X ...Gm 

Gii 

GiM 

G21 

G2M 

cm 
GMM 

Conchsian values 

Fig. 3. Completion of the Truth Table values for definition of a Reference Model 

2.3 Preparing equivalent logical models 

As mentioned in section 2.2, every entity is defined by a closed set of attributes and 
each attribute can take a value from a closed set. This way, if an attribute N is 
defined by M different states it can take a value from a closed set of M values 
M={VANbVAN25---5VANM}- Furthermore if we consider that in a logical sentence of 
the Truth Table an attribute N has taken a specific value K that belongs in M, then 
we can deduce that: VNK <^ NOT(M-K) 
i.e. attribute N has taken value K is equivalent with the fact: attribute N has not taken 
all the other values that exist in M except K, which in fact can be a way the students 
can express themselves while solving a logic problem. 

At first the hypothesis, decision and counter decision graphs are considered. 
Equivalent graphs are produced according to the above approach. If lif={li,...,1^} is 
the set of equivalent hypothesis graphs, Ithen ={liv4k}is the set of equivalent 
decision graphs and leise ={lb---,lj} is the set of counter decision graphs then the 
whole set L of equivalent logical models is the Cartesian product of Ijf, Ithen and Igise: 

L - {IIF X I THEN ̂  hlSE } 

2.4 Student: Defining a logical domiain 

In order to evaluate a model the student has to specify first the logical problem in a 
logical domain. The logical domain module informs the active logical domain 
module about the logical problem that has been selected by the student. The active 
logical domain module gets form the knowledge base the set of all correct logical 
models that describe the selected logical problem. 
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The knowledge base consists of the logical domains, the logical problems, the 
Reference Models defmed by the teachers and the equivalent Logical Models 
deduced by the system as described in section 2.3. Each logical problem can have 
one or more Reference Models. Furthermore each Reference Model can have one ore 
more equivalent Logical Models, created automatically by the system using the 
above approach. Each logical model in set L (all the correct models for the logical 
problem) is saved in and expressed internally in the form of logical propositions: 
Logical Proposition^ If (Hypothesis graph ) Then (Decision graph) Else (Counter 
decision part). 

After the logical domain has been specified the student can create and test the 
correctness of his logical models. First the translation module is activated in order to 
translate the students model from the graphical into textual representation similar 
with the representation of the logical models in the knowledge base. The validation 
module compares the student model with the models in the knowledge base of the 
active logical domain and provides to the user the appropriate feedback. 

2.5 Student: Validation of a student model and providing feedback 

We consider that a logical problem consists of a set of correct logical models L 
L={II,...JN}. The purpose of the system is to support the student with appropriate 
feedback in order to build a model that is equal to a correct logical model in the 
knowledge base of the active logical domain. To attain this aim, the system creates 
and displays messages using a relevance factor. 

In the case that the student model is equal to a model in set L a message is 
produced in order to inform the student about the correctness of his model. In any 
other case the system has diagnosed that the student model has no equal model in set 
L, it sttempts to find a model in set L which is similar with the students model. With 
the aim to achieve this goal the validation module scores each model in set L 
regarding with the student model using the following equation. 

SCOre= lEntities"^tattributes"*"tattributeValues"'~lRealtions 

where 
• fkntities =(Student.Correct.Entities/Total.Needed.Entities) 
• fattributes =(Student,Correct.Attributes/Total.Needed.Attributes) 
• âttribute Values =(Student.Correct, Attributes Values/Total.Needed .Attributes Values) 
• fkeaitions =(Student.Correct.Relations/Total.Needed. Relations) 

The logical model with the highest score is defined as the closest logical model to 
the developed student model. The validation module specifies the feedback message 
provided to the student according to the level of similarity between the student and 
the closest model. 

The vaUdation module of LMC checks the level of similarity in (a) the Entities 
level (b) the Attributes level (c) the Attributes values level and (d) the Relations level 
and provides the student with appropriate feedback messages in order to support and 
scaffold the modelling process. In cases where the semantics of the modeling 
problem render some artifact (e.g., entity, attribute or relationship) more important 
that another counterpart, the (maximization of the value of the) formula described 
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above may not give the most appropriate result. In such cases allowing the teacher to 
tune a weighted version could be preferable. 

3 Case study of use of LMC 

In a recent case study, that involved use of LMC, a pair of two 11-year old 
students (a boy and a girl) of the fmal year of a primary school of the city of Volos, 
in Greece were asked to explore a logical model under the supervision of their 
teacher. The model is based on a scenario of a dog that is in conduct with a live wire 
and received an electric shock. The children were asked to investigate the conditions 
under which they could safely rescue the dog. The mode includes attributes like 
Material of the stick to touch the dog, Material of the shoes of the child, Material and 
condition of the floor (see figure 4). The teacher asked the students to investigate 
various alternatives and to check the validity of the model. The session that lasted 
one hour was recorded and subsequently analyzed using a dialogue annotation 
scheme. 

Fig. 4. A typical model of the electric shock logical model 

An interesting finding of the study was that the two children were engaged in 
dialogue with the LMC environment and discussed their own experiences related to 
the subject domain. They investigated for instance the conducting capability of 
materials like plastic and rubber in relation to the shoes and inferred that plastic is 
insulating material, as in cables of household electric appliances. One of the children 
recalled that her grandmother received a strong shock when she touched a bare live 
cable. The messages received by LMC were considered relevant and supported the 
specific task. The children seemed to trust the software environment when they 
engaged in dialogue with it and expressed their wish to further interact with models 
in other subject domains. Despite the fact that the children of this age group were 
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lacking strong conceptual models of the domain, they managed to reason about it 
with the support of LMC. 

4 Conclusions 

In this paper we described the Logical Model Creator (LMC), an innovative 
environment that permits building and exploring Logic Propositions. The 
architecture of LMC and the user interface were presented in this paper. The concept 
of the Reference Model is used for diagnosing the validity of logic models built by 
students of 11 to 16 years old. A Truth Table is used as interface component for 
permitting to the teacher to define the valid states of the Reference Model. This is 
based on all possible values of the Entity Attributes in the "if graph" of the Model. 
Through this Table the teacher can specify all possible accepted states of the entities 
of the decision and counter decision graph of the model. In a case study, involving 
primary school students, it was found that the environment was intuitive to use and 
explore, while the messages received by the environment were considered useful in 
the specific domain. 

Finally it should be mentioned that the LMC environment, is useful in addition to 
exploring models in various subject matters, for introducing young students in 
concepts of logic, like Boolean operators and IF-THEN-ELSE constructs. 

References 

1. Bliss J. From Mental Models to Modelling, in H. Mellar, J. Bliss, R. Boohan, J. Ogbom, 
C.Tompsett (Eds). Learning with Artificial Worlds: Computer Based Modelling in the 
Curriculum, The Falmer Press, London, 1994. 

2. Teodoro, V. D.: Leaming with Computer-Based Exploratory Environments in Science and 
Mathematics. In S. Vosniadou, E. De Corte, H. Mandl (Eds.), Technology -Based Leaming 
Environments, NATO ASI Series, Vol. 137, Berlin: Springer Verlag. (1994) 179-186 

3. Soloway E., Guzdial M., Hay K.E., (1994). Learner Centred Design: The challenge for 
HCI in the 21 "Century, Interactions, Vol. 1. No 2, April, pp. 36-48 

4. Ogbom J. (1990). A future for modelling in science education, Joumal of Computer 
Assisted Education, Oxford, Blackwell Scientific 

5. Fidas, C, Komis, V., Avouris, N., Dimitracopoulou, A. : Collaborative Problem Solving 
using an Open Modelling Environment. In G. Stahl (ed.), Proc. CSCL 2002, Boulder, 
Colorado, USA, Lawrence Erlbaum Associates, Inc., (2002) 654-655 

6. Partsakoulakis I., Vouros G.. Helping Young Students Reach Valid Decisions Through 
Model Checking. Proc. 3td ETPE Conf, pp. 669-678, Rhodes, Greece, 2002. 

7. Teodoro V.D. Modellus: Using a Computational Tool to Change the Teaching and 
Leaming of Mathematics and Science, in "New Technologies and the Role of the Teacher" 
Open University, Milton Keynes, UK, 1997. 



Attentional Model for Perceiving Social 
Context in Intelligent Environments 

Jerome Maisonnasse, Nicolas Courier, Oliver Brdiczka, Patrick Reignier 
PRIMA, GRAVIR-IMAG 

INRIA Rhone-Alpes, 
38349 St. Ismier. 

France 

Abstract. This paper presents a novel approach to detect interaction groups in 
intelligent environments. To understand human activity, we must identify 
human actors as well as their interpersonal links. Interaction detection is a 
good cue to address activity of user groups. An attentional model is derived 
from gravitational model and cognitive psychology approaches. Whereas 
determining locally users'.focus of attention is a difficult task, this model 
exploits contextual elements such as position, speed and saKency of objects in 
the scene to estimate shared attention. The attentional model shows promising 
results on simulated scenarios where unexpected events occur. 

1 Introduction 

Human activity recognition is a growing field of research. Recent progress in 
computer multimodal perception promises new developments in the field of ambient 
applications and pervasive systems. Such systems aim at offering services by taking 
into account the current user's activity in a specific situation. In intelligent 
environments, more and more devices are able of perceiving user activity and 
proposing appropriate services. Addressing the right user at the right moment is 
essential. We must detect potential users and their connection while doing an 
activity. This aspect of human activity is neglected by most studies, in which groups 
are predefined and unchanging. It appears important to explicit relations between 
different users and to detect interactions between them. Interaction configuration 
group is the best detector of activity presence in a scene. Indeed, when a participant 
is in immediate physical contact with another, they contribute to the same global 
definition of the situation [5]. Delimiting who is concerned by an activity is a 
difficult operation. Psychology studies show that human activity is more unexpected 
than we perceive. Limits between different activities are fuzzy when users share the 
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same physical space [7]. Outside laboratory conditions, activity evolves in relation to 
exte 

mal factors which can not be expected. Identification of the current group 
configuration of users is necessary to connect activity. The dynamics of group 
configuration, i.e. the split and merge of interaction groups, allows us to perceive 
relevant evolution of current activities. Determining user focus of attention is a 
difficult task. Focus of attention is an intern cognitive task which can not be 
perceived directly. This perception must be estimated from external observations. 

We propose an attentional model to dynamically detect interaction group. An 
interaction between people occurs when we suppose that they share the same 
information [11]. A cognitive explanation of how people share information is their 
ability to product a mutual intelligibility of current situation. Perception of current 
situation is defined by enabled shared resources in a physical, social and cultural 
environment, more or less stabilized [10]. In this paper, we model available 
contextual element in intelligent environment to compute mutual intelligibility. From 
these results, we analyze focus of attention of users, and detect where interactions 
take place. 

2. Related Work 

Based on the idea that social world is organized and understandable in the way 
action is produced, computer sciences attempt to extract invariant features to 
describe activity. Most computer vision based research in human activity recognition 
is focused on data processing issues. Many approaches extract a structured 
representation of user activity from sensory input data [8]. Visual, acoustic and 
temporal aspects of activity are concerned. Human activity is cut into a sequence of 
relevant features from observation in relation to a particular activity. Some 
approaches are very close to input data. These systems work like a black box 
learning activity from specific observations. Some systems build higher-level 
representations of activity. Extracted features are used to match some learned 
concept representing activity [3]. Relations between detected entities are interpreted 
as semantic relationships. In the second case, the main issue is to identify entities and 
concepts describing a specific situation or action. Relation detection then depends on 
concept and entity recognition. However, interactions between users are an implicit 
data and almost studies do not consider only one group. 

It seems important to explicit interaction between users. A first approach has 
been applied successfully to speech event detection [2]. It could be completed with 
other modalities. Psychology offers relevant models to understand how people could 
interact in relation of contextual element. In order to estimate how attention focus is 
placed on space, we propose a cognitive model. To compute this model, some 
relevant and available features are used in intelligent environment. Almost every 
device could give some information about their internal state and their action in 
direction of users. For example, when an user is receiving an email or his telephone 
is ringing, this device will send a message to our system about their actions. 
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However, understanding what humans do when they execute actions is more 
difficult. User based approaches are exponentially complex and computationally 
expensive for this problem. For this reason, we implement an attentional model 
based on context. This approach requires fewer features from users and objects and 
is psychologically plausible. 

3. Role of Context in production of Mutual Intelligibility 

To explain the way in which agents are able to communicate, it is necessary 
to admit that they share mutual knowledge. Theory of mutual knowledge has a 
characteristic to produce a regression at infinity. But this theory cannot be integrated 
into a cognitive explanation of production and comprehension of communicative 
acts. Sperber and Wilson developed a weaker but empirically more adequate 
concept, the mutual manifestness. For Sperber and Wilson, "a fact is manifest to an 
individual at a given time if and only if this individual is able at this time to represent 
this fact mentally and to accept his representation as being true or probably true [11]. 
In other words, a fact is manifest when it has the characteristic to be perceptible or 
deduced by an agent at a given time. A fact can thus be manifest without being 
known. However, some facts can be more manifest than others. To model this, we 
associate a degree of salience to each fact. The salience is a function of the 
perceptual and cognitive capacities of the individual, and of his physical 
environment. For example, let us suppose that a telephone is ringing in a room 
where an individual A is sitting at an open window and that at the same time a car is 
passing in a street. In this case, it will be strongly manifest for A that telephone rang, 
but less clear that a car passed. Thus, because of the difference of salience between 
the ringing telephone and the car noise, the fact "telephone is ringing" is more 
manifest, i.e. has more chance to be perceived or deduced than the fact "a car 
passed". Sperber and Wilson define the cognitive environment as whole facts which 
are manifest for a given individual. A shared cognitive environment indicates all the 
facts which are manifest to several individuals. From the example of telephone by 
imagining that another individual B is in the same part as A. In this case, by 
supposing that they have same perceptual capacities, it is manifest for A and B 
which telephone is ringing. This means simply that they are able to perceive or 
deduce the same fact, and not that they share a belief, a knowledge, or a 
representation concerning this fact. The Mutual Cognitive Environment (ECM) 
indicates a shared cognitive environment in which identity of individuals who have 
access to this environment is manifest. A and B share a cognitive environment which 
includes all facts and especially their co-presence. As they share the same 
environment, they can establish an interaction in relation to their common perception 
of contextual events. This definition is more precise than Dey's definition of context 
as "any information that can be used to characterize the situation of entities" [4]. Dey 
does not precise how user information is selected. We define context as the whole set 
of objects which are manifest for an individual and capable to modify his 
interpretation of the situation. 
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3.1 Focus, Nimbus and Spatial MetapJior 

In spatial metaphor, localization contributes to structure interactions between users. 
By considering their interpersonal distance, in virtual space, users adapt their 
cooperation situation. Space is inhabited by objects which might represent people, 
information or other computer artefacts. Cooperation for distant users need to be 
restored by contextualizing space of work and by giving users a mean to control their 
interaction. "Objects in space are responsible for controlling interactions on the 
basis of quantifiable levels of awareness between them. Awareness between objects 
is manipulated via focus and nimbus, subspaces within which an object chooses to 
direct either its presence or its attention" [9]. Initially, focus and nimbus are defined 
as follows: 
" - The more an object is within your focus, the more aware you are of it 

- The more an object is within your nimbus, the more aware it is of you"[l]. 
In spatial metaphor, there are objects which manage their awareness by manipulating 
focus and nimbus subspaces. To define how many objects can interact, we evolve 
awareness levels from a combination of nimbus and focus configuration. "The level 
of awareness that A has of object B in medium M is some fimction of A's focus in M 
in relation to B's nimbus in M" [1]. Level of awareness defines whether objects may 
be strongly or weakly aware of each other. This model describes how to quantify 
level of awareness but not how to compute dynamically focus and nimbus. Indeed, in 
computer supported co-operative work (CSWC) applications, computing focus and 
nimbus do not present interest because focus and nimbus are parameters controlled 
by users as input data. We need a specific model to compute focus direction from 
contextual elements observation. On the basis of cognitive model, the attractiveness 
notion of a salient object leads us to another field of research where distance and 
salience object is usefiil to understand how objects influence each others. 

3.2 Gravitational Model 

The first Law of Universal Gravitation has been formulated by Isaac Newton in 
the 17th Century. Any two objects in the Universe exert gravitational force on each 
other, with the universal form (1). This force is proportional to the product of their 
masses and inversely proportional to the square of the separation between the two 
objects. An example is shown in Figure 1. 

Object 1 
Object 2 

Fig. 1. Object 1 attracts Object 2 

F,^,=-h^,=-G'^u,^, (1) 
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where F^_^2 î  ^^e gravitational force exerted by object 1 on object 2, 

G = 6 .67 .10" N.m .kg~ is the universal gravitational constant, m^ and ^ 2 

are the masses of the two objects, r^2 is the distance between the two objects and 

i/j_^2 is ^ unitary vector between the two objects. By considering Â  objects in the 

Universe, the force exerted on each object i is equal to the sum of gravitational 
forces exerted by the N-1 other objects (2): 

The Fundamental Principle of Dynamics (3) enounces that the derivative of the 
quantity of movement of an object i is equal to the sum of the forces exerted on this 

object. By supposing that the mass m. of the object is constant, we can compute the 

acceleration of this object (4). The acceleration a. of object i stands for the 
attraction of other objects on object i. In particular, it reflects the fact that objects 
with little masses are more attracted by objects with bigger masses than objects with 
bigger masses towards objects with little masses. 

d(m..v.) -* JL. m, 

at j ^ , r.j 

In this work, we compute a likelihood interaction as the cue of a shared activity 
between co-presence users. An attentional model can identify when people share 
same resources, on the basis of proxemic information and contextual element 
salience. We have interpreted this cognitive model by transposing some relevant 
concept from gravitational model. 

4. Social awareness as activity detector tool 

Focus of a person is defined by attention direction which is the combination of its 
external and intemal factors. External factors of a person are determined by the 
attraction of the person, objects or artefacts towards its environment. We adapt the 
gravitational model to simulate persons' attraction towards other persons or objects. 
Each person or object has a salience m. The salience corresponds to the mass in the 
gravitational model and derivates the concept of nimbus in spatial metaphor. We 
suppose that salience is invariant, which allows computing the attraction vector of 
each person towards the people and the objects in the environment using the 
gravitational model The salience could be defined on perceptive, social or situation 
features. 

Intemal factors of a person are determined by the person's current goal or current 
activity, regardless of its environment. Cues of intemal factor of a person are for 
example current speed and gaze direction. Intemal factors can also be represented by 
a vector. For the moment, we just take into account the current speed. Both external 
and intemal factors vectors are combined so that the influence of extemal factors 
decreases exponentially with the intemal awareness, as shown by Figure 2. For our 
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application, the influence of the attraction becomes negligible when the speed is 
higher than the top speed V^̂ ^ of human running of 4 m/s. We compute the attention 
vector as a linear combination of intemal and external factors, as in (5). 

Fig. 2. Attention vector of object 1 

v(/) 

Attention (i) ~ X-e '""""' • aii) + // • v(i) (5) 

We consider the interaction area as ellipse constructed as follows; the position of the 
person is a focus of the ellipse and its addition with the attention vector gives us the 
center of ellipse. The area of the interaction is called interaction capacity. The 
interaction capacity is the maximum interaction area which human can act. To 
calculate the interaction capacity, we consider that two people speaking together at 
an interpersonal distance of 1.5 meters [6] are in full interaction, and their interaction 
ellipses recovers fully, as in Figure 6. We defme the attention point of a person as the 
other focus of his interaction ellipse. Beyond a maximal distance of 6 meters, we 
consider that few social interactions occur, and the great axis reaches its maximum. 
This prevents us from having too slim ellipse. A fact is salient when it modifies the 
direction of an interaction ellipse. To determine social interactions and shared 
activities, we consider ellipses overlaps, as shown in Figures 4 and 5. The use of 
ellipses reflects the fact that the person stays aware of his surrounding and that the 
perception field reduces when the attention increases, and that the attention decreases 
on the opposite direction. In particular, when a person is alone in an empty 
environment, the attention vector is null, the two foci are equal to his position and 
his interaction ellipse becomes a circle. This reflect the fact that the person has his 
attention all around him, as in Figure 3. 

Figure 3. Person 0 
alone in an empty 
room 

(1) <()» 

Figure 4. Person 1 
close of an 
salience object 0 

rS!p 

Figure 5. Two 
persons attracted 
each other. 

Figure 6. Two 
persons in full 
attraction. 

5. Application of the model to social awareness 
In this section, we present a simulation which demonstrates the capacities of our 

attentional model to detect shared activities. Imagine an office environment where 
three persons (A, B, C) are working at their personal computer (0,1,2). Each person 
is attracted by his personal task materialized by computer interaction as shown in 
figure 7. Suddenly, person A starts to speak. The noise produced by his voice is 
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perceptible for all people. Then B and C, attracted by this perception, move their 
attention focus from their computer to person A, as in Figure 8. When A stops 
speaking, a person D enters in the room and begins to speak. All persons move their 
attention to the newcomer, as in Figure 9. Person D gives his directives and exits the 
room, when the telephone is ringing. All persons lead their attention to telephone, 
but persons A and C have more probability to interact in relation to distance which 
separates them, as shown in Figure 10. The scenario described above illustrate how a 
system could identify where attention is lead on elements of context. The more 
attention they share, the stronger is their likelihood to interact. 

Figure 7. Three persons A, B, C work on Figure 8. Two persons B, C are attracted 
their computer 0,1,2 by a third person A. 

K ® 
(c^___ 

Figure 9. Three persons A, B, C are Figure 10. Three persons A, B, C are 
attracted by a newcomer D who speaks attracted by the telephone ringing, 
loud 

Difficulties to use this model come from the choice of parameters for salience for 
each object. We have developed this model on the basis of a kind of type relation 
between parameter value and interaction strength. The saUence follows an 
exponential scale. Other parameters could be used for the specification of a particular 
object salience. For these scenarios, we use parameters indicated in Figure 11. 

Speaker litteiier Human Campirter 

Itrteraction 

Face to Face 

_ SHuat'on 

Baricerllctsnert 

Itrteraction 
Salient Object Alert StaatioB 

jmi^imi-m 
Salience 0 OJ 

Fig. 3. Salience of right entities on the left entities 

6. Conclusion 

We propose a new perception tool to recognize human interaction in intelligent 
environments. On the basis of proxemic information and salience of contextual 
objects, we attempt to explicit social relationship to determine whether interactions 
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occur or not. When one interaction is detected, we suppose that users have 
possibility to define or modify their current activity by articulating their respective 
actions in relation to new appearing fact. Here, we insist on the importance of 
context in activity production, and explicit mechanism to improve recognition 
performance. 

This approach is based on context evaluation. Human activity is not represented 
by a sequence of sensory features by describing an entity at t moment, but integrates 
the relation between entities and the whole elements present in context which could 
affect his activity. The main difficulty is to identify objects and evaluate their 
salience. When the object is electronic, it can give information about its status and an 
a priori salience can be affected. The task of identifying users' status is more 
difficult, except if users are equipped of sensors. We need to plug this model to a 
complete architecture to evaluate real gain for human activity recognition. However, 
simulated scenarios give some interesting results, and presume to detect activities 
and theirs unexpected evolutions. 
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Abstract. In this article I focus on a simple education game Penguin Quart 
which is designed to use a speech dialogue. A genesis of it was motivated by 
effort to try a digit speech recognition in a real environment. The game was 
developed universally not only to educate but also to collect digit speech 
samples and to improve its recognition accuracy. 

1 Introduction 

A speech recognition is a very interesting area. Applications which use speech 
dialogue are more user friendly than other ones. Natural language communication 
with a computer adds to applications a new dimension. 

A communication with computer by natural language was spontaneously divided 
into two main streams - a speech recognition and a speech synthesis. Approaches 
which try to solve the problem of a speech synthesis are the most popular and widely 
used because a human hearing is more flexible and can adapt to a worse computer 
synthesized speech. But the problem of a speech recognition is more difficult. A 
computer is strictly mathematically founded and cannot be very good adapted to a 
speech from different people. The main stream of the speech recognition is divided 
to the next three groups: a speaker independent (SI), a speaker depend (SD) and a 
speaker adaptable (SA) speech recognition. It is divided according to amount of 
speakers who are using the application. SI means that an application will be used by 
any one and SD means that it will be used by users who are selected beforehand. SA 
approaches try to adapt a recognition process to an actual speaking man. 

^ Partially supported by national grants VEGA 1/0131/03, VEGA 1/1055/04 and 
UK/379/2005. 
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I suggest an application - a game which introduces a speech dialogue into an 
education environment [5, 8]. The game is suggested with a goal to teach small 
children digits and with a side effect to collect speech samples of digits (zero, one,... 
nine) [1]. This application also helps to explain speech recognition problems to 
master degree students at the university and motivate them to develop similar 
applications on my lectures. 

2 Penguin Quart game 

Penguin Quart is a simple game. It is motivated by the very popular kids card 
game. The real game is played by two or more players in generally. Every player 
obtains few cards at beginning. Of course, cards are signed by pictures, numbers or 
words. In the game every card is duplicated four times. Cards are mixed up before 
dealing out. How many cards player obtains depends on a mutual agreement. All 
remain cards are stored in a card packet. After it somebody starts the game. He 
queries one card from his ones. The player must point at somebody from who 
queries the card. If a determined player has such a card he must hand it over to the 
asking player and the player continues, otherwise the asking player takes one card 
from the packet and the next one continues. The aim of the game is to collect 
quartets of same cards. The game finishes when all quartets are collected. Who 
collects the most quartets evidently wins. 
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Fig. 1. Every kid has own record where is a name, gender and score 

Penguin Quart has simplified rules. It is played by two players (like motivational 
game [9]). One is a computer (represented by a penguin) and the second is a child. 
They are alternating. While the first one is listening the second one makes query. 
The request is made by a voice. The child must say a word into a computer 
microphone. Possible words are digits: zero, one, ... nine. The game is localized in 
the Slovak language therefore it recognizes Slovak digits only. The penguin always 
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starts a game. He welcomes a child and prompts him to choose his name from a list.^ 
See figure 1. 

Cards are dealt out after the child choice. Both obtain one card which is placed 
before the child and the penguin. Now, the penguin really starts and asks for a card 
(a number). The number is showed in a bubble.^ (see figure 2). The child must click 
on either the same numbered card or the packet."^ 

Fig. 2. The game in a progress. It is a penguin turn 

The Penguin comments and prompts the child to ask a card. Now he must say a 
number (of a card) into a computer microphone. Kids have 3 seconds to speak a 
number. A child bubble appears either with the recognized number or empty after an 
recognition process.^ The child can correct the number in the bubble by clicking on 
his cards. It has reason because the recognition process may do mistakes or the time 
limit expires. (See figure 3) At the end of a turn the child must confirm a choice by 
clicking on the bubble.^ 

The game continues this way. Players change one another. At the game end, 
when cards run out, collected quartets are counted up. The penguin presents the 
result and determines the winner and then the game can start again from the 
beginning. 

This was inserted due to a Slovak language specific feature - a grammatical gender. When 
was used bare masculine gender girls were disturbed by it. The list of players, besides 
gender, includes names with scores. It makes the game more familiar and score exhort 
children to mutually compete. 
This is important from a pedagogical perspective. Kids listen to sounds of numbers and 
simultaneously look at their symbols. It can be signed as a teaching phase. 
Children are looking for same number symbol as they have heard and seen. This is a 
pedagogical training phase. 
The time limit was introduced after experiments with a silence/speech detector. Because 
the game was used in a noisy classroom it happened that the speech detector was not 
capable to finish a recognition process in reasonable time. 
From a pedagogical point of view this is an important moment of the game. Children must 
speak numbers correctly and they see feedback immediately. In other words they see what 
they say. And at this moment they check if what they have sad (have showed in the bubble) 
is same symbol as they want to say. This can be signed as an examine phase. 
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3 Data collecting and dividing 

Increasing a successfiilness of the recognition requires an adequate training time. 
It is not acceptable for a perspective user to extend time which he will spend with an 
application. A solution of the problem may be in an automatic adaptation or training. 
Users can work with the application without any restriction.^ While the user is 
working the application makes moves which lead to increasing the recognition 
accuracy. It makes changes immediately or postpone them to the future background 
training. The application would have to utilize so many input informations as obtains 
from users. It is difficult because the application must not leave a line of its usual 
usage. 

Fig. 3. The game in a progress. It is a child turn. Just click on the bubble 

Trained Hidden Markov Models (HMM) of digits are used in the application 
Penguin Quart (PQ). Their accuracy was not so good and the problem was to 
increase it. Every word what children say into a microphone during a game is used in 
a recognition process and saved hierarchically on a computer disc. Sounds are saved 
at the 16kHz sample rate and with the 16bits precision. A low cost headset 
microphone was used. 

The first version of the game was used on a day summer camp in 2001 [10]. I 
assisted children how to play the game and I helped a computer (the penguin) with 
recognition mistakes. After the mission I adapt collected data. I labeled every sound 
by a word from a set (zero, one, two,..., nine}. It was a long-winded work. Samples 
must be heard and then labeled. It turned out that it is a good idea to save samples 
and their classifications together. Then the label process reduce itself and it is 
sufficient to check and to correct only bad automatic classifications. Labels also span 
short initial and final silence. 

The computer with the game was placed in the hall together with other 24 
children working on computers and therefore a respective background noise was 
presented. Speakers was 9-14 years old children and about 20 years old students. A 
Bratislava language dialect was presented. (But children from Poprad and other 
places have occurred too.) Approximately 150 speakers are covered by the dataset. It 
is important to notice that collected patterns are spontaneous spoken words (not 

If we don't consider an accuracy of recognition to be a restriction. 
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read). I made dataset named DS] from these data. Collected and processed data were 
divided into two groups: training and testing data. Data for testing were chosen from 
Wednesday of each week. (The camp last for 4 weeks and children were changed 
every week.) By this decision, the training set contains patterns of all speakers. A 
word accuracy, which is computed on this set, can be considered as speaker depend 
(SD). Totally DSi contains 6448 training patterns and 1494 testing pattems. 

Fig. 4. Wave samples are passed through a recognition process and are simultaneously saved 
with their classification together. The user adjusting decision is saved too 

Next mission on the day camp was repeated in 2003. Data were collected by 
same manner but a name and a sex of speaker were attached to saved sound pattems. 
Children, which had been recorded before, did not take part in the camp in 2001. 
These data (recorded in 2003) represent testing pattems in the dataset named DS2. 
Training data of DS2 are represented by all data from the dataset DS 1 (training + 
testing). A word accuracy, which is computed on DS2 testing pattems, can be 
considered as speaker independent (SI). Totally dataset DS2 contains 7942 training 
pattems and 1731 testing patterns. 

Table 1. SNR decomposition of the sound pattems for the both datasets DS } and DS2 

SNR: 
DSi-train 
DSi-test 
DSa-train 
DS2-test 

5-lOdB 
296 

64 
360 

68 

10-15dB 
1630 
459 

2089 
477 

15-20dB 
1607 
406 

2013 
460 

>20dB 
2915 

565 
3480 

726 

Total 
6448 
1494 
7942 
1731 

Naturally, an application cannot rely on 100% recognition accuracy (like 
keyboard typing or mouse clicking) or it happens that the user makes a mistake and 
therefore it is needed make the correction of a classification to be possible. The 
correction is also saved together with wave files.^ So saved data contain sound 
samples, classifications and user corrections (see figure 4). 

As it was mentioned the background noise is presented. The HTK [6] library 
computes the SNR (signal noise ratio) automatically and I categorize the pattems 
into four groups 5-lOdB, 10-15dB, 15-20dB and more than 20 dB. See Table 1 
which contains quantities of the sound pattems belonging to the SNR groups. 

These "user" labels are useful during sample labeling of letters that sometime sounds such 
similarly. 
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4 Digit recognition. 

The recognition engine uses statistical approach to classify a newly spoken word. 
It is based on Hidden Markov Models (HMM). Every word has own statistical 
model. The classification algorithm computes and measures a new sound probabihty 
against all models and the best one is taken as the recognition result [4]. 

The recognition module utilizes the HTK toolkit library [6]. (The API 
documentation does not exist but source codes are available. In the game, HVite.c 
[6] was adopted and changed.) The recognition process uses a very small vocabulary 
- ten words of numbers. One, two, three, four, five, six, seven, eight, nine, zero are 
binded in a simply grammar. See figure 5. Every word is represented by one HMM. 
These models are off line trained from patterns and into recognition process enter 
through HTK library. 
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Fig. 5. Grammar for digit recognition 

Number of states in models is chosen according to the longest word. (For 
example Slovak digit sedem [s e d e m @]). For shorter Slovak words (paf, tri, ...) a 
phoneme will be modeled by two states. These models of "phonema" are chained 
together. Special states are added at the start and at the end of the phoneme chain. 
This states model initial and final silence. The HTK toolkit requires two additional 
states: initial and final states. These states serve for linking models together and they 
have no significance for the isolated words recognition where one model represents 
one word from a vocabulary. See [6] for a closer explanation. As it can be seen on 
figure 6, the whole final model has 10 states but only the 8 ones are active. A 
topology of transitions among states is adopted from [4]. 

If it is needed, the silence states are automatically omitted by the appropriate 
transition as can be seen on figure 6. A probability of some transitions were zeroed 
in training process and the transitions disappeared because probability became 
subliminal for the HTK mathematical unit. An observation is composed of 3 streams. 
The first stream contains 12 Mel-Frequency Cepstral Coefficients (MFCC) and 
energy factor. The second stream contains deltas of the first one and the third 
contains deltas of second one. It can be imagine that these streams are modeled with 
tree topological identical models which are strictly synchronized. 
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Fig. 6. The Hidden Markov model topology of digits 

12 MFCC are computed from 12 cepstral coefficients which are computed from 
40 frequency filter banks. As it can be read in [6], probability functions, which 
model observations in states, are more important than probability of transitions. The 
output probability is commonly represented by Gaussian Mixture Densities for this 
purpose. But how many mixture components use in the density? I made an 
experiment which results are showed on the figure 7. The graphs represent a word 
accuracy at appropriate number of mixture components. 

Fig. 7. A word accuracy on the datasets DSi (left) and DS2 (right) 

As it can be seen on the figure 7, a word accuracy on training data is very close 
to 99%. But the best SD accuracy (dataset DSj) is 97.33% and the best SI accuracy 
(dataset DS2) is only 93.30%. For the SD case, the best number of mixture 
components is 28 what is in contrast with the best SI case. It needs only 14 
components. The word accuracy decomposition by SNR is showed in Table 2. The 
decomposition is computed for the case where each state contains 14 mixture 
components in stream. A total accuracy is also showed for a comparison. 

To determine when speech starting and when finishing speech/silence detector is 
used in HTK. But as I mention earlier the time limit was introduced because the 
game was used in noisy classroom and it happened that the speech detector was not 
capable to finish a recognition process in reasonable time. The detector uses an 
actual energy of a frame. The energy is tested if exceeds a silence detector threshold. 
An appropriate number of exceeded energies in the energy sequence (a limited size 
window of energies) begins and ends the recognition. 

Table 2. The SNR decomposition of a word accuracy for 14 Gaussian components per a state 

SNR: 
DS,-train 

5-lOdB 
97.97% 

10-15dB 
98.53% 

15-20dB 
99.25% 

>20dB 
97.43% 

Total 
8.17% 
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SNR: 5-lOdB 10-15dB 15-20dB >20dB Total 
DSptest 
DS2-train 
DS2-test 

93.75% 
96.67% 
95.59% 

97.17% 
98.37% 
93.08% 

97.04% 
98.51% 
94.13% 

95.22% 
96.98% 
93.25% 

96.19% 
97.70% 
93.30% 

5 Conclusion 

The game presented in this paper was used on summer day camp for children 
[10] where achieves a success. A little children was captured by speech dialogue so 
that they talked to the penguin about various things. I took the penguin at an 
elementary school [2]. Of course every mission brings a new sound pattern data 
which can be used to train the HMM set of digits. The best recognition reach a 
accuracy of 93.30% for the SI case and 97.33%o for the SD case. In a real 
environment it works fme thanks to various training data which are recorded at all 
SNR bands. In my future work, I will focus on expanding a recognition vocabulary 
to cover whole the Slovak alphabet. I am also going to organize an experiment in 1st 
grade at an elementary school which will be part of a regular education process. 
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Abstract. Face recognition systems detect faces in moving or still images and 
then recognize them. However, face detection is not an error-free process, 
especially when designed for real-time systems. Thus the face recognition 
algorithms have to operate on faces that are not ideally framed. In this paper 
we analyze quantitatively the impact of face detection errors on six different 
face recognition algorithms. Hence, we propose a matching of face recognition 
algorithms with face detector performance, which can be used for a system 
based on the expected performance of the face detector. 

1 Introduction 

Face recognition has many applications in security and human-machine interfaces. It 
can be applied either like other biometric recognition approaches, by requiring the 
person to pose in a very controlled way, or unobtrusively, on still or moving images 
of the person. In the first approach, the face is manually extracted and, if necessary, 
normalized, prior to the application of any face recognition algorithm. The second 
approach is much more interesting, but poses a serious problem: the automatic 
detection and normalization of the face. 

Many different face recognition algorithms have been reported in the literature 
[1-8] and have been tested on different face databases [8-11], adhering or not to a 
standard evaluation methodology [11-13]. In most of these reports, the performance 
of the different algorithms is assessed on manually extracted and normalized faces. 
Comparisons, when attempted with a common database and methodology, only 
assess which method performs best under a particular type of impairment (pose, 
illumination or expression variation) [13,14]. 

When all these algorithms are used in the context of a fiilly-automatic face 
recognition system, then the faces presented to the recognizer are not manually 
extracted. The automatic face detection process involves finding the face, locating in 
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Rentzeperis, Elias, Stergiou, Andreas, Pnevmatikakis, Arstodemos, Polymenakos, Lazaros, 2006, in 
IFIP Intemational Federation for Information Processing, Volume 204, Artificial Intelligence 
Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), 
pp. 187-194 



188 Artificial Intelligence Applications and Innovations 

it some features and based on these, geometrically normalizing the face to match 
some template [15-17]. This is the face registration process. Face detection on still 
images given ample processing time is a problem more or less solved [16], resulting 
to small registration errors. For real-time operation and under unconstrained lighting 
and pose conditions, face registration becomes very difficult [15], and the 
registration errors can grow significantly. 

Hence there is a need to compare the different face recognition algorithms in 
terms of their robustness to face registration errors. Here we address this need by 
assessing the impact of face registration errors on six different face recognition 
algorithms. We use the evaluation methodology in [13] to obtain the performance of 
the algorithms, and then perform statistical analysis of the results to obtain the 
optimum method for different face detection accuracy ranges. 

This paper is organized as follows: In Section 2, the face recognition algorithms 
to be compared are outlined. Then, in Section 3 the evaluation methodology and the 
experimental results are presented. Finally, in Section 4 the conclusions are drawn. 

2 Face recognition methods 

The impact of face registration errors on six face recognition algorithms is 
compared. The algorithms are the Eigenfaces [1], Fisherfaces [3], Elastic Bunch 
Graph Matching (EBGM) [4], pseudo Two-Dimensional Hidden Markov Models 
(2D-HMM) [2], correlation filters [5] and Laplacianfaces [6]. These algorithms have 
been implemented and extensively tested by the authors [18-20] on a variety of 
standard face databases and on a novel video database [13]. They have been 
incorporated into a real-time face recognition system [15] operating in the SMART 
lab [21], allowing us to determine the best algorithm for the system according to the 
performance of the detection system. In the rest of this section, these algorithms are 
briefly introduced. 

2.1 Eigenfaces 

Eigenfaces [1] is a linear subspace projection algorithm that uses Principal 
Component Analysis (FCA). As no class label information is used in PCA, the 
projection is estimated in an unsupervised manner. After linear projection, the 
resulting recognition space is of much lower dimension. The PCA feature vectors are 
robust to noise and minor head rotations, but not to illumination changes [3,18]. 

Since its introduction in 1991, the eigenface technique has seen many 
modifications [3]. In [3,18] the influence of distance metrics and eigenvector 
selection on PCA performance is analysed. Eigenvector selection consists of 
discarding a few eigenvectors with larger eigenvalues and/or some of those with the 
smallest. This is attributed to the empirical observation that the discarded 
eigenvectors with the larger eigenvalues encode direction-of-illumination changes. 
Discarding three such eigenvectors is shown in [3,18] to greatly enhance PCA 
performance. 
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2.2 Fisherfaces 

PCA maximizes the total scatter of the training vectors while reducing their 
dimensions. It is optimum in the mean-squared error sense for representation in the 
resulting subspace, but offers no guarantee of optimality for classification. Linear 
Discriminant Analysis (LDA) on the other hand does take into account class labels 
and maximizes the between-class scatter under the constraint that the within-class 
scatter is minimized. This results to compact clusters for each class, as far as possible 
from each other. This projection is optimum for classification and is supervised. A 
PCA+LDA combination, termed Fisherfaces, was introduced in [3] and was proven 
robust to illumination changes [3,18]. 

2.3 Elastic Bunch Graph Matching 

EBGM [4] assumes that the positions of certain facial features are known for each 
training image. The image regions around these features are convolved with 40 
complex 2D Gabor kernels. The resulting 80 coefficients constitute the Gabor jet for 
each facial feature. The Gabor jets for all facial features are grouped in a graph, the 
Face Graph, where each jet is a node and the distances between facial features are 
the weights on the corresponding vertices. The information in the Face Graph is all 
that is needed for recognition; the image itself is discarded. All Face Graphs from the 
training images are combined in a stack-like structure called the Face Bunch Graph 
(FBG). Each node of the FBG contains a list of Gabor jets for the corresponding 
facial feature from all training images, and the vertices are now weighted with the 
average distances across the training set. The positions of the facial features in the 
testing images are unknown; EBGM estimates them based on the FBG. Then a Face 
Graph can be constructed for each testing image based on the estimated positions. 
The Face Graph of each testing image is compared with the FBG to determine the 
training image it is most similar to, according to some jet-based metric. In [4], a 
number of such metrics is proposed, most of which can also be used for the feature 
estimation step. Our results in [19] indicate that Displacement Estimation Local 
Search is the best choice for facial feature localization; for the actual identification 
stage, Displacement Estimation Grid Search yiQld^ the best recognition rate. 

2.4 Pseudo Two-Dimensional Hidden Markov Models 

Face recognition using HMM is based on approximating blocks from the face image 
with a chain of states of a stochastic model [2]. For the pseudo 2D HMM the image 
blocks are extracted by scanning the face from left to right, top to bottom with an 
overlap both in horizontal and vertical direction. Pixel intensities do not lead to 
robust features, as they are susceptible to illumination changes and other detrimental 
effects. A transformation like the 2D Discrete Cosine Transform attenuates those 
distorting effects, leading to better performance. A pseudo 2D HMM model of 
hidden states is obtained by linking left-right ID HMM models with vertical super
states. For the training of each class the Baum-Welch algorithm is used. In the 
recognition phase the class that gives the highest value for the probability of the 
observation sequence of the testing image, given the class model, is considered the 
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most likely to be the true identity of the testing face. Our results in [20] indicate that 
close cropping the faces and using mixture of three Gaussians for the states enhance 
performance. 

2.5 Correlation Filters 

Face recognition can be performed by cross correlating a face image with a suitable 
filter and processing the output. Many correlation filters have been proposed [5]; 
amongst them, the Minimum Average Correlation Energy filter (MACE) is reported 
to perform best. It reduces the large sidelobes by minimizing the average correlation 
energy plane while at the same time satisfying the correlation peak constraints at the 
origin. These constraints result in the correlation plane close to zero everywhere 
except at a location of a trained object, where a sharp peak appears. For recognition, 
the output plane is searched for the highest point and that value, as well as the values 
of its surrounding points, is used to determine the class that the face belongs to. We 
have implemented and tested the MACE correlation filter algorithm in [20]. 

2.6 Laplacianfaces 

The Eigenfaces and Fisherfaces algorithms both use linear projection to a subspace 
aiming to preserve the global structure of the face. Laplacianfaces [6] on the other 
hand, is an algorithm that uses optimal linear approximations to the eigenfiinctions 
of the Laplace-Beltrami operator. By aiming to preserve the local structure of the 
face, Laplacianfaces attempts to attenuate the unwanted variations resulting from 
changes in lighting, facial expression and pose. In that, Laplacianfaces shares many 
of the properties of nonlinear projection algorithms. We have implemented and 
tested the Laplacianfaces algorithm in [20]. 

3 Experimental results 

The evaluation methodology proposed in [13] is followed to assess the performance 
of the face recognition algorithms outlined in the previous section. In particular, the 
HumanScan database [22] is utilized. This database offers 20 feature points on each 
face; including the two eye centers. The eye centers are used to register the faces, 
whereas all the rest are utilized in the training images for EBGM. To introduce the 
needed registration errors, Gaussian noise is added to the co-ordinates of the eye 
centers. Then the noisy co-ordinates are used in the face normalization process. 

The variance of the added noise in each co-ordinate is controlled so that the RMS 
error is a given percentage of the eye distance. This way, different versions of the 
normalized database are obtained, with the RMS eye perturbation ranging from zero 
(ideal normalization) to 7% of the eye distance. To get a feeling of the meaning of 
eye perturbation range selected for the comparison of the algorithms, the RMS eye 
perturbation that results form the face detection scheme presented in [ 15] is between 
4.7% (full scale HumanScan faces) and 7.2% (HumanScan faces decimated to 10 
pixels eye distance). Hence, depending on the resolution, state-of-the-art face 
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detection systems are expected to have an RMS eye perturbation in the upper half of 
the selected testing range. 

The effect of the eye perturbation on the faces is to shift, scale and rotate them in 
a random manner. Examples of the erroneously registered faces are shown in Fig. 1. 
While some of them are registered moderately well, there are others where the 
registration errors have caused only a tilted part of the face to lie in the template or 
significant background portion to enter the template. 

.^% 

Fig. 1. Effect of 4% RMS eye perturbation on 21 randomly selected HumanScan faces from a 
single person 

The algorithms are tested with 5 training faces per person. This is a moderate 
number for face recognition systems that are intended for smart room or human-
machine interfaces, but a rather large one for security applications. The 400 runs 
described in [13] are carried out, for each of the six algorithms and each of the eight 
different degrees of eye perturbation, allowing for a statistically sound analysis of 
the results. The median value for each group of 400 runs is reported in Fig. 2. Note 
that two variants of the eigenfaces algorithm are tried: the classic one and that 
without the three eigenvectors that correspond to the largest eigenvalues (PCAw/o3). 

From the results depicted in Fig. 2, the correlation filters algorithm is the most 
sensitive to face registration errors, followed by the Laplacianfaces. The rest of the 
methods are close up to 2% RMS eye perturbation, a value that is very optimistic for 
real-time face detectors. This is indicated in the boxplots [23] of Fig. 3, where a test 
of the statistical significance of the different median values is performed. The PCA 
variants and pseudo-2D HMM have statistically similar performance; LDA and 
EBGM are somewhat better, with LDA being the winner at 5% significance level. At 
3% RMS eye perturbation, the subspace projection methods start deteriorating. Of 
these, the first to deteriorate is the PCAw/o3. This is to be expected, since the first 
few eigenvectors encode only illumination changes (hence unwanted within class 
variation) only if the registration is ideal. This is also the reason that PCAw/o3 
performs badly in face databases without ideal face registration, with pose variations 
and with pronounced expression changes [13]. At large RMS eye perturbations, 
above 5% RMS, such as those expected in real-time detectors operating on low 
resolution faces, the performance of supervised and unsupervised subspace 
projection becomes comparable; Eigenfaces even exceed Fisherfaces in performance 
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at 7% RMS, indicating ill-training. This is again to be expected; five training images 
are not able to capture the within class variation introduced by the large registration 
errors. 

60 rj 

2 3 4 5 
RMS eye perturbation (%, relative to eye distance) 

Fig. 2. Probability of misclassification of the face recognition algorithms under varying 
percentage of RMS eye perturbation and 5 training faces per person 
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Fig. 3. Boxplots of the PMC of the linear subspace projection algorithms, the pseudo-2D 
HMM and the EBGM for 2% RMS eye perturbation and 5 training faces per person. The 
difference in the median values (horizontal lines) is statistically significant at the 5% 
significance level only if the notches of the boxes do not overlap 
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The pseudo-2D HMM and EBGM algorithms perform noticeably better than the 
rest at 3% RMS or higher eye perturbation. Both deteriorate only minimally up to 
3% RMS, with EBGM being marginally better up to 4% RMS. After that EBGM 
deteriorates fast, while pseudo-2D HMM retains its performance remarkably well. 
The robustness of EBGM up to 4% RMS is due to the search for the feature points 
inherent to the recognition algorithm. This search can compensate for medium 
displacements of the features from the expected positions. As for the exceptional 
robustness of the pseudo-2D HMM algorithm to face registration errors, it is due to 
the stochastic nature of the model of the face. The transitions between the states 
(overlapping blocks of the face image) are probabilistic, and can account for the 
perturbation of the feature locations. This is the reason for the success of the pseudo-
2D HMM algorithm in the ORL database [2] it was tested when introduced, where 
no particular care has been taken in registering the ORL faces. 

4 Conclusions 

Since in most applications, face recognition algorithms do not perform stand-alone 
but within detection and recognition systems, the face registration errors resulting 
from imperfect face detections become important. In this paper we have 
quantitatively analyzed the impact of face registration errors on six face recognition 
algorithms and one of their variants, to establish ranges of face detection accuracy 
where some of them are optimal. These are summarized in Table 1. The 
experimentally established robustness of the various face recognition algorithms is 
also backed-up by an analysis of the features of the algorithms. 

Table 1. Optimum face recognition algorithms depending on face registration accuracy 

Face registration accuracy ^ .̂ , .^. 
ro/ n A- . T>A;rc\ Optimum algoothm 
(% of eye distance, RMS) l̂̂  I 

[0,2] LDA 
(2,4] EBGM 
> 4 2D HMM 

References 

1. Turk, M., Pentland, A.: Eigenfaces for Recognition. J. Cognitive Neuroscience. (1991) 71-
86 

2. Samaria, F., Harter, A.: Farametrisation of a Stochastic Model for Human Face 
Identification. 2nd IEEE Workshop on Applications of Computer Vision. (1994) 138-142 

3. Belhumeur, P., Hespanha, J., Kriegman, D.: Eigenfaces vs. Fisherfaces: Recognition Using 
Class Specific Linear Projection. IEEE Trans. Pattern Analysis and Machine Intelligence. 7 
(1997)711-720 

4. Wiskott, L., Fellous, J-M., Krueger, N., Malsburg, C: Face Recognition by Elastic Bunch 
Graph Matching. In: Jain, L.C. et al. (eds.) Intelligent Biometric Techniques in Fingerprint 
and Face Recognition. CRC Press (1999) 355-396 



194 Artificial Intelligence Applications and Innovations 

5. Xie, C, Vijaya Kumar, B. V. K. , Palanivel, S., Yegnanarayana, B.:A Still-to-Video Face 
Verification System Using Advanced Correlation Filters. International Conference on 
Biometric Authentication. (2004) 102-108 

6. He, X., Yan, S., Hu, Y., Niyogi, P., Zhang, H.-J.: Face Recognition Using Laplacianfaces. 
ffiEE Trans. Pattern Analysis and Machine Intelligence. 3 (2005) 328-340 

7. Bartlett, M., Movellan, J., Sejnowski, T.: Face Recognition by Independent Component 
Analysis. IEEE Trans. Neural Networks. 6 (2002) 1450-1464 

8. Yang, J., Frangi, A., Yang, J.-Y., Zhang, D., Jin, Z.: KPCA Plus LDA: A Complete Kernel 
Fisher Discriminant Framework for Feature Extraction and Recognition. IEEE Trans. 
Pattern Analysis and Machine Intelligence. 2 (2005) 230-244 

9. Georghiades, A., Belhumeur, P., Kriegman, D.: From Few to Many: Illumination Cone 
Models for Face Recognition under Variable Lighting and Pose. IEEE Trans. Pattern 
Analysis and Machine Intelligence. 6 (2001) 643-660 

1 O.Liu, X., Chen, T., Vijaya Kumar, B.V.K.: On Modeling Variations For Face 
Authentication. International Conference on Automatic Face and Gesture Recognition, 
(2002) 369-374 

1 I.Philips, P., Moon, H., Rizvi, S., Rauss, P.: The FERET Evaluation Methodology for Face-
Recognition Algorithms. IEEE Trans. Pattern Analysis and Machine Intelligence. 10 
(2000) 1090-1104 

12.Phillips, P. et al: Overview of the Face Recognition Grand Challenge. CVPR. (2005) 947-
954 

13.Pnevmatikakis, A., Polymenakos, L.: A Testing Methodology for Face Recognition 
Algorithms. 2nd Joint Workshop on Multimodal Interaction and Related Machine Learning 
Algorithms. Edinburgh. (2005) 

14.Li, S. Z., Lu, J.: Face Detection, Alignment and Recognition. In Medioni, G., Kang, S. 
(eds.) Emerging Topics in Computer Vision. Prentice-Hall (2004) 455 

15.Pnevmatikakis, A., Polymenakos, L.: An Automatic Face Detection and Recognition 
System for Video Streams. 2nd Joint Workshop on Multimodal Interaction and Related 
Machine Learning Algorithms. Edinburgh. (2005) 

16.Hsu, R.-L., Abdel-Mottaleb, M., Jain, A. K.: Face Detection in Color Images. IEEE 
Trans. Pattern Analysis and Machine Intelligence. 5 (2002) 696-706 

17.Stiefelhagen, R., Yang, J., Waibel, A.: Tracking eyes and monitoring eye gaze. Workshop 
on Perceptual User Interfaces. Banff, Canada. (1997) 

IS.Pnevmatikakis, A., Polymenakos, L.: Comparison of Eigenface-Based Feature Vectors 
under Different Impairments. Int. Conf Pattern Recognition. (2004) 296-300 

19.Stergiou, A.: Elastic Bunch Graph Matching Face Recognition: Performance and 
Comparison with Subspace Projection Methods. MSc Thesis, Athens Information 
Technology. (2004) 

20.Rentzeperis, E.: A Comparative Analysis of Face Recognition Algorithms: Hidden Markov 
Models, Correlation Filters and Laplacianfaces vs. Linear subspace projection and Elastic 
Bunch Graph Matching. MSc Thesis, Athens Information Technology. (2005) 

21.Soldatos, J,, Polymenakos, L., Pnevmatikakis, A., Talantzis, F., Stamatis, K., Carras, M.: 
Perceptual Interfaces and Distributed Agents supporting Ubiquitous Computing Services. 
Eurescom. (2005) 

22.Jesorsky, O., Kirchberg, K., Frischholz, R.: Robust Face Detection Using the Hausdorff 
Distance, in Bigun, J., Smeraldi, F. (eds.): Audio and Video based Person Authentication. 
Springer (2001) 90-95 

23.McGill, R., Tukey, J. W., Larsen, W. A.: Variations of Boxplots. The American 
Statistician. (1978)12-16 



Unsupervised Segmentation of Meeting 
Configurations and Activities using Speech 

Activity Detection 

Oliver Brdiczka, Dominique Vaufreydaz, Jerome Maisonnasse, Patrick 
Reignier 

INRIA Rhone-Alpes 
655 Av. de 1'Europe 

38330 Montbonnot, France 
{brdiczka, vaufreydaz, maisonnasse, reignierl (ginrialpes.fr 

Abstract. This paper addresses the problem of segmenting small group 
meetings in order to detect different group configurations and activities in an 
intelligent environment. Our approach takes speech activity detection of 
individuals attending a meeting as input. The goal is to separate distinct 
distributions of speech activity observation corresponding to distinct group 
configurations and activities. We propose an unsupervised method based on 
the calculation of the Jeffrey divergence between histograms of speech activity 
observations. These histograms are generated from adjacent windows of 
variable size slid from the beginning to the end of a meeting recording. The 
peaks of the resulting Jeffrey divergence curves are detected using successive 
robust mean estimation. After a merging and filtering process, the retained 
peaks are used to select the best model, i.e. the best speech activity distribution 
allocation for a given meeting recording. These distinct distributions can be 
interpreted as distinct segments of group configuration and activity. To 
evaluate, we recorded 6 small group meetings. We measured the 
correspondence between detected segments and labeled group configurations 
and activities. The obtained results are promising, in particular as our method 
is completely unsupervised. 

1 Introduction 

Ubiquitous computing [14] integrates computation into all-day environments. 
People are enabled to move around and interact with computers more and more 
naturally. One of the goals of ubiquitous computing is to enable devices to sense 
changes in the environment and to automatically adapt and act based on these 
changes. A main focus is laid on sensing and responding to human activity. Human 
actors need to be identified in order to perceive correctly their activity. In order that 
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ubiquitous computer devices act and interact correctly with users, addressing the 
right user at the correct moment and perceiving his correct activity is essential. Thus 
we need to detect potential users and their connection while they are doing an 
activity. 

The focus of this work is analyzing human (inter)action in meeting 
environments. In these environments, users are collaborating in order to achieve a 
common goal. Several individuals can form one group working on the same task, or 
they can split into subgroups doing independent tasks in parallel. The dynamics of 
group configuration and activity need to be tracked in order to supply reactions or 
interactions at the most appropriate moment. Changes in group configuration need to 
be detected to identify main actors, while changes in activity within a group need to 
be detected to identify activities. 

This paper proposes an unsupervised method for detecting changes in group 
configuration and group activity based on measuring the Jeffrey divergence between 
adjacent histograms. These histograms are calculated for a window sliding from the 
beginning to the end of the meeting and contain the frequency of (human) activity 
events. The peaks of the Jeffrey divergence curve are used to segment distinct 
distributions of activity events and to find the best model of activity event 
distributions for the given meeting. The method has been tested on speech activity 
detection events as sensor information for interacting individuals. We focus thus on 
verbal interaction. The evaluation has been done with speech activity recordings of 6 
meetings. 

2 Previous and Related Work 

Many approaches for the recognition of human activities in meetings have been 
proposed in recent years. Most work uses supervised learning methods [2], [5], [7], 
[11]. Some projects focus on supplying appropriate services to the user [11], while 
others focus on the correct classification of meeting activities [5] or individual 
availability [7]. Less work has been conducted on unsupervised learning of meeting 
activities [15]. The recognition of human activity based on speech events is often 
used in the context of group analysis. In general, the group and its members are 
defined in advance. The objective is then to use frequency and duration of speech 
contributions to recognize particular key actions executed by group members [5] or 
to analyse the type of meeting in a global manner [3]. However, the detection of 
dependencies between individuals and their membership in one or several groups is 
not considered. The automatic detection of conversations using mutual information 
[1], in order to determine who speaks and when, needs an important duration of each 
conversation. To our knowledge, little work has been done on the analysis of 
changing small group configuration and activity. In [2] a real-time detector for 
changing small group configurations has been proposed. This detector is based on 
speech activity detection and either trained with recorded meetings or defined by 
hand based on conversational hypotheses. In [2], the authors showed that different 
meeting activities, and especially different group configurations, have particular 
distributions of speech activity. Detecting group configuration or activity [2], [5], [7] 
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requires, however, a predefined set of activities or group configurations. New 
activities or group configurations with a different number of individuals cannot be 
detected and distinguished with these approaches. Our approach focuses on an 
unsupervised method segmenting small group meetings into consecutive group 
configurations and activities. These configurations and activities are distinguished by 
their distributions, but not labelled or compared. The method can thus be seen as a 
first step within a classification process identifying (unseen) group configurations 
and activities in meetings. 

3 Approach 

3.1 Speech Activity Detector: A Multi-Agent System 

Our approach is based on speech activity detection (SAD) of individuals 
attending a meeting. We are recording the speech of each individual using lapel 
microphones. We admit the use of lapel microphones in order to minimize detection 
errors. An automatic speech detector parses the audio channels of the different lapel 
microphones and detects which individual stops and starts speaking. 

Our speech activity detector is composed of several sub-systems: an energy 
detector, a basic classifier and a neural net trained to recognize voiced segments like 
vowels for example. At each time, i.e. for each frame, each sub-system gives an 
answer indicating whether the input signal is speech or not. A hand-crafted rule 
based automaton then determines the final result: speech activity or not. The 
complete system is shown in Fig. 1. 
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Fig. 1 Diagram of our SAD system. 

This speech activity detector is designed to be light-weight; it can be run 
efficiently on more than 50 channels at the same time. The output is a vector 
containing a binary value (speaking, not speaking) for each individual that is 
recorded. This vector is transformed to a 1-dimensional discrete code used for 
further treatment. The automatic speech activity detector generates an output 
observation every 16 milliseconds. 
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Energy detector 
The energy detector uses pseudo energy computation in order to detect variations of the 

input signal energy. Its answer can be START_SPEAKING, STILL_SPEAK, STOP_SPEAK 
or SILENCE. The detection is based on couples of time delays and thresholds: 
TimeOnIEnergyOn and TimeOffEnergy Off. The initial values for time delays and thresholds 
were the ones used during the NESPOLE! Project [6]. The energy detector is then able to 
adapt dynamically EnergyOn and EnergyOff given the final SAD answer to retrain itself. 
TimeOn et TimeOff WQXQ set to 100 ms and 800 ms respectively. 

Basic Classifier 
This classifier is dedicated to recognize and to tag three specific sound classes: fricatives, 

low frequency sounds like computer or air conditioning fans, and all other sounds. The 
classifier computes the energy for 5 identical sub-frequency bands on the spectrum from 1 to 
8000 hertz (higher frequencies are not considered). Given the 5 energy values, the module 
classifies the audio signal. 

Neural Net 
The neural net is a multi-layer perceptron with 2 hidden layers. It uses advanced 

coefficients computed on the input frames as input: hand-crossing [12], Energy and 16 
predictor coefficients extracted from a speech analysis method called Linear Predictive 
Coding (LPC) [10]. This module is the only sub-system that needs to be trained. The training 
was made on 1 hour of French speech extracted from the BREF corpus [3]. The phonetic 
labels used during the training phase are not the original BREF ones but were computed with 
RAPHAEL [13], a French recognizer. 

Precision/Recall 
In the following table, we summarize our SAD accuracy using the annotated evaluation 

data from the CHIL project [11] in the same experimental conditions. 

Table 1. SAD results calculated within the CHIL evaluations. 

Lapel micropone 

Recall [%] 

96.45 

Precision [%] 

89.10 

Fallout [%] 

37.72 

Error [%] 

11.46 

3.2 Speech Activity Distributions 

In [2], the authors stated that the distribution of the different speech activity 
observations is discriminating for group configurations in small group meetings. 
Thus we assume that in small group meetings distinct group configurations and 
activities have distinct distributions of speech activity observations. The objective of 
our approach is hence to separate these distinct distributions, in order to identify 
distinct small meeting configurations and activities. 

The observations of the speech activity detector are an unordered 1 -dimensional 
discrete code indicating who is currently speaking (e.g. for four lapel microphones, 
the code is between 0 (no speech) and 15 (everybody is speaking)). As we do not 
want to admit any a priori distribution, we use histograms to represent speech 
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activity distributions. A histogram is calculated for an observation window (i.e. the 
observations between two distinct time points in the meeting recording) and contains 
the frequency of each observation code within this window. 

To separate different speech activity distributions, we calculate the Jeffrey 
divergence [8] between the histograms of two adjacent observation windows. The 
Jeffrey divergence is a numerically stable and symmetric form of the Kullback-
Leibler divergence between histograms. We slide two adjacent observation windows 
from the beginning to the end of the recorded meetings, while constantly calculating 
the Jeffrey divergence between these windows. The result is a divergence curve of 
adjacent histograms (Fig. 2). 
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Fig. 2. Meeting 5: Jeffrey divergence between histograms of sliding adjacent windows of 
4000, and 12000 observations (64sec and Smin 12sec) 

The peaks of the curves indicate high divergence values, i.e. a big difference 
between the adjacent histograms at that time point. The size of the adjacent windows 
determines the exactitude of the divergence measurement. The larger the window 
size, the less peaks has the curve. However, peaks of larger window sizes are less 
precise than those of smaller window sizes. Thus we parse the meeting recordings 
with different window sizes (sizes of 4000, 6000, 8000, 10000, 12000, 14000 and 
16000 observations, which corresponds to a duration between 64sec and 4min 16sec 
for each window). The peaks of the Jeffrey divergence curve can then be used to 
detect changes in the speech activity distribution of the small meeting recording. 

3.3 Peak Detection 

To detect the peaks of the Jeffrey divergence curve, we use successive robust 
mean estimation. Robust mean estimation has been used in [9] to locate the center 
position of a dominant face in skin color filtered images. Mean and standard 
deviation are calculated repeatedly in order to isolate a dominant peak. To detect all 
peaks of the Jeffrey divergence curve, we apply the robust mean estimation process 
successively to the Jeffrey divergence values. 

3.4 Merging and Filtering Fealis from different Window Sizes 

Peak detection using successive robust mean estimation is conducted for Jeffrey 
curves with histogram window sizes of 4000, 6000, 8000, 10000, 12000, 14000 and 
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16000 observations. A global peak list is maintained containing the peaks of 
different window sizes. Peaks in this list are merged and filtered with respect to their 
window size and peak height. 

The small number of peaks resulting from merging and filtering is used to search 
for the best allocation of speech activity distributions, i.e. to search for the best 
model for a given meeting. 

3.5 Model Selection 

To search for the best model for a given meeting recording, we examine all 
possible peak combinations, i.e. each peak of the final peak list is both included and 
excluded to the (final) model. For each such peak combination, we calculate the 
average Jeffrey divergence of the histograms between the peaks. As we want to 
separate most distinct speech activity distributions, we accept the peak combination 
that maximizes the average divergence between the peak histograms as the best 
model for the given meeting. 

4 Evaluation and Results 

The result of our approach is the peak combination separating best the speech 
activity distributions of a given meeting recording. As we admit that distinct 
distributions of speech activity are discriminating for group configurations and 
activities in small group meetings [2], we interpret the intervals between the peaks as 
segments of distinct group configuration and activity. To evaluate our approach, we 
recorded 6 small group meetings. The group configurations and activities of these 
meetings have been labeled. For the evaluation of the detected segments, we use the 
asp, aap and Q measures proposed in [15]. 

4.1 Experiments 

To evaluate our approach, we recorded 6 small group meetings (between 4 and 5 
individuals). The number and order of group configurations, i.e. who will speak with 
whom, and of group activities, e.g. presentation/questions/discussion etc., were fixed 
in advance for the experiments. The timestamps and durations of the group 
configurations and activities were, however, not predefined and changed 
spontaneously. The individuals were free to move and to discuss any topic. 

4.2 Evaluation measures 

To evaluate, we dispose of the timestamps and durations of the (correct) group 
configurations and activities. However, classical evaluation measures like confiision 
matrices can not be used here because the unsupervised segmentation process does 
not assign any labels to the found segments. 
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Fig. 3. Average segment purity (asp), average activity purity (aap) and the overall criterion Q 

Instead, we use three measures proposed in [15] to evaluate the detection results: 
average segment purity (asp), average activity purity (aap) and the overall criterion 
Q (Fig. 3). The asp is a measure of how well a segment is limited to only one 
activity, while the aap is a measure of how well one activity is limited to only one 
segment. The Q criterion is an overall evaluation criterion combining asp and aap, 
where larger Q indicates better overall performance. 

4.3 Results 

Figure 4 shows the labeled group configurations/activities for each small group 
meeting as well as the segments detected by our approach. Table 2 indicates the asp, 
aap and Q values for each meeting as well as the average of these values for all 
meetings. Unlike meeting recordings 1, 4, 5 and 6, recordings 2 and 3 contain 
numerous wrong speech activity detections caused by correlation errors and 
microphone malfunctions. However, our approach worked well for meeting 
recording 2, while the segmentation of meeting recording 3 is mediocre. The overall 
results of our approach are very good; the average Q value is 0.82. By excluding 
meeting 3, we even obtain a Q value of 0.88. 
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Meeting 3 (Q=0.51, duration=16min 1 Isec) Meeting 4 (Q=0.84, duration=14min 47sec) 
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Meeting 5 (Q=0.92, duration=l6min 12sec) Meeting 6 (Q=0.90, duration=25min 2sec) 
Figure 4. Group Configurations/Activities and their detection for meetings 1-6. 

Table 2. asp, aap and Q values for the recorded meetings. 

[ Meeting 1 

Meeting 2 

Meeting 3 

Meeting 4 

Meeting 5 

Meeting 6 

Average 

asp 

0.93 

0.67 

0.42 

0.78 

0.92 

0.88 

0.77 

aap 

0.92 

0.99 

0.62 

0.91 

0.91 

0.91 

0.88 

Q 

0.93 

0.81 

0.51 

0.84 

0.92 

0.90 

0.82 

Conclusion 

We proposed an unsupervised method for segmenting small group meeting 
configurations and activities. This method is based on the calculation of the Jeffrey 
divergence between histograms of observations of speech activity. The peaks of the 
Jeffrey divergence curve are used to separate distinct distributions of speech activity 
observations. These distinct distributions can be interpreted as distinct segments of 
group configuration and activity. We measured the correspondence between the 
detected segments and labeled group configurations and activities. The obtained 
results are promising, in particular as our method is completely unsupervised. 

Further meeting recordings need to be done in order to apply and evaluate our 
method on more and subtler meeting activities. These meeting activities will include 
activity changes within a group configuration. 



Artificial Intelligence Applications and Innovations 203 

Our method can help obtaining a first segmentation of a meeting. The detected 
segments can then be used as input for further classification tasks like meeting 
comparison, meeting activity recognition etc. 

Future work will concern the test of our method on further meeting information. 
Speech activity detection is not sufficient to disambiguate all situations. Further 
information like head orientation, pointing gestures or interpersonal distances seem 
to be good indicators. Thus a multimodal approach needs to be envisaged. The 
method can easily be extended to such an approach as we only need to upgrade the 
observation codes used for the generation of the histograms. 
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Abstract. In this paper, we present a real-time surveillance system that is 
suitable for the indoor environment. The system is designed to detect, track 
and recognize the behavior of humans, using a single static camera. 
Background subtraction is applied to extract moving objects; these objects are 
tracked using linear approximation. Shadow regions are detected and removed 
using linear dependence and spatial connectivity properties of the shadow 
regions. Pattern matching and TDL (Two Dimensional Logarithmic) search 
approach are used to solve the problem of the occlusion of objects and depth 
reasoning. Behaviors of moving objects are detected by examining the 
sequence of shapes extracted from the scene. Shapes of moving objects are 
interpreted as characters of an alphabet. Each character represents a class of 
similar blob shapes classified using K-Means clustering. The model is used to 
recognize behaviors in an office with promising results. 

1. Introduction 

To automate surveillance solutions, a visual surveillance system using computer 
vision algorithms to detect actions of interest in real-time and gathering of data for 
events reasoning, is the current trend that is driving the shift from traditional 
surveillance systems that require important human resources in numbers and 
competencies to provide a real-time response. In general, visual surveillance systems 
are categorized into indoor or outdoor applications due to different environments and 
requirements. These requirements affect the low level implementation. On one hand 
outdoor environments may include the problems of unstable background, caused by 
situations ranging from tree waving to weather conditions like rain or snow. On the 
other hand indoor environments may get multi-lighting sources with shadow effects 
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which also increase the difficulties of surveillance. 
Using computer vision to gather data and provide real-time event detection has been 
studied for both indoor and outdoor applications. To track objects, Masoud ei al [1] 
has built a system that is able to track and count pedestrians in real-time; this system 
proceeds at 3 levels: raw image, blobs and pedestrians. Blobs are obtained from raw 
image and one pedestrian is represented by one or many blobs; spatio-temporal 
coordinates of the pedestrians are recorded and tracking is done by using extended 
Kaman filtering. The system built by Koller et ai. [2] extracts contour and tracks 
vehicles on highways using cubic splines combined with Kalman filter. Affme 
motion of the moving objects is also estimated using Kalman filter. 
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Fig. 1. Flowchart of the system. 

To detect behaviors of interest, Cucchiara et ai. [3] built an indoor system 
that is able to detect postures such as standing, crouching, sitting and lying 
by analyzing the vertical and horizontal projected histograms. 
Haritaoglu et al [4] and Wren et ai. [5] designed systems that identified and 
tracked human using models of head, hands, feet and torso; gestures, 
postures and interactions between objects can be defined and detected. 
The rest of the paper is organized as follows: in section 2 we describe the 
model of the system; some experiments are done and results are discussed in 
section 3; the conclusion and future work are presented in the last section. 

2. System Model Overview 

Foreground is extracted by taking the difference between the current frame and the 
background frame; background is updated using Gaussian model. Blobs are 
extracted by performing connected components finding. Candidate shadow regions 
are selected and used as a mask to filter out noising shadow from the moving objects. 
Each object is represented by one blob and tracked using linear approximation. TDL 
searching method combined with texture matching approach is used to solve the 
occlusion problem. Each behavior of interest is modelled as a sequence of 
characters; each character represents a set of shapes that has similar seven invariant 
moments [9]. A behavior is detected by the system if the sequence of the shapes 
extracted from the detected moving object is similar to a behavior of interest. The 
processes are detailed in following subsections. The flowchart of the system is 
shown in Fig. 1. 
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2.1 Background Subtraction 

Background subtraction [6] is an approach to extract moving objects by 
taking the difference of the gray levels pixel by pixel of the current frame and 
the maintained background frame. A pixel is set as foreground if the 
difference of current frame and the background frame is larger than a 
threshold as shown in equation (1). In this system unimodal background 
model is used where each pixel in the background frame is modelled as a 
Gaussian distribution. For each pixel (.2r̂ j/) of the background, two values 
are maintained: mean ju and variance a. From frame to frame the background 
model is updated by Infinite Impulse Response filtering. Mean is the actual 
value of the pixel while the value of pixels in background frame is updated as 
in equation (2). The variance of the pixel is used to control the threshold in 
order to determine if a pixel from the current image belongs to the 
foreground or the background, it is updated as in equation (3). 

\It(x,y)-Bt(x,y)\> a,(x,y) (1) 

where It(x't/) and Bt(x'y) represent the value of the pixel at {x'y) for the 
frame and maintained background at time /, is a real value used to adjust 
the system for better performance. 

Bt^i(x,y) = (l-a)pit + a\ B,(x,y) - I,(x,y) | (2) 

(^ni(^>y) = (l-a)(Jt + a(B/x,y) - It(x,y)f (3) 

where is a constant used for the system to control the speed of the updated 
rate of the background. 

2.2 Shadow Region Detection 

In our system, we try to identify the behavior of the objects based on the 
stream of the shapes extracted from moving objects. Hence, it is important to 
filter out the regions of the shadow that may distort the shape of the moving 
objects. To detect the shadow we use an approach similar to the one 
proposed by Cucchiara e^ al [8]. This method makes use of two properties of 
the shadows: 
• Linear dependence- shadow regions are linear dependant on the covered 

background region. 
• Spatial connectiviti/- shadow usually appears as a region. 

For the first property, the shadow region is usually darker than the 
background region that is covered by it, and this can be expressed 
mathematically as in equation (4). For the second property of the shadow, 
morphology operation can be used to filter out the regions and pixels that are 
not large enough as a region of the shadow. 
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' ' = / I , for all pixel (x,y) in the shadow region, where XG 9i 

Candidate shadow regions are used as a mask to filter out the shadow region. 
Shadow regions are removed by setting pixels as background if these belong 
both to foreground and shadow regions. Shadow candidate regions are 
extracted by applying algorithms as shown in equations (5), (6) and (7), 
Foreground with shadow removed is obtained using equation (8). Default 
mask size of the dilation and erosion in this system is set to 5 d^h. 
Experimental results show that shadow regions can be detected and removed. 
It is important to mention that shadow was not removed entirely. In most of 
the cases it shows sufficient performance. Some results are shown in Fz^. 2. 

SMl{x,y) 

SM2(x,y) = 

5Jlf3(i, |/) = 

]i). ofhrn-misc 

' l . if SMl{j\y) ^-Erosi<m{uj^) ^^^ 

(7) 1, if SM2{j\,ij) --• Dilatlon{u,v 

0, otherwise 

newFGix, y) = 
fgix.'ii), iifg{T,y) ^ 0 AND SM^x,y)= 0 (8) 

0, oth&'wise 

where newFUi^ the new foreground with shadow removed, y^^^'j/) is the 
value of the pixel {^x'p) of the initial foreground obtained from background 
subtraction. 

2.3 Extraction of Moving Objects 

After the foreground has been extracted using background subtraction, connected 
components operation is performed to merge all the foreground pixels that are 
connected into homogenous blobs. To avoid one object appearing in two or more 
separated blob components, morphology operations are performed after the 
connected components detection. Opening morphology operation with mask size 3 x 
3 is used to remove the small noise and merge the closely situated yet separated 
components into one. Each blob is thereby represented as one object and after the 
shadow is removed, information about the blobs is then calculated. For each 
extracted blob, we maintain the following attributes: Center, Area, 
Bounding Box, Bensity, Velocity, and the seven Invariant Afoments. 
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2.4 Objects Tracking 

A linear approximation approach is used to track detected moving objects. For each 
frame, blobs from the previous frame are matched to the blobs extracted from the 
current frame. Blobs from the previous frame are first shifted to the estimated new 
location on the current frame; after the shifting of blobs to the estimated location, if 
the bounding box of the blob B*t-i from the previous frame t-1 overlaps the bounding 
box of the blob B\ from the current frame t, it is then a potential match for the blob 
B't-i to the blob B\. We refer to blob BVi as the parent of the blob B^ and blob B̂ t as 
the child of the blob B\.i. For each blob from the previous frame, a new location is 
estimated by shifting the location of the blob by the velocity of the blob. The 
velocity of the blob is a linear approximation by taking the displacement of the blob 
between its current location and its location in the previous frame. As a result of 
using such parent-child relationship, five different following conditions could be 
encountered: 

1) 1 parent blob matched to 1 child blob 
2) 1 parent blob matched to 0 child blob 
3) 0 parent blob matched to 1 child blob 
4) 1 parent blob matched to more than 1 child blob 
5) more than 1 parent blob matched to 1 child blob 

For 1) the blob is traced successfiilly from the previous frame to the current frame, 
the same object still appears in the scene with a predicable movement; if a parent 
blob ends up with no child blob as in 2), a search is performed around the estimated 
location, if there are blobs around the search region, a parent-child relationship is 
assigned to these blobs, otherwise the object is assumed to have exited from the 
surveillance scene and tracking of this object is terminated; if a blob from the current 
frame has no parent blob as in 3), it is marked as a new object, new tracking is 
initiated for it; if a parent blob has more than 1 child blob, similarity function that 
makes use of the information of size, location and density of the blob is measured, 
the parent blob will retain the child relationship to the most similar child blob, 
parent-child relationship to all other child blobs with lower similarity is unset. If 
more than 1 parent blob assigned child relation to the same blob, object occlusion 
has occurred; details for solving the occlusion are described in the next section. 

2.5 Occlusion Handling 

Occlusion occurs when two or more parent blobs are referenced to the same child 
blob. In this system, occlusions are solved by estimating new location for the parent 
blobs that give the maximum coverage rate to the occluded child blob and texture 
matching is used to find depth order of the parent blobs. To estimate the location of 
the parent blobs, the TDL (Two Dimensional Logarithmic) searching approach 
combined with the hit fimction is used. The best location for parent blobs is the 
location that maximizes the sum of the hit functions. The TDL searching approach is 
a suboptimal searching solution proposed by Jain e^ al [7]; it gives efficient 
computation time with sufficient accuracy. Hit ftinction is the fimction that returns 
the number of pixels that the parent blob covers to the occluded child blob after the 
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shifting of the parent blob with TDL searching displacement. The initial TDL search 
location is the position plus the velocity of the parent blob. Once the best location for 
each of the parent blobs is estimated, texture matching is then performed to solve the 
depth order of the occluded objects. The shape and texture of parent blobs from the 
previous frame shifted with the best estimated displacement found using TDL earlier 
on is used to match the texture of the occluded blob. The parent blob that gives the 
lowest cost will be the object that is closest to the camera. The MAD (Mean 
Absolute Difference) is used as the distance function for texture matching. 
Experiments conducted using pattern matching to solve short time occlusion give 
promising result, see Fig. 3. 

1 ^ 

a) b) c) 

Fig. 2. Figure a) shows original hall monitor frame at index 70, b) and c) show detected and 
extracted moving objects from this system without and with shadow detection. 

a) b) 0) d) 

Fig. 3. Figures a) b) c) show an example of the occlusion event, d) shows trajectories of the 
detected moving objects. 

2.6 Characters and Behaviors Learning 

Behaviors of interest are modelled as streams of characters and saved in a knowledge 
base. Each character represents a set of shapes that share 7 similar invariant moment 
features. Learning of the characters is by extracting 7 invariant moments from the 
shapes of the detected moving objects from a training data set. Based on 7 invariant 
moments, K-Means clustering is then performed to separate these shapes into K 
different classes; each class is then represented by a unique character. The centroid 
value for each class is then the features of the character. After the character learning, 
each character is considered as a unique pattern. Invariant moments are appropriate 
to model shapes of the moving objects because they conserve invariance by 
translation, rotation and scaling of objects. More detail about invariant moments can 
be found in [9, 10]. This set of characters is then used to represent any possible shape 
of the moving objects that the system can detect. 
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The learning of behaviors of interest is done by extracting each behavior of interest 
from a sequence of frames. From each frame the extracted shape of the blob is then 
assigned to a character by comparing 7 invariant moments of the blob to the 
characters. The nearest Euclidian distance is used to find the best matched character. 
Each behavior of interest is then represented as a stream of characters. 

a) b) c) d) 

Fig. 4. Figures show four different behaviors of interest the system aims to detect. 

2.7 Detecting Behaviors of Interest 

To detect behaviors of interest, the shape of the detected moving object is assigned 
to a character. Euclidian distance is used to find the nearest character amongst the 
character set and the shape of the object. For an object that is traced by the system, a 
stream of characters representing a sequence of the shape captured from the system 
v^ill be maintained. If the end piece of substring from the traced object and the string 
of the behavior of interest are same, then the behavior of the object is assumed to be 
the behavior of interest. 

3. Experiments 

The experiment is done by monitoring a study room with a chair, a table and two 
bookshelves. There are four behaviors of interest for the system to monitor wherein a 
human is positioned as follows: seated facing away from the table, seated facing the 
table, touching bookshelf-1, touching bookshelf-2. Fig. 4 shows four different 
behaviors which the system aims to detect. A character set is obtained by first 
collecting 862 different shapes of the human posture in the room environment; these 
shapes are then clustered into 29 different classes, centroid values for each class are 
then represented as a unique character from A to Z and @,#,$. 
The capture speed of the system is set to 5 frames per second, each behavior of 
interest is represented by 5 characters, by doing this, the system examines the 
behavior of moving objects by matching 5 key characters to the 5 shapes of the 
detected moving objects extracted in the last 1 second. 
With just one training sequence for each behavior of interest, the system is able to 
detect 4 distinct behaviors of interest; each behavior of interest gives unique 
character streams: seated facing away from the table - A AAA A, seated facing the 
table - HHHHH, touching bookshelf-1 - NNNNN, touching bookshelf-2 - VVVVV. 
Through the 50 testing behaviors within about 3200 fi"ame sequences: results show 
36 behaviors recognized correctly in an appropriate time, the system missed 
detection of 11 behaviors and 3 behaviors are detected as wrong behavior of interest. 
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4. Future Work and Conclusions 

We have designed and presented a model of real-time surveillance system. For our 
future works, we intend to explore further this modelling approach of behavior of 
moving object using character representation; character modelling is suitable for the 
movements that require regular posture and cadence as in aerobic exercise and 
Chinese martial art. This approach combined with Edit Distance has been used 
successfully to model and detect the movements of Chinese martial art. We also 
want to interpret the behavior of the detected human at higher levels by combining 
several short time behaviors. 
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Abstract. Most pedestrian detection systems are built based on computer 
vision technology and usually are composed of two basic modules: object 
detection module, and recognition module. This paper presents an efficient 
filtering module, which works between the two basic modules, based on 
extracting the 3-dimensional information from single frame images. The filter 
module removes the noisy objects extracted by object detection module and 
thus reduces the burden of the recognition module. 3-D information, such as 
height, width and distance are extracted from single frame images. Using this 
information, a Bayesian classifier is employed to implement the filter. The 
main contribution of this filter module is that it removed about 30% noisy 
objects detected by the object detection module. The total computing cost and 
error detection rate is reduced when this filter module is used in the pedestrian 
detection system. 

1 Introduction 

According to the report [9], there are, every year, lots of pedestrians killed in 
traffic crashes in the US. Also, the pedestrian security problem is very serious all 
over the v^orld. Considering this, the demand for computer vision based pedestrian 
detection systems arises. 

The hardware of the pedestrian detection system is composed of a camera 
mounted on the front part of vehicle and a computer processing the video signals 
captured by the camera. Most of the existing computer vision based systems used a 
two-stepped algorithm: detection module and recognition module. Objects in the 
video are detected in the detection phase, and then these objects are classified with 
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various pattern recognition techniques in the recognition phase. Example systems 
can be found in other researchers' studies [4][5][7]. 

The simple two-phased systems may lead to heavy computing burden since the 
detection module marked too many image candidates for the classification module. 
Tian et al. [6] have made some rigid rules to filter the objects extracted by the 
detection module according to the position of the candidate images. Broggi et al. [1] 
concerned the projection process from a real world to a 2-dimensional image. Both 
of the methods recognized that the height of the candidates is crucial information for 
removing the noisy candidates. Neither of them, however, calculated the 3D 
information online. On one hand, the filtering rate is low; on the other hand, there are 
lots of candidates being filtered by mistake. 

This paper focuses on a filter model which works between the object detection 
module and the recognition module used in a computer vision based pedestrian 
detection system. In figure 1, an example image from the video can illustrate the 
problem encountered in the existing system. 

Fig 1. An example image from the video 

In figure 1, the yellow rectangles show the results extracted by the detection 
module, and the red rectangles represent the output of classification module which 
are expected to be pedestrians. In fact, the smaller red rectangle is not an image of a 
pedestrian, and just because its scale is too small so that based on the image 
information the classifier cannot recognize it from the pedestrian objects. In this 
image, too many yellow rectangles influence both the efficiency and the 
effectiveness of the recognition module. 

In this filter module, the camera is primarily calculated with mature techniques 
[8]; since the camera is fixed on the vehicle, its parameters can be regarded as 
constant when the vehicle is operating on the road after the coordinate systems are 
finely established. In the calculation, the image information is totally ignored since 
that is the task of recognition module; the 3-dimensional information is calculated 
just based on the position where the candidate objects exist. Similar approach can be 
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found in [2]. After that, a Bayesian classifier is employed to accomplish the filter 
task. 

The rest of the paper is organized as follows. Section 2 presents the camera 
module used in this module; Section 3 describes the detail of this filter module; the 
experimental results are shown in Section 4; and, at last, Section 5 draws the 
conclusion and proposes some future work. 

2 Camera Model and Definition of Coordinate System 

A camera consists of optical elements and an image surface. By varying the 
optics of the camera, many different projection of a given scene can be obtained. 
Among this set of projection models, the pinhole model [3] is the simplest projection 
model, as shown in formula (1) 

= 4 l ^2 ^^ ^] 
(1) 

where s = coefficient related to the object distance 
[u, v] ' = image coordinates 
A = the camera's intrinsic parameter 
[ri, Xi, r3, t ] ' = the camera's extrinsic parameter 
[X, Y, Z] ' = object coordinates in the world coordinate system 

The definition of these symbols will not be described again for the space 
limitation. 

For intrinsic parameter calibration, lots of researchers have developed a variety 
of methods to implement the calibration. Among them, Zhang, Z. [8] proposed a 
flexible technique to easily calibrate the intrinsic parameters. For its convenience and 
precision, we implemented Zhang's method in our experiment. 

The camera is fixed on the vehicle, and, thus, the relative position of the two 
coordinate systems is invariable; in other words, the external parameter of the 
camera can be fixed via a convenient definition of the camera coordinate system and 
the real world coordinate system. To simplify the problem, the image coordinate 
system and the world coordinate system are established as shown in figure 2. 

As shown in figure 2, both of the two coordinate systems have the constantly 
parallel direction. Therefore, the extrinsic parameter matrix should be like this: 

5 = 

1 0 0 0 

0 1 0 - / 2 , 

0 0 1 0 
h^ is the camera's height 

(2) 
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h^js the JieigJi! of camera 
y.y,z represent the camera coorchuare system 
X, Y,Z represent the ^vorld coordinate system 

Fig 2. Camera and world coordinate systems 

3 Our Approach 

This section will mainly present two problems. 1) What are the data that the filter 
module will use to calculate the real size; and 2) What is the real size estimation 
process. 

3.1 Online Size Estimation 

The online size estimation algorithm is designed based on single frame images. 
To make this process feasible, some assumptions are proposed, 

3.1.1 Assumptions: After estimating the camera parameters, the real size of the 
objects can be estimated based on some assumptions. 

Assumption 1: Both the intrinsic and extrinsic parameters of the camera are 
invariable since the camera is fixed on the vehicle. 

Assumption 2: The input objects are standing on the road plane. (Since the 
target of the module is pedestrian who are definitely standing on the ground) 

Assumption 3: The road is planar. 

3.1.2 Equations used for 3-dimensional information Estimation: Based on the 
camera module and the assumptions described above, the 3-dimensional information 
can be calculated from the single frame images. 

Put the extrinsic parameter matrix (B described in Section 3.1) in formula 1. 
Thus: 

u 

V 

1 

_A 

s 

X 

Z 

(3) 
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The formula can be further simplified as follows: 

X 

z 

-1 
1! 

0 

0 

A \ 

^ 22 

0 

A 

A 

A 

(4) 

Since A is an upper triangular matrix, its inverse matrix has the same character. 
There are four points (named as bottom left, bottom right, top left, and top right) 

to present each object. Thus, according to assumption 2 and 3, the Y value of the 
bottom edge of the object should be zero. Thus: 

Equation 1: p/1 
-K 
z 

= sA-' 

~u~ 

n 
1 

(5) 

Furthermore, when examining the top and right edges of the object and the 
image, another equation can be achieved: 

Equation 2: 
x^ 

Y,-K 
z 

= sA-' 

U^ 

^t 

1_ 

(6) 

Combining the two equations, the following real size related information can be 
calculated: 

Dis = Z = -k 
A-\^v,-\-A-

Height^Y,=hf f^'^" f^ 
(7) 

Width = X-X,=--h-
nV,+A~ 

3.3 Classifier 

Three attributes (the distance, the height, and the width) can be computed to 
represent each object. Among of the three, the height is the most crucial cue to filter 
those non-pedestrian objects. Since the height to width ratio is constant (the objects 
are extracted based on template matching algorithm), the width information is 
omitted in the further calculation. The pedestrians can stand at any distance from the 
vehicle; in light of this, the distance information seems to be of less use either. 
However, when the distance increases, the estimation of height will be involved with 
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a larger error. Therefore, the two dimensional information of both height and 
distance are used as the input of the Bayesian classifier. 

To assure the formula has an analytical solution, a Gaussian function is used to 
approximate the probability density function of the distribution of real height and 
distance of the candidate objects. All the samples should be firstly divided into two 
categories, the positive and the negative (which means the pedestrian objects and the 
non-pedestrian objects). Then the estimation of the mean value and the variance of 
the height and distance corresponding to each category can be achieved. 

Thus, the discriminant functions and the decision surface can be expressed as 
follows. 

gp{^) = -2 

?«p(^) = 

Height-Mhp 

Dis-Mdnp 

Height-Mh„p 

0 

0 

[Height-/J^p 

T Dis-Md.p 

[Height-MH. 

- - I n 
2 

(8) 

-im 
2 0 

According to formulae (7) and (8), the decision surface should be decided below: 

4 Experimental Results 

Our experiment is implemented based on a tape record derived from the real 
scenery in the streets during nighttimes. In the whole video file, there are 1,144,323 
candidate objects extracted. Firstly, the video data are divided into two parts: some 
data for training and the other for test. There are 500,000 objects used for training 
and the rest for testing. In all the object samples, there are 9,333 positive objects and 
the others are negative ones. 

4.4 Parameter Tuning 

4.1.1 Probability Density Function Estimation: In order to design a classifier 
based on the height and distance information of the objects, the different distribution 
characters on these features of the two categories of objects should be examined first. 
In this section, the probability density function of the height and distance of both 
groups of objects is estimated. 

As mentioned above (see Section 3.3), this section uses Gaussian function to 
estimate the probability density function of the height and distance of both positive 
and negative objects. The results are shown in the following table. 
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Table!. Results of probability density function estimation 

Positive objects, distance 

Positive objects, height 

Negative objects, distance 

Negative objects, height 

Mean value 

52.6m 

L109m 

111m 

2.75m 

M Variance E 

4556.25 

1.9 

77952.6 

51.7 

4.1.2 Decision Surface Estimation: Theoretically, the height of object is 
independent to its distance from the vehicle. However, when the objects go farther 
from the camera, the image will be blurred and, consequently, the error in estimating 
its distance and height will be greater. Therefore, both the height and the distance 
information are useful to establish the Bayesian classifier. 

Figure 3 shows the parameter tuning process in which the curve labeled as 
positive shows the retain rate of pedestrian objects when the parameter of the 
decision surface varies; and the negative curve shows the filter rate of non-pedestrian 
objects when the parameter of the decision surface varies. 

-160 -140 -120 -100 
C 

Fig 3. Parameter tuning graph 

The parameters should be chosen based on this principle: the most of the 
negative objects should be filtered and most of the positive ones should be retained. 
However, there is not a clearly optimal value shown in this figure, since when the 
negative objects' curve increases (which means the filter rate is growing), the 
positive objects' curve drops (which means the loss of pedestrian objects is also 
growing). As shown in figure 3,-100 is chosen as a decision surface. 
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5 Test Results 

Once the decision surface is determined, it can be used to classify the test data 
collection. The result of the filter is shown below. 

In figure 4, the vertical axis represents the number of candidate objects for both 
categories. The horizontal axis represents the parameter of the decision surface. 

Classification Result 

200000 -

o 150000 

-o 100000 

^ 50000 

0 
• -J3 • r-»«i, t-fl n n -.rfl ! I tJ .1. 

IPositive 
INegativel 

Fig 4. Test results 

Because the pedestrian samples are too few to be comparable with the non-
pedestrian samples, to amplify the result, this figure magnifies the number of 
pedestrian objects by 500 times. To make it clearer, the two ratio values (the two-
ratio values, or the values of the two ratios) are calculated as follows. 

Left samples 
--11A% 

Total samples 
Left positive samples 
Total positive samples 

(10) 

:94.1% 

In formula 10, the test results are shown clearly. The filter module finally 
removed 28.6 percents of the candidate objects, among which there are only 5.9 
percents of the positive objects which are removed by mistake. This result is very 
satisfying for the further process. On one hand, by removing a lot of candidates, the 
following modules can save lots of time in processing them. On the other hand, most 
of the removed objects (326,716 among 327,276, almost 98.8%) are non-pedestrian 
objects. Thus, as a result, the wrong detection ratio of the following modules can be 
decreased. 

5.1 Discussion 

The wrong detection is mainly produced in two ways: 1) the approximated 
camera parameters import errors in calculating the real size information especially 
when the objects are in long distances. And 2) the mistaken segmentation of objects 
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offered by former detection module brings an ineffaceable error in the following 
calculation. These two kinds of errors weakened the power of the filter module. To 
reduce the effect of the first type of error, the classification algorithm also had the 
distance information as an input; in this way, the results are improved remarkably. 
For the limitation of space, the former experimental results without considering the 
distance information are not included in this paper. 

6 Conclusion and Future Work 

To ftirther improve the performance of this filter module, the two kinds of errors 
should be studied in depth. For the first type of error, the error of the camera 
parameters can be estimated, and consequently the error of the calculated real size 
information can be estimated as well as the height and distance information. 
Currently, the filter module avoided processing the raw image information, thus it 
can't get rid of the second type of error. Most of the time, the mistaken segmentation 
contains only a half part of a pedestrian dressing in different colors for the coat and 
the trousers. For future work, the filter module can detected a small range in the 
image and examine whether the pedestrian image is wrongly segmented. These will 
potentially improve the performance of this filter module. 
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Abstract. The proliferation of mobile computing devices and local-area 
wireless networks has fostered a growing interest in location-aware systems 
and services. Additionally, the ability to let a mobile device determine its 
location in an indoor environment at a fme-grained level supports the creation 
of a new range of mobile control system applications. Main area of interest is 
in model of radio-frequency (RF) based system enhancement for locating and 
tracking users of control system inside buildings. The locating and tracking of 
users is useful for rescue people to find closer way in unknown building. The 
software can navigate these people through the unknown space to accident 
place. The experimental framework prototype uses a WiFi network 
infrastructure to let a mobile device determine its indoor position as well as to 
deliver IP connectivity. Experiments show that location determination can be 
realized with a room level granularity. 

1 Introduction 

The usage of various wireless technologies that enable convenient continuous IP-
level (packet switched) connectivity for mobile devices has increased dramatically 
and will continue to do so for the coming years. This will lead to the rise of new 
application domains each with their own specific features and needs. Also, these new 
domains will undoubtedly apply and reuse existing (software) paradigms, 
components and applications. Today, this is easily recognized in the miniaturized 
applications on network-connected PDAs that provide more or less the same 
functionality as their desktop application equivalents. The web browser application 
is such an example of reuse. Next to this, it is very likely that these new mobile 
application domains adapt new paradigms that specifically target the mobile 
environment. We believe that an important paradigm is context-awareness. Context 
is relevant to the mobile user, because in a mobile environment the context is often 
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very dynamic and the user interacts differently with the applications on his mobile 
device when the context is different. While a desktop machine usually is in a fixed 
context, a mobile device goes from work, to on the road, to work in-a-meeting, to 
home, etc. Context is not limited to the physical world around the user, but also 
incorporates the user's behavior, and terminal and network characteristics. 

Context-awareness concepts can be found as basic principles in long-term 
strategic research for mobile and wireless systems such as formulated in [6]. The 
majority of context-aware computing to date has been restricted to location-aware 
computing for mobile applications (location-based services). However, position or 
location information is a relatively simple form of contextual information. To name a 
few other indicators of context awareness that make up the parametric context space: 
identity, spatial information (location, speed), environmental information 
(temperature), resources that are nearby (accessible devices, hosts), availability of 
resources (battery, display, network, bandwidth), physiological measurements (blood 
pressure, hart rate), activity (walking, running), schedules and agenda settings. 
Context-awareness means that one is able to use context information. 

We consider location as prime form of context information. Our focus here is on 
position determination in an indoor environment. Location information is used to 
determine an actual user position and his future position. We have performed a 
number of experiments with the control system, focusing on position determination, 
and are encouraged by the results. The remainder of this paper describes the 
conceptual and technical details of this. 

2 Basic Concepts and Technologies of User Localization 

The proliferation of mobile computing devices and local-area wireless networks has 
fostered a growing interest in location-aware systems and services. A key 
distinguishing feature of such systems is that the application information and/or 
interface presented to the user is, in general, a function of his physical location. The 
granularity of location information needed could vary from one application to 
another. For example, locating a nearby printer requires fairly coarse-grained 
location information whereas locating a book in a library would require fme-grained 
information. 

While much research has been focused on development of services architectures 
for location-aware systems, less attention has been paid to the fundamental and 
challenging problem of locating and tracking mobile users, especially in in-building 
environments. We focus mainly on RF wireless networks in our research. Our goal is 
to complement the data networking capabilities of RF wireless LANs with accurate 
user location and tracking capabilities for user needed data pre-buffering. This 
property we use as information ground for extension of control system. 

2.1 Location-Based Services 

Location-based services (LBS) are touted as 'killer apps' for mobile systems. An 
important difference between fixed and mobile systems is that the latter operate in a 
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particular context, and may behave differently or offer different information and 
interaction possibilities depending on this context. Location is often the principal 
aspect determining the context. Many different technologies are used to provide 
location information. Very common is the GPS system, which uses a network of 
satellites and provides position information accurate within 10-20 m. However, due 
to its satellite based nature, it is not suited for indoor positioning. In cellular 
telecommunication networks such as GSM, the cell ID gives coarse-grained position 
information with an accuracy of about 200 m to 10 km. For fme-grained indoor 
location information, various technologies are available, based on infrared, RF, or 
ultrasonic technologies often using some type of beacon or active badge. Given the 
ubiquity of mobile devices like PDAs, however, active badges will probably be 
superseded by location technologies incorporated in these devices. 

In the context of our experimental setup, we need indoor position information 
accurate enough to determine the room in which the user is located. We must deploy 
a separate location technology, where we use the information available from a WiFi 
network infrastructure to determine the location with room-level accuracy. By this 
information possible user track is estimate. 

2.2 WiFi - IEEE 802.11 

The Institute of Electrical and Electronics Engineers (IEEE) develops and approves 
standards for a wide variety of computer technologies. IEEE designates networking 
standards with the number 802. Wireless networking standards are designated by the 
number 11. Hence, IEEE wireless standards fall under the 802.11 umbrella. Ethernet, 
by the way, is called 802.3 [1]. 

802.11b is an updated and improved version of the original IEEE 802.11 
standard. Most wireless networking products today are based on 802.11b. 802.11b 
networks operate at a maximum speed of 11 Mbps, slightly faster than 10-BASE-T 
Ethernet, providing a more than fivefold increase over the original 802.11 spec. The 
802.11 standard provided for the use of DSSS and FHSS spread-spectrum methods. 
In 802.11b, DSSS is used. We use only 802.11b infrastructure (PDA has 802.11b 
standard) so other standards (802.1 la or g) is not needed to describe. However, it can 
be possible to develop a PDPT framework with it. 

2.3 Data Collection 

A key step in the proposed research methodology is the data collection phase. We 
record information about the radio signal as a fiinction of a user's location. The 
signal information is used to construct and validate models for signal propagation. 
Among other information, the WaveLAN NIC makes available the signal strength 
(SS) and the signal-to-noise ratio (SNR). SS is reported in units of dBm and SNR is 
expressed in dB. A signal strength of s Watts is equivalent to 10*loglO(s/0.001) 
dBm. A signal strength of s Watts and a noise power of n Watts yields an SNR of 
10*loglO(s/n) dB. For example, signal strength of 1 Watt is equivalent to 30 dBm. 
Furthermore, if the noise power is 0.1 Watt, the SNR would be 10 dB. The 
WaveLAN driver extracts the SS and the SNR information from the WaveLAN 
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firmware each time a broadcast packet is received. It then makes the information 
available to user-level appHcations via system calls. It uses the wlconfig utility, 
which provides a wrapper around the calls, to extract the signal information. 

2.4 Localization Methodology 

The general principle is that if a WiFi-enabled mobile device is close to such a 
stationary device - Access Point (AP), it can "ask" the location provider's position 
by setting up a WiFi connection. If the mobile device knows the position of the 
stationary device, it also knows that its own position is within a 100-meter range of 
this location provider. Granularity of location can improve by triangulation of two or 
several visible WiFi APs as described on figure [Fig. 1]. 

The PDA client will support the application in automatically retrieving location 
information from nearby location providers, and in interacting with the server. 
Naturally, this principle can be applied to other wireless technologies. 

Technology 
(control syktem) 

PDPT Framework Server i Switch 
(SQL Server & application) 

Fig. 1.Localization principle - triangulation. 

The application (locator) based on .NET language is now created for testing. It is 
implemented in C# using the MS Visual Studio .NET 2003 with compact framework 
and a special OpenNETCF library enhancement [3] and [7]. Current application [Fig. 
2] records just one set of signal strength measurements. By this set of value the 
actual user position is determined. 
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Fig. 2.PDA Locator - AP intensity 8c Positioning. 

2.5 WiFi Middleware 

The WiFi middleware implements the client's side of location determination 
mechanism on the Windows CE 3.0 PocketPC operating system and is part of the 
PDA client application. The libraries used to manage WiFi middleware are: 
AccessPoint, AccessPointCoUection, Adapter, AdapterCoUection, AdapterType, 
ConnectionStatus, Networking, NetworkType, and SignalStrength. Methods from 
the Net library are used for example to display Visible WiFi AP. See figure [Fig. 3]. 

dtVisibleAP = new DataTable{"Visible AP"); 
DataRow drDataRow; 
adptrColection = Networking.GetAdapters(); 
foreach (Adapter adptr in adptrColection) 
{ 
Application.DoEvents(); 
if (adptr.Type==AdapterType.Ethernet) 
{ 
foreach (AccessPoint ap in 

adptr.NearbyAccessPoints) 
{ 

drDataRow = dtVisibleAP.NewRow(); 
drDataRow["BSSID"] = 

(ap.Name.ToString()); 
drDataRow["Signal [%]"] = 

( (ap. SignalStrength. Decibels) .ToStringO ) ; 
dtVisibleAP . Rows .Add (drDataRow) ; 

Fig. 3 Sample code - signal strength from AP. 

3 User Localization in Intelligent Crisis Management 

Many people define crisis management as emergency response or business 
continuity, while other people will only consider the public relations aspect [8]. They 
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are all partially correct, but true crisis management has many facets. It must be 
thoroughly integrated into the organization's structure and operations. Achieving an 
effective level of crisis management requires a thorough internal analysis, strategic 
thinking and sufficient discussion. 

Crisis Management is the umbrella term that encompasses all activities involved 
when an organization prepares for and responds to a significant critical incident. An 
effective crisis management program should be consistent with the organization's 
mission and integrate plans such as Emergency Response, Business Continuity, 
Crisis Communications, Disaster Recovery, Humanitarian Assistance, etc. 

Fireman, police and rescue service are very important part of this crisis 
management. Management and coordination of this people is now practicable by 
shortwave communication (radio, transmitter), but new mobile communication 
technologies as PDA's can level up potential and speed of action in crisis situations. 
As discussed before, we can locate any people with PDA running client software. 
But how localization of these people can help them? Advantage is in tracking of 
these people. For example when fireman arrive to crisis place, his PDA will make an 
interconnection to crisis management system of building which fireman arrive and 
the software on PDA will guide the fireman by shortest safe way directly to the 
centre of problem in the crisis building. In this case function, the PDA has of 
navigator and it can help people to make a good orientation around unknown 
building. 

4 Conclusion 

The main objective of this paper is in the enhancement of control system for locating 
and tracking of users inside a building. It is possible to locate and track the users 
with high degree of accuracy. 

In this paper, we presented the control system framework enhancement that uses 
and handles location information. The framework provides a model that deals with 
location. Furthermore, a mechanism for location determination is a part of the 
framework. The indoor location of a mobile user is obtained through an 
infrastructure of WiFi access points. This mechanism measures the link quality of 
nearby location provider access points to determine actual user position. User 
location is used in core of server application of PDPT framework. 

The experiments show that the location determination mechanism provides a 
good indication of the actual location of the user in most cases. The median 
resolution of the system is approximately five meters, about the size of a typical 
office room. Some inaccuracy is inherent to the way location information is obtained 
using the WiFi infrastructure. For the framework application this was not found to be 
a big limitation. 

The experiments also show that the current state of the basic technology used for 
the localization (mobile device hardware, PDA operating system, wireless network 
technology) is now at the level of a high usability of the localization applications. 
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Abstract. We present a hybrid system based on a combination of Neural 
Networks and rule-based matching systems that is capable of detecting 
network-initiated intrusion attacks on web servers. The system has a strong 
learning component allowing it to recognize even novel attacks (i.e. attacks it 
has never seen before) and categorize them as such. The performance of the 
Neural Network in detecting attacks is very good with success rates of more 
than 78% in recognizing new attacks. However, because of an alarmingly high 
false alarm rate that measures more than 90% on normal HTTP traffic carrying 
image uploads we had to combine the original ANN with a rule-based 
component that monitors the server's system calls for detecting unusual 
activity. A final component combines the two systems to make the final 
decision on whether to raise an intrusion alarm or not. We report on the results 
we got from our approach and future directions for this research. 

1 Introduction 

Intrusion Detection is a major issue that every administrator has to deal with 
effectively so as to maintain proper operation of their Internet-connected servers. 
Network security and Intrusion Detection was studied as early as 40 years ago [6], 
but with the current growth of the Intemet and the number of attackers, it has taken 
on a very prominent role in the fields of computer and communications security ([7, 
12, 18, 21]). For this reason, the problem has been widely studied from a number of 
different perspectives. Data Mining approaches have been used to detect unusual 
activities on the servers ([8,10]). System calls are monitored in [9] to discover 
pattems that are characteristic of an intrusion. Actual Intrusions (when another 
person actually takes over in an unauthorized way someone else's workstation) have 
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also been studied in [16,17,20] and dealt with a number of different approaches, 
many times utilizing Artificial Intelligence techniques. 

The idea of using Artifical Neural Networks or ANNs ([3, 22]) for finding novel 
attacks is not new ([1, 2, 4, 13, 14]). The usual approach is to train a neural network 
with the behavior of the system and let it recognize any behavior which substantially 
differs from the one considered as normal. The behavior is described to a neural 
network with a number of features, like system calls invocation, rates of system call 
invocation, etc. In this paper we explore the possibility of using a hybrid system 
based on neural networks which will be trained and accept data directly from the 
data network and try to identify attacks using this data, in real time, by continually 
monitoring the network as well as the server state. 

The ultimate goal is to be able to identify both known and unseen attacks, on the 
fly, mainly using their binary signature, as this travels through the network. There 
are numerous kinds of attacks, each of which has a completely different structure of 
signature. Because different applications may use different protocols, network traffic 
may substantially differ from one case to another. This variety renders the task of 
building a neural network, which will be able to respond to every possible attack, 
essentially infeasible. In order to overcome this kind of problem, we chose to fix the 
target application/protocol used as well as the kind of attacks we are targeting. The 
application chosen is an Apache web server (Linux/i386), and the kind of attacks we 
are targeting is remote code injection attacks, exploiting stack or heap overflows, etc 

2 Detecting Attacks in tlie Network Traffic of a Web Server 

One of the first issues in the design of a Neural Network is the type of inputs it will 
accept, or the features to be used in the representation. Supplying raw network data 
to the ANN is not a good idea, because of their size, but even more importantly 
because it is then really hard for the neural network to learn classifying patterns in 
this kind of data. Finally the ANN input's layer size must be large enough to be able 
to accept an amount of data that will enable it to judge correctly whether an attack is 
included in the network packet or not. Having an "aggregator function" that does not 
essentially loose any important features in our network data for classification 
purposes (operating on the packets right before they enter the ANN) may both 
minimize their size and keep their "structure" intact. The aggregator function we 
used was: 

fim): 
Y,m.'m. 

w-255' 
In the above formula, the parameter m, refers to the i'th byte of the incoming packet.. 
The window, 'w', is a system parameter, which specifies the amount of bytes 
"grouped" together in one number. The denominator normalizes the output in the 
interval [0,1]. This function's main goal is to minimize the data load passed on to the 
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ANN. The feature extractor's output for the same data, but different window values 
keeps on the same levels, although as the window grows, the output graph tends to 
attenuate 

2.1 Training the ANN 

A component which listens to any inbound web server traffic, will face the HTTP 
protocol, and mainly page requests (HTTP GET requests), but some requests may 
well be file upload requests or other form-handling requests (HTTP POST requests). 
These are also included in the traffic that can be seen. Using the feature extractor 
introduced above, we can verify that pure text (ASCII) won't ever cause the ANN to 
give an output larger that 0.22. This of course means that the task of differentiating 
between text and binary data is an easy task. The HTTP protocol is a text based 
protocol, but of course not all binary traffic is maUcious. File uploading, (such as the 
uploading of multimedia material) supported by many sites, may result in the ANN 
seeing images or other kinds of binary files. So, in order to differentiate between this 
category and malicious code, we trained an ANN with jpeg image file parts for one 
class and actual code for the other. The library which we used for taking the code 
exemplars was libc because it's the one closer to the system that any other, so it's 
more probable to look like code to be injected in an application. 
In the general case of measuring the ability of the neural network to distinguish 
between the two classes, we found out that the ANN can indeed classify code as 
such, but it's difficult for it to correctly identify image binary data from potentially 
harmful code. In our tests, we trained several neural networks, using standard 
BackPropagation [22]. The input layer sizes selected were 10 and 20. The hidden 
layer sizes ranged from half the input layer size to its double. The epochs each ANN 
had gone through were 1000, 5000 and 10000. In total we trained 30 ANNs with 800 
exemplars per group. Figure 1 shows the performance graph of all those ANNs. The 
line marked 't/set-l' refers to the train-set data which should be classified as 
malicious traffic, while 't/set-0' refers to normal traffic. The line 'class-l' refers to 
the NN performance on real malicious traffic, which has not been seen by the NN 
during its training. Accordingly, 'class-0' is normal traffic, which the NN has not 
seen during its training. 

The correct classification of real malicious traffic (class-l) doesn't exceed 80%, 
for any of the NNs trained. This means that 80% of completely novel attacks are 
correctly identified as such. We can also see that the percentage of correct 
classification of real normal traffic (class-0) is always below that of class-l, for all 
the case where the performance for class-l is above 50%. 

By augmenting a few the training set with more code (t/set-l) and less image 
data (t/set-0), we got an interesting outcome, for the same NN architectures. The 
train set had 300 exemplars of (artificial) normal traffic (t/set-0) and 500 ones of 
code (t/set-l). The results are shown in Figure 2. 

What is important to notice in these two graphs, is that although the correct 
classification percentage for malicious traffic (class-l) has improved substantially, 
the one for normal traffic remained at the same levels. Nevertheless, although the 
ANN can correctly classify potentially malicious code as such, it is also often 
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mislead when presented with jpeg images, giving false alarms at an unacceptably 
high rate. 
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Fig. 1. ANN Performance using 800 exemplars per category 
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Fig. 2. ANN Performance using 500 and 300 exemplars per category 

3 Architecture of a Hybrid Intrusion Detection System 

As mentioned above, using the trained ANN alone as an IDS would suffer serious 
performance problems with normal traffic. Essentially, because of the very high false 
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alarms rates, the system would be useless as any system administrator would quickly 
decide to ignore all alarms raised by the ANN, including of course the real ones. 
Nevertheless, the system has a lot of advantages, including its minimal size, which is 
translated to less load for the system it runs on, and its ability to detect new attacks. 
It can also associate an attack with its source host. In order to put these advantages 
into good use, we decided to create a hybrid system which combines this network 
classifier with some other component. That second component accepts input from a 
different source and helps identify real attacks on the server. Then, a third 
component coordinates the actions of the previous two sub-systems, and taking their 
outputs into account, makes the fmal decision about whether to issue an alarm or not. 

For this purpose, we built a tool that monitors the system calls invoked by the 
Apache web server that is our target server application. Monitoring system call 
invocations for unusual patterns has been studied before for detecting intrusion 
attempts with reasonable success [9]. The system is rule-based. Figure 3 shows a 
schema of our architecture. 

Network 

i l i l i l l i N i l N I I « I W « l « M ) l « M N M 

Fig. 3. Architecture of the Hybrid IDS for Network-initiated Intrusion Attacks 

3.1 Implementation & Performance of a Rule-based System Call Classifier 

In order to successfully create and test a Rule-based system-call classifier, we 
needed a training set containing some patterns of misbehavior as well as the usual 
pattems of normal system call invocations under normal circumstances. For this 
reason, we created a web application as a CGI program in C with two exploitable 
buffer overflows and installed it on our Apache test server running under Linux. 
Afterwards, a number of attacks, together with normal requests were created. In total 
each test set contained 100 requests carrying no attack and no file upload, 100 
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requests carrying an attack but no file upload, 100 with file upload but no attack, and 
100 requests carrying an attack with a file upload 

The Decision Maker component works by continuously listening to the output of 
the network classifier, and when this output exceeds a certain threshold (set 
empirically to 0.8), the Decision Maker asks the opinion of the System-Call 
Classifier. If the output of the second component also exceeds a certain threshold, 
then an alarm is raised. We monitored the Apache system calls under normal 
conditions (no attacks), and produced a series of "acceptable" system calls stored in 
a configuration file. In the first version of this Rule-based subsystem, the system call 
classifier monitors the server and all its children processes for any invocation that is 
not described in the configuration file. If a call not matching any of the ones in the 
configuration file is detected the subsystem raises an alarm. The output of this rule-
based classifier is always binary in nature (giving always a 0 or a 1). The results for 
the overall system are shown in table 1. In the first column of the table, NF/NA 
means „requests containing No File uploads and No Attack", NF/WA means 
„request containing No File uploads but containing an Attack", „WF/NA" means 
„request containing File upload. No Attack", and finally „WFAVA" means „request 
containing File upload. With Attack". The columns heading „Min" and „Max" 
indicate what was the minimum or maximum number of alarms raised per request in 
each test-set, and „Total" describes the total number of alarms raised for the whole 
test-set. Each test-set, as mentioned previously, comprised of 100 requests. 

Table 1. Performance of the Hybrid IDS using z 

Reqsts: 

NF/NA: 
NF/WA i 
WF/NA; 
WF/WAi 

Total 
0 

73 
98 
97 

NetClassifier 
Alarms: 

Min. 
0 
1 
2 
1 

I Rule-based system call classifier. 

Max 
0 
3 
5 
5 

Decision 
IVIaker: 

Total Min 
0 0 
65 1 
0 0 

58 1 

Max 
0 
2 
0 
2 

As can be seen from the above table, the false alarms rate of the overall system is 
essentially reduced to zero. The IDS is now capable of detecting approximately 60% 
of new -never before seen- attacks. Another benefit of this approach is that it is 
independent of the nature of new attacks. The system administrator only needs to 
update the rule-based subsystem's configuration file when a new web application or 
web service is installed on the server, by gathering some data on what constitutes 
normal system call invocations with the new application, an operation that can be 
very easily automated. 

So, the system performance while being essentially usable, still leaves room for 
improvement. In the next and final section we describe the directions we are 
currently taking to improve upon the current system implementation. 
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4 Future Directions 

Because it was noted that often the false alarms raised by the network classifier had a 
lower than many of the real attacks output level, an easy modification to the 
Decision Maker is to assume the following strategy: when the network classifier's 
output is above a certain very high threshold TH, always raise an alarm without even 
consulting the system call classifier; when the network classifier's output is above a 
certain threshold TL, but below TH, then consult the system call classifier and 
combine their results. 

Yet another line of research we are actively pursuing is that of detecting „long-
lasting" attacks by better monitoring system-calls; in particular, having a larger time 
window to work with, a rule-based induction system such as ID3 and derivatives, or 
SLIPPER2 [23] can be used to classify system call sequences which should likely 
give good indications on whether an attack is in progress. 

Finally, we are in the process of investigating the effectiveness of alternatives to 
BackPropagation as the learning-from-errors mechanism such as the GeneRec 
algorithm, that also happens to have a more plausible biological basis [11], even 
though it seems to require more computing power. 
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Abstract This article deals with the choice of individual trust models adapted 
to networks. We consider trust as a social and effective multi-agent process. We 
introduce the notion of trust networks viewed as a set of one-to-one trust rela
tionships, we wonder which trust model should be chosen to build and exploit 
it. We extract five criteria for comparison of trust models. We then evaluate two 
trust models and discuss what could be a relevant trust model in a multi-agent 
setting. 

1 Introduction 

The expansion of the distributed systems such as electronic trade or services for citi
zens highlights new problematics where trust plays a crucial role [1]. Trust has been 
recently identified as an essential notion in the business to business applications where 
the relationship are supported electronically in an open environment. It is viewed as 
*the subjective probability by which an agent expects that another agent performs a 
given action on which its welfare depends" [2]. 

Following Castelfranchi and Falcone's work [3] and Demazeau's VOWELS method
ology [4], a trust process can be based on three of the four vowels of the VOWELS 
metibodology: A (Agent), I (Interaction), E (Environment) and O (Organisation). We 
distinguish the trust model and the decision-taking. The trust model computes a trust 
level between two agents, and is function of I and E. The decision-taking is agent-
centered (A) and is grounded on the trust level and on the risk taken by relying (typi
cally, a decision-taking with a high risk requires a high trust level). 

The aim of our work is to consider trust as a social process and to pass from in
dividual trust to social networks. Thus, an agent will be able to take into accoimt its 
social and organizational resources. It necessitates to consider the fourth vowel of [4], 
the organization (O). For this purpose, we introduce reasoning about the other agents' 
trust in the previous trust process. Reasoning is based on a trust network that can be 
viewed as a set of trust one-to-one models. To build and exploit the trust networks^ 
the choice of the one-to-one trust model is crucial for the implementation of the trust 
networks. In [5], we have exhibited several characteristics of a trust model, among 
which the number of the considered relationships (one-to-one, n-to-one and n-to-p). In 
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this paper, we propose a focus on the comparison of one-to-one models for the trust 
networks. We concentrate on the relation between the trust model, the trust network, 
and the decision-taking. 

First we introduce the notion of trust networks inspired by Sichman's networks 
[6]. We assume a trust network is built from one-to-one models. We then derive and 
formalize five criteria for its building and its exploitation: observability, understand-
ability, handlability, social exploitability, and context-scalability. We finally evaluate 
two trust models regarding these criteria, and discuss what could be a relevant trust 
model. 

1.1 Motiyation and principles 

A multi-agent system cannot be reduced to the simple sum of its agents: social rea
soning and environment have a crucial role in the coordination and the interactions be
tween cognitive agents. Indeed, it is necessary to evaluate the agents' social resources. 
Thus, trust should be considered as a network of relationships rather tiian independent 
one-to-one relationships. But usually, MAS contribution only consider one-to-one trust 
models. 

In order to pass from individual trust to social networks, we have taken an inspi
ration from Sichman's dependence networks [6], where we have replaced dependence 
with trust. Each agent can compute the supposed trust relationship between the other 
agents. The set of these relationships makes up its trust network. We assume these trust 
relationships are. As an agent's trust network is its subjective representation of the trust 
relationships, it generally different of the "objective" trust network that emerges from 
the effective trust relationships between the agents of the system. 

1.2 Formalization 

Formally, an agent is characterized by an extemal description: each agent has struc
tured information about the other agents' trust. These information are private and own. 

Definition 1. The agent's trust network is the set of the trust model considered by it 
between the other agents. Formally, let Ni be the number of agents considered by an 
agent i. Let % be its trust network We have % = {Mijk \ 1 ^ j ^ Ni, 1 < A ; < 
^tj J ¥" ̂ }f yvhere Mijk is the trust model considered by the agent i between the 
agent j and k, 

7J can be viewed as the oriented graph Gi(Xi,Ei) where Xi is tiie set of the Ni nodes 
(agents known by i\ and Ei is the set of the edges (relationships between these agents). 
Each edge Cijk of this graph is valuated by the trust model considered by the agent i 
between the agent j and the agent A;. The update of the trust models and the update of 
the graph are independent: the latter is updated only at the time of its use. 

Such a net synthesizes the supposed trust relationships between tiie agents. In the 
framework of a social multi-agent system, the agents do not always interact each other 
directiy. So some intermediary agents are often necessary to satisfy their goals. For 
instance, concerning the bottom-up coalition formation, even if an agent must consider 
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the trusted agents, it should also consider the agents that trust in itself and that can rely 
on other agents. Thus, it is not sufficient to take into account trust only at an agent-
centered level, and it is necessary to consider the others' trust. 

1 3 Which one-to-one trust model do we need? 

We have assumed that an agent's trust network can be viewed as a set of one-to-one 
models of trust connecting every agents. Therefore, technically, which trust model to 
choose to derive the agent's trust and to take some decisions? In the remainder of this 
article, we precise the necessary properties of each Mijk trust model. We propose five 
criteria to compare one-to-one trust models: observability, understandabUity, handla-
bility, social exploitability, and context-scalability. These criteria are based on three of 
the four vowels of the VOWELS methodology [4]: A (Agent), I (Interaction), and E 
(Environment). The I vowel corresponds to the building of the trust network from the 
trust models. The A vowel corresponds to the social exploitability of the trust models 
by the agents. The E vowel corresponds to the problem of scalability of our model: it 
is linked up with the property of context-sensitivity of trust. The fourth vowel, the or
ganization (O), is supported by the trust networks themselves, and is not used actually 
yet. 

Interaction: observability, understandability and handlability As trust is built 
from interactions and observations [7], the interaction vowel is used for to the build
ing of the trust networks. For this purpose, we distinguish three criteria: observability, 
imderstandabiUty and handlability. 

Observability In order to build its trust network, an agent should be able to derive the 
trust relationships that exist between the other agents. On the contrary of Fullam and 
Barber's evaluation [8], the important thing is not that an agent i is able to determine 
the target agent A;'s objective trustworthiness, but that it is able to determine the agent 
j ' s trust in k. For this purpose, either the agent must be able to use the observations 
of the interactions between the agent j and the agent k (direct observation or indirect 
observation if it does not take part in ones), or the agent must be able to use other 
agents' opinion. These both sources of trust correspond to the Observer role and to the 
Evaluator role in Mulller's work [9]. Let us notice the observations should respect the 
privacy of the interactions: they can be only some "clues". 

Proposition 1, Let Ai the set of the agents knwon by the agent L Let Mijk be the 
trust model built by the agent i between the agent j and the agent k. The criterion of 
observability is fulfilled iff Mijk is equipped with a function observabilityijk: 

observabilityijk : {Onjk}n,j,k£Ai ^ {^njk}nj,k£Ai —̂  T 

where 

- T is the set of the final trust levels. 
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- {Onjk)n,j,keAi ^^ the Set of the observations reported by the agents n about the 
relationship between j and k. When n = j , it corresponds to a direct observation. 
When n^i, it corresponds to an indirect observation 

- {Enjk}nj,keAi i^ ^^^ ^^^ of the final trust values between j and k according to n. 
In other words, it is n's evaluation about agent j's trust in the agent k, Ifn = j , the 
agent n corresponds to a trust third party, 

Understandability and handlability The model should not be reduced to a final trust 
level obtained by an obscure mechanism. Since trust consists in beliefs [3], trust should 
be broken up into beliefs corresponding to the different components of trust (e.g. per
sonal, reputation, generalization or competence dimension). The aim of this breaking 
up is to be able to have different computable components to reason about them at 
the network level. Indeed, these components correspond to orthogonal networks: for 
instance, let us consider the framework of online auctions of specialized objects. Non-
specialized occa3ional buyer's trust is based on the generalization and/or reputation 
dimension. What is more, these agents trust in specialists' opinions easily. However, 
it is not the case of the specialized agents: they belong to the same dense network of 
specialists, and do not trust in other specialists blindly. In fact, their trust is supported 
by the personal dimension. Thus, according to the agents, the basis of trust is not the 
same and is supported by different dimensions. Moreover, if a non-specialized agent 
specializes, trust between it and the other specialized agents switches from generalized 
trust to personal trust. 

Propositioii 2. Let be Bi the set of the possible states of agent i *s beliefs. The criterion 
of understandability is fulfilled iff the function observabilityijk is the composition of 
twofimcHon gijk and under standi jk : {Onjk}nj,keAi x {Enjkhj.k^A) -^ ^i such 
that: 

observabilityijk = Qijk o understandijk 

Propositioii 3. Let be Bi the set of the possible states of agent Vs beliefs. The criterion 
of handlability is fulfilled iff the function observability ijk is the composition of two 
function handlsijk i Bi—^T and hijk such that: 

observability ijk = handlcijk o hijk 

We can notice the criteria of understandability and handlability are satisfied both iff 
observability ijk is the composition of understandijk and handleijk-

Agent: social exploitability The final aim of a trust network is to take a decision 
by taking into account the other agents, and not only one. This trust decision, called 
^'reliance", should end in a social action [6] based on several other agents. 

Propositioii 4. Let TT^ be the set of the trust levels of the n agents known by the agent i 
and Ai be the set of the agent i *s possible actions. The criterion of social exploitability 
is fulfilled iff it exists the function social-exploitabilityi such that: 

social jexploitabilityi \T^ --^ Ai with \n> 1|. 
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Enviromneiit: context-scalability Trust is a contextual notion. It refers to a given 
context. Thus, in a naive approach, an agent should have one trust network per context. 
However, it can lead to a too heavy systeni, since the potential number of models used 
by an agent's trust network increases quadratically with the number of the considered 
agents. The contexts should be handled in a way not to have one model per context. In 
this purpose, we should have a mechanism to derive a model for a given context from 
a model for another context. It permits to reduce the number of model and to define 
their interdependences. 

Proposition 5. Let W be the set of the possible contexts, and Mf^j^ be the trust model 
of the agent i concerning j 's trust in kfor a context a; G W. The criterion of context-
scalability is fulfilled iff it exists the function context-scalability i permitting to pass 
from some known n contexts to another context: 

context-scalability i : M^ —• Mi 
ccmtext.8calaUlityi{M^l,M^%,...,M^l) = M ^ ^ ' 

We have described the five criteria permitting to evaluate one-to-one trust models 
adapted to social networks. They must account for their relevance in an effective multi-
agent context. In the remainder of this article, we put them into practice by examining 
and discussing three trust models. 

2 Model examination 

We have chosen two trust models for evaluation: Sabater and Sierra's ReGreT system 
[10], and Castelfranchi and Falcone's model [3]. They permit an agent to determine 
trust in another agent, so that they are good candidates for the building of a trust net
work. According to our social view of trust, we have deliberately avoided the game 
theory-oriented systems to concentrate on more socio-cognitive and reputation trust 
models. The choice has been fixed on a set of models that are representative of dif
ferent views of trust and that are completed enough to be evaluated and implemented 
actually. Due to lack of space, we evaluate only two models and we do not detail them 
to concentrate on the relevant points for our evaluation. In the following sections, we 
evaluate these models according to the previous criteria. We summarize te result of 
each evaluation in a table. 

2.1 The model by Sabater and Sierra [10] 

The ReGreT system may be one of the most complete systems. The model is based on 
three dimensions of trust that are integrated numerically by weighting to obtain a rep
utation measure: the individual dimension, the social dimension (witness, neighbour
hood, and system reputation) and the ontological dimension. The individual dimension 
deals with direct interactions. The social dimension uses other agents' information. 
The ontological dimension supports the context notion. 
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Observability, Although nothing is evoked about the exterior observability of the 
interactions, the function ohservabilityijk is implementable (observations and evalu
ations). However, the strong restriction is that the agents can exchange information 
only coming from their own direct observations or interactions: formally, the sets 
{Onjk}nj,keAi and {Enjk}nj,k£Ai are defined with the restriction n = j . 

Understandabilityandhandlability. With this model, the function ohservabilityijk 
is decomposable: under standi jk breaks up trust into three dimensions (individual, so
cial, ontological) and handleijk is implemented by a simple numerical combination 
of the values of these dimensions. 

Social exploitability. The model is exploited with a negotiation model in a one-to-
one framework: the decision-taking is based on a function rely that takes into account 
only one agent (social-exploitabilityi : T^ —* Ai) 

Context-scalability. With its ontological dimension, this model proposes a naive 
implementation of the function context scalability ii the reputation in a given context 
is obtained by the numerical combination of the reputation of the less general context, 
according to a ontological structure. 

Tkble 1. Smnmaiy of the examination of Sabater and Sierra's model [10]. 

Evaluation 

Observ. 

+ 
Underst 

•H-

HandL 

+ 
Social expl. 

-
ConteKt-scaL 

+ 

The examination is summarized ia the table 2. This model is relevant for three 
criteria: understandabiUty, handlability, and context-scalability. It is interesting for the 
observability criterion too. 

2J2 The model by Castelfranchi and Falcone [3] 

This model contrasts with the previous models, because it assumes the agents can be 
irrational, that is to say they had not to maximize their utility. Moreover, on the contrary 
of the previous models based on quantitative approaches, this cognitive model is based 
on the BDI approach, and highlights the importance of the intention in the trust process. 

Observability. In this model, the observability is not evoked. 
UnderstandabiUty and handlability. Based on a cognitive structure of trust, [3] im-

plementes this model with cognitive fuzzy map. Indeed, the function understandijk 
is implemented: the model computes a set of belief values (ability, willingness, depen
dence) derived from the sources of trust. The function handleijk is implemented too 
by computing a trust level from these beliefs. 

Social ejqjloitability. The decision-taking is based on a function social-exploitabilityi 
that takes kito account only one one agent (social-exploitabilityi : T} —> Ai) 

Context-scalability. The problem is not asked. 
The examination is summarized in the table 3. This model is relevant for two cri

teria: understandabiUty and handlability. 
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Table 2. Summary of the examination of Castelfranchi and Falcone's model [3]. 

Evaluation 

Observ. 

-
Underst | HaadL | Social expl. 

++ ++ -
Context-scaL 

-

3 Discussion 

As we have seen in the previous section, the recent research in trust for MAS lead 
to many interesting and different models. The common characteristic of the examined 
models is their decentralized approach. It seems it is established that the centralized 
systems of trust are not relevant in a multi-agent context: the experience showed these 
systems such as the Ebay system where the opinions are centralized are perfectible. 
According to our criteria, the results of our examination are quite disappointing. No 
model is really adapted to pass from individual trust to social networks. In fact, all these 
trust models are not thought out as a multi-agent mechanism. They correspond to an 
agent-centered mechanism above aU, even if some multi-agent aspects (like reputation) 
are plugged. 

3.1 About the measures 

Observability. The models do not fulfil the criteria of observability. It is not surprising 
since their purpose is only to provide an agent with a way to determine tiie true trust
worthiness of other agents (on the contrary of our need: a model that can determine the 
subjective agent's trust in a target agent). It is a drawback, because observability is nec
essary to build the trust networks. Sabater and Sierra proposes a similar mechanism to 
communicate the evaluations. But they are limited to the agents' own experiences too: 
it is a drawback for our trust networks, because it limits the sources of trust (it would 
be as if there would be no reputation mechanism in an agent-centered approach). 

Understandability and handlability. These both criteria are fulfilled by the ReGreT 
system[10] and Castelfranchi and Falcone's model [3]. However, there is a difference 
in their implementation: the computed beliefs in Sabater and Sierra's model correspond 
to the sources of trust in Falcone and Castelfranchi's. Indeed, the computed beliefs in 
[3] correspond to a more abstract concept We show the main difference between these 
botii models: Falcone and Castelfranchi's model is based on a cognitive approach, 
whereas Sabater and Sierra is not. In the next section, we will precise our interest for 
such a model. 

Social exploitability. The criteria is the less fulfilled one. The models exploit trust 
only for one target agent. One more time, they are not thought out as a multi-agent 
mechanism. 

Context-scalability. Only Sabater and Sierra's model proposes a relevant mecha
nism for the management of the context. Generally, the context aspects are not studied 
in the one-to-one trust model, since they do not correspond to a need of scalability: the 
scalability is easier in an agent-centered framework. 
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3.2 Choosing individual trust model for networks 

According to our examination, there is no trust model which we can use as it is for our 
purpose. However, we can extract two avenues of research in order to have a model 
fulfilled the criteria. 

First the model should be based on a symbolic approach. Indeed, these latter are 
more relevant for our trust networks, since they support reasoning and explicit handling 
of trust components. Thus, they are more adapted to the fulfilment of the criteria of un-
derstandability and context-scalability. Liau's model [11] have proposed a trust model 
based on modal logic that formalizes the internal components of trust. Although this 
model does not include social aspects and does not seem have been implemented, the 
modal logic approach is an interesting avenue to fulfil the criteria of understandability 
and context-scalability. 

Secondly we are interested in a Castelfranchi-inspired model [3]. The breaking up 
of trust and the social approach of this model is adapted to our real multi-agent view. 
We think the fulfilment of the observability and social exploitability criteria necessi
tates such an approach, since the "others" are taken into account The main critic about 
this socio-cognitive model deals with the problem of the rationality of the agents [12]: 
Castelfranchi's model would be motivated from humans and would not ad^ted to a 
rational approach. Although this critic is pertinent in a pure artificial system, it is not 
relevant in a multi-agent system that coiild include the user. Now, as we evoked in 
introduction, we are interested in such systems and we need a model that is generic 
enough to support the potential irrationality of the user. 

4 Conclusion 

This article has presented a study of trust models for trust networks. By regarding trust 
as a social and effective multi-agent process, we have introduced the notion of trust 
networks. An agent's trust network is its subjective representation of the trust rela
tionships between the agents of the system. It can be considered as a set of one-to-one 
trust relationships, so we have wondered which trust model to choose. We have derived 
from the notion of trust networks five criteria for comparison of trust models: observ
ability, understandability and handlability, social exploitability, and context-scalability. 
We have then evaluated three trust models regarding these criteria. 

The results of our examination show that no model is really adapted to our need. 
However, we think a more symbolic approach like modal logic is relevant. Thus, in the 
future, our work will deal with the building of a trust model inspired by Castelfranchi 
and Falcone's work and formalized by such a tool. It will address as much as possible 
the criteria that are not fulfilled. 

Acknowledgements We thank France Telecom R&D for supporting the research 
reported in this paper (CRE 46128855 France Telecom - CNRS). 

References 

1. Urban, G.: Building an internet trust generator: Adaptive experimentation on the intemet to 
improve site trust and sales. Technical report, MTT (2003) 



244 Artificial Intelligence Applications and Innovations 

2. Gambetta, D.: Can we trust trust? In Gambetta, D., ed: Trust: Making and Breaking 
Cooperative Relations. Department of Sociology, University of Oxford (2000) 213-237 

3. Castelfranchi, C, Falcone, R., Pezzulo, G.: Trust in information sources as a source for 
trust: a fuzzy approach. In: Proceedings of AAMAS*03, ACM Press (2003) 89-96 

4. Demazeau, Y.: Steps towards multi-agent oriented programming. In: IWMAS*97. (1997) 
5. Melaye, D., Demazeau, Y.: Modles etrseaux de confiance, analyse bibliographique. Cahiers 

du Leibniz 142 (2005) 
6. Sichman, J., Conte, R., Castelfiranchi, C, Demazeau, Y: A social reasoning mechanism 

based on dependence networks. In Cohn, A.G., ed.: Proceedings of ECAI'94, Chichester, 
John WHey & Sons (1994) 188-192 

7. Jonker, CM., Treur, J.: Formal analysis of models for the dynamics of trust based on ex
periences. In Garijo, F.J., Boman, M., eds.: Proceedings of MAAMAW'99. Volume 1647., 
Berlin, Springer-Verlag: Heidelberg, Germany (1999) 221-231 

8. FuUam, K.K., Barber, K.S.: Evaluating approaches for trust and reputation research: Ex
ploring a competition testbed. In: Proceedings of The Workshop on Reputation in Agent 
Societies at Intelligent Agent Technology, Beijing (2004) 

9. Muller, G., Vercouter, L., Boissier, O.: Towards a general definition of trust and its appli
cation to openness in mas. In: Sixth International Workshop on Trust, Privacy, Deception, 
and Fraud in Agent Societies, Melbourne (2003) 

10. Sabater, J., Sierra, C: Social regret, a reputation model based on social relations. SIGecom 
Exch. 3 (2002) 44-56 

11. liau, C: BeUef, information acquisition, and trust in multi-agent systems- a modal logic 
formulation. Artificial Intelligence 149 (2003) 31-60 

12. Ramchum, S.D., Huynh, D., Jennings, N.R.: Trust in multi-agent systems. The Knowledge 
Engineering Review 19 (2004) 



XML Systems for Intelligent Management 
of Pervasive Computing Resources 

Dimitris Alexopoulos^ George Kormentzas^ and John Soldatos^ 
1 National Technical University of Athens, School of Electrical & 

Computer Engineering., 9 Heroon Polytechneiou Str., GR-15773 Zografou, 
Greece, dalexo@telecom.ntua. gr 

WWW home page: http://www.telecom.ntua.gr 
2 University of the Aegean, Dept. of Information & Communication 

Systems Engineering, Karlovasi, Samos, 83200, Greece, gkorm(g>aegean.gr 
WWW home page: http://v r̂ww.samos. aegean.gr 

3 Athens Information Technology, 19,5 km Markopoulou Peania, Ave., 
jsol(a>ait. edu.gr 

WWW home page: http://www.ait.edu.gr 

Abstract. XML technologies have been recently extensively used in IP based 
network management, where they have been proven capable of alleviating the 
SNMP shortcomings in configuration management. Our XMLNET system 
described in [1] has demonstrated that XML systems can greatly facilitate the 
development of network management applications even in complex 
heterogeneous multi-vendor networks. In this paper, we present extensions to 
the XMLNET architecture, with a view to managing not only network devices, 
but also middleware and hardware resources used in the scope of ubiquitous 
computing. Ubiquitous computing services are supported by a highly 
distributed and heterogeneous infrastructures comprising a wide range of 
sensors (e.g., cameras, microphones, motion sensors, temperature sensor), a 
well as middleware components (e.g., recognition algorithms, perceptual 
components). The introduced extensions to XMLNET for ubiquitous 
computing environments, aim at lever-aging the merits of XMLNET for the 
inherently complex configuration management operations entailed in 
pervasive and ubiquitous computing applications. 

1 Introduction 

Recently, we have witnessed the development of a number of network management 
solutions (see for example [1-8]), based on the Extensible Markup Language (XML). 
XML is a standardized meta-markup language by W3C, which features several 
benefits that can facilitate management tasks. In particular: 
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• XML is easy to generate, parse and process, which provides flexibility in handing 
XML representations of management information. 
• XML supports sophisticated data structuring, and can therefore handle complex 
organizations of management information. 
• XML DTD (Document Type Definitions) and XML Schemas specify and validate 
the structure of XML documents, thus alleviating developers from tedious tasks. 
• XML comes with numerous W3C technologies (http://www.w3c.org) supporting 
rapid development of XML based network management applications. Characteristic 
examples are the Extensible Stylesheet Transformations (XSLT), which transform 
XML documents to other XML formats and XPath/XQuery discovering XML 
elements subject to criteria. 
• XML operations can be transformed to SOAP operations allowing management 
functions to be exported as web services. This allows for loose integration of 
heterogeneous distributed management systems based on the Web Services 
paradigm. Similarly, integration can be supported with other types of systems (e.g., 
Operations Sup-port Systems (OSS)). 
• XML has high-level semantics, and is therefore appropriate for performing bulk 
configuration operations. 

In the area of IP based network management XML based solutions have been 
adopted to alleviate the limitations of the Simple Network Management Protocol 
(SNMP) [9]. This is manifested in research (e.g., [1-8], [10]), standards (e.g., [11]), 
as well as industrial initiatives (e.g., [12-14]). Configuration management of 
composite heterogeneous networks is one particular area where XML management 
technologies add value to conventional network management approaches. This is 
mainly due to the high-level semantics of XML, and the wide range of technologies 
and tools that can easily and flexibly process XML documents. The XML high level 
semantics can be used to express complex high level configuration commands that 
impact the status of multiple heterogeneous devices. Note that the power of XML 
based configuration mechanisms can be exploited not only in the area of network 
management, but possibly in other fields dealing with heterogeneous systems. The 
latter are likely to rely on complex configuration processes for their operation. 

In this paper, we argue that XML based configuration mechanisms are applicable 
to configuration management processes entailed in the scope of pervasive and 
ubiquitous computing (Ubicomp) systems and services. Ubicomp systems exploit the 
full range of sensors, devices and networks available to transparently provide 
services, regard-less of time and user's location [15]. Ubicomp services are 
essentially context-aware services that acquire and process information about their 
surrounding environment. Ubicomp infrastructures typically include [16]: 
• A transparent sensing infrastructure, which is as non-intrusive as possible. 
• Middleware for controlling sensors and actuating devices. 
• Collection of perceptual components gaining elementary context cues from the 
various sensor streams. 
• Information fusion components combining elementary context cues towards 
deriving more sophisticated context. 

It is therefore evident that Ubicomp infrastructures comprise numerous hardware, 
software and middleware components, which make them extremely diverse and 
heterogeneous. Configuring a Ubicomp infrastructure entails therefore several 
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operations on a variety of components and devices. Given the complexity of the 
associated management operations, we suggest the use of XML based management 
mechanisms to-wards flexibly configuring the wide range of components comprising 
a ubiquitous computing environment. In this paper we extend our XMLNET 
architecture for net-work management [1], to account for ubiquitous computing 
devices and components. XMLNET extensions are required towards dealing with an 
augmenting set of devices comprising not only network elements, but also sensors, 
actuating devices, middle-ware components and services. Moreover, XMLNET has 
to be augmented to handle not only network related information (e.g.. Element level 
Management Information Bases (MIB)), but also information relating to sensors, 
actuators and middleware elements such as perceptual components. The paper 
describes these extensions and outlines applications that manifest the benefits of the 
XML based approach. 

The rest of this paper is structured as follows: Section 2 provides a brief yet 
comprehensive description of the XMLNET architecture, to allow readers 
understand its key functionalities. Section 3 discusses extensions to XMLNET 
towards managing resource and services within an heterogeneous pervasive 
computing environment. Section 4 describes potential applications of the proposed 
XML based architecture for managing pervasive computing resource. Finally, 
Section 5 concludes the paper. 

2 Overview of the XMLNET architecture 

The XMLNET architecture [1] provides the means for structuring complex 
management operations (at the Element Management Layer (EML) and at the 
Network Management Layer (NML)) as XML documents. EML composite 
operations consist of several atomic management operations each one affecting or 
querying a single MIB object. NML composite operations are structured as a set of 
composite EML operations. Authoring specifications (XML schemas) guide the 
development of XML documents, according to a composition language. This 
composition language reflects the core programmability of the system, since it makes 
provisions for aggregating primitive SNMP (get / set operations) into higher level 
operations. Moreover, the composition language supports additional features such as 
allowing for repeatedly executing operations (i.e. looping), processing information 
elements and enforcing actions when particular conditions are met. Based on the 
XML schemas specifying this composition language, network managers define 
composite management operations as XML based APIs at both the EML and the 
NML levels. XML management applications are authored through assembling API 
operations and defining parameter values. Note that the composition language is a 
key element of the architecture, since it specifies how atomic operations are 
combined into composite ones, as well as how composite ELM operations are 
combined to composite NML operations. The composition language realizes the 
programmability of the architecture, since it transforms XML documents to simple 
network management programs that can be parsed and executed by the run-time 
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environment. The XML schemas defining the structure of appHcation and API 
documents reflect the constructs and capabiHties of the composition language. 

The architecture specifies also a runtime environment that parses and executes 
XML based applications. This environment renders application development a 
matter of XML authoring. This approach results in cost effective application 
development, while increasing authoring flexibility and boosting the 
programmability of management operations. Also, a potential standardization of 
APIs can allow third parties (e.g., vendors, NMS providers) to produce network 
management applications. Based on this architecture we have implemented a 
network management system enabling authoring and execution of XML 
management documents comprising EML and NML management applications. This 
system [17] makes use of a rich set of XML technologies and XML based 
programming techniques. 

As far as the presentation and visualization of the network management 
applications is concerned, a rendering subsystem presents XML results to a console. 
This subsystem fulfills visualization requirements relating to the application and/or 
user preferences. XML technologies (e.g., XSL) can be exploited towards 
developing presentation mechanisms. XSL can be used to filter XML documents 
returned by XML applications. Thus, XSL presentation templates are required, along 
with (EML or NML) XML application documents. XSL templates can be stored in a 
repository and retrieved based on application requirements. Overall, the major 
benefit of this architecture is that application development becomes a matter of XML 
authoring, which is more cost effective than conventional SNMP programming or 
scripts (e.g., in Perl, Tel) authoring [18]. Moreover, the XML APIs constitute XML 
protocols allowing execution of NML and EML operations. These protocols expose 
an interface to potential management applications. A standardization of this interface 
can make network management operations open and programmable. Openness 
hinges on that third party vendors and/or network managers can use the APIs to 
develop applications. Programmability allows different network management 
applications to be authored through writing and assembling XML documents. Note 
that the XML based interfaces (i.e. APIs) to the XMLNET system are accessible in a 
distributed fashion through conventional distributed programming mechanisms (e.g., 
XML-RPC, RMI (Remote Method Invocation), Simple Object Access Protocol). 

3 XJMLNET for Intelligent IManagement of Ubicomp Resources 

Following paragraphs list the extensions required to exploit the XMLNET 
architecture for managing pervasive & ubiquitous computing resources. Moreover, 
they describe the required modifications to existing XMLNET sub-systems. 

Adapters 
XMLNET relies on the low element level network management protocols with a 
view to interfacing to network elements. Pervasive computing environments 
comprise however a much richer collection of sensors, actuators, devices, as well as 
middleware components (e.g., perceptual components). Towards conveying 
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management commands to these components, implementation of device specific 
adapters is required. These adapters transform commands expressed in XML 
protocols (e.g., SOAP, XML-RPC) to the devices based on protocols that can access 
the proprietary low-level capabilities of each device. In the case of Firewire cameras 
for example, an adapter constitutes a bridge from XML to IEEE1394 commands. 
Similarly, a perceptual component (e.g., tracker) maps XML commands to the 
proprietary API provided by the component developer. Figure 1, depicts an enhanced 
version of the XMLNET architecture, including the additional element level adapters 
and parsing engines. 

Ubicomp 
Resource 
Manager 

XML Resource Management 
Engine 

XML Perceptual 
Componerit 
Manag^rtient 

Engine 

Fig. 1. Overview of the XMLNET architecture for managing Ubicomp Resources 

XML Information Bases 
XMLNET leverages XML representations of network management information. 
Towards targeting a wider pervasive computing, there is a need to represent in an 
XML format. Formatting information about pervasive computing devices and 
components as XML documents has the distinct advantage of facilitating access to 
this information from the wide range of heterogeneous components of a ubiquitous 
computing environment. These components are likely to run on different platforms 
and/or to be written in a variety of different languages. Thus, a neutral format (such 
as XML) eases information fusion and exchange in a pervasive environment. 
Moreover, it can ease the portability of components across different pervasive 
environments (e.g., different smart spaces). Indeed, installing a middleware 
component for pervasive computing in a different operational environment demands 
a clear specification of input, output and configuration parameters. 
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Element Level Managers 
XMLNET incorporates special ELM parsers that process XML commands targeting 
network elements. In a pervasive computing environment, additional parsers need to 
be implemented for all sensors, devices and other components comprising a 
pervasive computing environment. These parsers along with the corresponding 
adapters can be classified as Element Level Managers including: 
• An XML based interface for accessing the element, device or component. 
• An interface to the XML representation of the information pertaining to the 

element. 
• The adapter enabling access to the low-level capabilities of the element. 

Figure 2 depicts an Element Level Manager for an engine pertaining to a sensor 
(specifically a digital Firewire (i.e. IEEE. 1394 camera). 

Sensor 
API 

Fig. 2. XML based Sensor Manager 

XML Resource Managers - Pervasive Environment Managers 
The core intelligence of the XMLNET enhanced architecture for pervasive 
computing resources management lies in the higher level XML resource 
management engine, depicted in Figure 1. This component parses higher-level XML 
document comprising a variety of element-level operations pertaining however to the 
whole range of elements available in a pervasive environment. Towards combining 
these element-level XML operations a composition language is required, driving the 
combination of element-level operations towards intelligent added-value operation. 
Note that the scope of such a composition language is unlimited; however the XML 
based composition language of XMLNET [1] can serve as a starting point. This 
language supports: 

• Serial combination of element-level operations, which is particularly useful for 
composing complex configuration operations impacting several elements and 
components. 

• Automatic extraction of derivatives on quantities relating to the operation of the 
components (e.g., actual frame-rates for a camera, recognition accuracy for 
recognition/identification algorithms etc.). 

• Event triggering upon occurrence of specific conditions (e.g., when some 
threshold is exceeded). 
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• Looping, allowing for repeatedly executing the same operation or batch of 
operations. 
Note however that the composition language of the pervasive environment 

manager can be significantly extended to include information about component 
combinations such as combination of perceptive components according to particular 
situation models [19]. In such a case, a situation modeling component can 
dynamically define the perceptual components that support it and reflect this 
combination in a certain composition construct. 

4 Prototype Applications 

Having a number of element level interfaces at hand, along with a composition 
language to combine them, we may build a large number of innovative applications, 
utilities and services. Characteristic examples include: 
• A Smart Space Resource Manager (SSRM), as a utility enabling monitoring and 
control of perceptual components, sensors and actuating services available in a smart 
space (e.g., smart room). Administrators of a smart space may use the SSRM utility 
to manage a variety of heterogeneous distributed entities from a single entry point. 
Such a resource manager has been already built [20], [21], based however only on 
element level operations. The combination of element level operations ac-cording to 
the XMLNET composition language can allow for the automation of more complex 
operations in the scope of a smart space. Such complex operation may for example 
include the automatic configuration of all sensors and perceptual components of a 
smart space for a particular application. 
• Service development and deployment utilities, that automatically start, configure 
the components entailed within a service, while also auditing their interrelation-ships 
and interoperation. For example, a utility may audit the integrity of a situation 
modeling component (e.g., a situation recognition engine) by setting appropriate 
thresholds relating to the operation of all the components supporting the situation 
model. Accordingly, the administrator of the pervasive environment or service will 
get notifications on the appropriate operation of the situation model as a whole. 

5 Conclusions 

Configuring Ubicomp services is a particularly tedious task, given the numerous 
hardware, software and middleware components comprising a Ubicomp service. 
XML based protocols feature high-level semantics and come with a large number of 
ready-to-use tools for parsing and processing meta-data. Therefore, XML base 
architectures are appropriate to automating configuration management tasks in the 
scope of large scale, diverse and heterogeneous pervasive computing environments. 
The XMLNET system (originally designed for network management) provides a 
conceptual architecture that can be applied in ubiquitous computing management. 
This architecture needs however to be augmented with: 
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• Interfaces to the low-level capabilities of the whole range of elements and de
vices entailed in ubiquitous computing. While XMLNET relies on SNMP based 
interfaces to network elements, the augmented system should also offer interfaces to 
sensors, actuators and middleware components. 
• Element level XML Parsers, processing high-level management commands and 
translating them into element level operations on sensors, devices and perceptual 
components. 
• A Pervasive Resource Manager, combining element level operations into higher 
level added value operations for the pervasive environment at hand. Key to this 
combination is a composition language specif3dng how to compose added value 
operation based on the API interfaces provided by the element level components. 

The augmented architecture can serve as a basis for a number of useful tools and 
applications, facilitating management of pervasive computing infrastructures, as well 
as development, deployment and integration of ubiquitous computing services. 
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Abstract. This paper presents an interactive constraint based system that 
simultaneously assist design and evaluation. This work is driven by an 
industrial case dealing with heat treatment operation. The first part presents the 
problem and provide ideas of the solution. Then the knowledge model mixing 
discrete and numerical constraints is presented. The third section provides 
filtering elements in order to permit interactive assistance. The last one 
discusses the designed system. The originality of the proposition lies in the 
gathering of classical discrete constraints filtering techniques with numerical 
constraint 2B consistence filtering mechanisms that were necessary to respond 
to the industrial need. 

1 Introduction 

The goal of this communication is to present an interactive constraint based system 
that simultaneously allows interactive design of a heat treatment operation and 
qualitative distortion evaluation. This problem originates from a European project 
called VHT for "Virtual Heat Treatment" (project No GlRD-CT-2002-00835). 

A heat treatment operation consists in raising the temperature of a steel part until 
a certain temperature, keeping at this temperature for a while, then cooling down 
rapidly. The expected effect is an improvement of the mechanical properties of the 
part. But, simultaneously, a negative effect corresponding with part distortions 
occurs most of the time. 

A heat treatment operation can be defined according to : 
- the material of the part, characterized by parameters relevant to the chemical 

composition and the mechanical/thermal/structural behaviours. 
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- the geometry of the part, characterized by parameters relevant to the shape, 
massivity, symmetry of the part, hole existence..., 

- the heat treatment conditions, characterized by parameters describing the heating 
device, the cooling system, the parts layout during heating and quenching and 
various tuning (duration, temperature, flow-rate...). 

Classical heat treatment knowledge gathers relations between previous 
parameters permiting the definition of a heat treatment operation which improves the 
mechanical properties of the part. In order to estimate distortion, some specific 
knowledge can be added in order to give some kind of a qualitative score. 

The goal of this paper is to show that these two kinds of knowledge can be 
formalized as a constraint satisfaction problem (CSP) and permit to provide an 
interactive assistance tool for defining heat treatment operations and evaluating 
relevant distortion. The rest of the paper is organized as follows. 

The second section presents the knowledge model gathering a design part and an 
evaluation part. It will be shown that three kinds of constraints are necessary: 
discrete constraints, numerical constraints and mixed constraints. As we target an 
interactive assistance, the filtering elements for each kind of constraints will be 
described in section three. Then some interests and limits of the system will be 
discussed in the last section. 

2 The knowledge model 

The goal of this section is to present an overview of the knowledge model. This 
section is divided in two parts. The first one describes the model piece relevant to 
design while the second deals with the evaluation part. The last one shows how the 
two model pieces fit together. 

For each sub section, the model is described as a constraint satisfaction problem 
(CSP) [1] and outlines the kind of variables and the kind of constraints that are 
necessary. Various models were designed with heat treatment experts, coming both 
from academia and industry, through a dozen of meetings planed during the past 18 
months [2]. The most advance one concerns parts that belong to a part family 
"axis" (one dimension much longer than the two others) and is considered in this 
paper. 

2.1 Piece of model relevant to heat treatment design 

Around 50 parameters have been identified by the experts. Each parameter is 
associated with a design variable {vp} upon which the user can input a domain 
restriction. These variables are either symbolic or numerical. Two kinds of 
constraints where used. 

2.1.1 Compatibihty constraints 
Most of the constraints relevant to heat treatment design are compatibility constraints 
expressing restrictions on combinations of variable values. As variables are either 
symbolic or numerical, three kinds of compatibility constraints are present, but all of 
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them can be represented thanks to compatibility tables. The three kinds of constraints 
are: 
- discrete : when all constraint variables are symbolic. In this case constraints 

represents allowed combinations of symbolic values. 
- continuous : when all constraints variables are numerical. In this case constraints 

represents allowed combinations of intervals, 
- mixed : when constraint variables are symbolic and numerical. In this case 

constraints represents allowed combinations of intervals and symbolic values. 

2.1.2 Activity constraints 
In order to be able to modulate the existence of some parameters, it is necessary to 
be able to express some variable existence conditions. This kind of constraints, 
called activity constraint in the dynamic extension of CSP [3], have the following 
shape, X = "x" => Y exists, meaning if variable "X" equal the value "x" then 
variable "Y" exists. They have been mainly used to describe geometric parameters of 
the part as for example : 
- hole_existence = "yes" => Variable_hole_diameter exists, 
- part_thickness e [10 , 20] => Variable_part_area exists. 

2.2 Piece of model relevant to the evaluation of distortion 

As part distortion is geometrically very complicated to describe, heat treatment 
experts have proposed to quantify five basic distortion components for the part 
family "axis": (i) "spool/barrel", (ii) "banana", (iii) "ovalization", (iv) 
"spacing/tightening" and (v) "umbrella". It can be noted that "spacing/tightening" 
distortion can exist, only if the part has got a hole and "umbrella" distortion can exist 
if shoulder shapes are present. Previous activity constraints are necessary to model 
this two conditions. 

In the CSP framework, a way to compute the evaluation of a solution is to assign 
weights to each parameter values and to each allowed combinations of parameter 
values relevant to constraints. Because the goodness of a solution is usually 
influenced by both the quality of the values chosen and the resulting associations of 
values. The evaluation of a solution is defined as the sum of the weights of all the 
values and pairs of values involved in the solution [4]. The main interest of this 
approach lies in its simplicity and its optimisation possibilities. But in an interactive 
design process, this approach does not easily allow the user to input some constraint 
on the resulting score and to see the consequences on the parameter values. In our 
case, the possibility to input a maximum value on a distortion component and to 
input parameter values with respect to this constraint is a necessity. Therefore, it was 
decided to use a simple formulae to compute the distortion score relevant to each 
distortion component. Next sub sections present necessary evaluation variables and 
evaluation constraints. 

2.2.1 Evaluation variables 
In order to calculate such a score, heat treatment experts propose the following 
approach based on three kinds of distortion attributes: 
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- a first small subset (15 parameters) of heat treatment parameters, vp, allows a first 
quantification of each distortion component, named potential distortion attribute, 
vd_pot, 

- a second larger subset (45 parameters) of heat treatment parameters, vp, permits to 
quantify intermediate distortion attributes, vd_int. These attributes modulate each 
potential distortion component in a similar way. 26 intermediate distortion 
attributes have been identified. 

- the resulting score of each distortion component, named final distortion attribute 
vd_fin, is computed as a product of the relevant potential distortion attribute and 
the set of intermediate distortion attributes. 

Each distortion attribute is associated with an evaluation variable. These 
variables are all numerical and defined within intervals. In order to compare and to 
normalize solutions, heat treatment experts decided that (i) each final distortion 
component (vd_fm) is quantified into an interval [1, 1000] , where " 1 " means no 
distortion and "1000" means maximum distortion, (ii) each potential distortion 
component (vd_pot) is quantified into an interval [1, 20] while (iii) each 
intermediate distortion attribute (vd_intk) is quantified into intervals [1, a j such 
their product belongs to an interval [1, 50]. 

2.2.2 Evaluation constraints 
As potential and intermediate distortion attributes are all numerical and parameters 
either symbolic or numerical, constraints linking these distortion attributes with 
parameters are either mixed or numerical. All these constraints are expressed thanks 
to compatibility tables : (i) 5 constraints for the quantification of the 5 components of 
potential distortion (vp, vd_pot) and (ii) 26 constraints for the quantification of the 
26 intermediate distortion attributes (vp, vd_int). 

As each final distortion component is obtained with the computation of the 
product of the relevant potential distortion component and the set of intermediate 
distortion attributes, the following numerical constraint : vd_fin = vd_pot* 11̂ =1 to 
26(vd_intk) must be defined for each of the five distortion components. 

2.3 Gathering the two model pieces in a single model 

The two model pieces are gathered in a single design/evaluation model as shown in 
figure 1 with two distortion components. This model shows : 
- two kinds of variable (represented with circles on figure 1) associated with : 

• parameters (vp), symbolic or numerical variables, 
• distortion attributes (vd_pot, vd_int, vd_fin), numerical variables, 

- three kinds of constraints between : 
• parameters (vp), these constraints gathers activity and compatibility 

constraints, they can be symbolic, numerical or mixed constraints, they are 
mainly expressed thanks to compatibility tables (solid lines on figure 1), they 
correspond with the knowledge relevant to heat treatment operation, 

• parameter (vp) and distortion attributes (vd_pot, vd_int), these constraints are 
compatibility constraints, they can be numerical or mixed constraints, they are 
described with compatibility tables, (doted lines on figure 1), they correspond 



258 Artificial Intelligence Applications and Innovations 

.'{vp} 
with the knowledge relevant to 
the distortion evaluation of heat 
treatment operation, 
distortion attributes (vd_pot, 
vd_int, vd_fin), these constraints 
are compatibility constraints, 
they are numerical constraints, 
they are defined with the 
"product" mathematical 
operation (broken lines on figure 

1). 
Fig.l Architecture of the model 

The object of the next section is to 
study how this model can be used to interactively and simultaneously allows design 
and evaluation of a heat treatment operation. 

3 Filtering techniques 

The object of this section is to present the various filtering techniques that are 
necessary and to show how they are gathered in a single filtering engine. 

3.1 Compatibility constraints 

For discrete constraints, the simple arc consistency technique (AC-3) is used to 
propagate this kind of constraints. As some constraints have an arity larger than two, 
AC-3 has been adapted. 

For mixed and numerical constraints expressed with compatibility tables 
including intervals, the association of a label with each interval permits to consider 
them as discrete constraints [5]. The previous filtering means can be used except that 
when the definition domain of a numerical variable is reduced, it is necessary to 
reconstruct the definition domain of the variable with classical set operations (union, 
intersection). Filtering therefore goes as follows: 

1 - Input on variable var-x 
2 - Put var-x in list-var-1 
3 - While list-var-1 non empty : 
4 - Take variable var-i of list-var-1 
5 - Put constraint including var-i in list-cst-1 
6 - While list-cst-1 non empty : 

7-Take cst-j of list-cst-1 
8 - Filter cst-j with var-i 
9 - If a reduced var is numerical: Reconstruct definition domain of the reduced var 
10 - Put var, with a reduced domain, in list-var-1 
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When the variables are all numerical and constraints written with a mathematical 
formula, f(xi, X2...Xn) = 0, 2B-Consistency, proposed by [6] and based on interval 
arithmetic [7], proposes filtering techniques that operate fine if: 
(i) f(xi, X2.. .Xn) = 0 can be projected on any variable Xi, meaning that a function fi 

exists as : Xi = fi(xi,X2....Xi.i, Xi+i,...Xn) 
(ii) any projection fj is continuous and monotonous, 
(iii) only one constraint expressed as a formula acts on a same variable subset. 2B-

Consistency is weak when more than one constraint acts on a same sub-set of 
variables (corresponding to some constraint intersection). It is shown in [8] that 
a simple problem gathering two variables and three constraints cannot be fully 
filtered, 

(iv) each variable occurs only one time in a formula. In the opposite case, for 
example: Xî  - Xi - X2 = 0 , it has been shown that the way to express the 
mathematical expression, for example : xi^ - Xi - X2 = 0 or Xi*(xi - 1) - X2 = 0, 
influences the quality of the filtering operation [8]. 
As this kind of constraints is only present in our model for computing the product 

quantifying the final distortion attribute (vd_fin = vd_pot * IIi to 26(vd_int)), the 
previous restrictions are not present and 2B-Consistency can be used. For a single 
continuous constraint, filtering is done as follows : 

1- Input on variable var-x 
2- Put var-x in list-var-1 
3- While list-var-1 non empty: 
4- Take variable var-i of list-var-1 
5- Put all constraint projections including var-i in list-cst-1 except the one relevant to var-i 
6- While list-cst-1 non empty : 

7- Take constraint projections of list-cst-1 
8- Compute the resulting domain of the projected variable 
9- Intersect resulting domain with initial domain of the projected variable 
10-If domain is reduced, put projected variable in list-var-1 

3.2 Activity constraints 

In order to deal with activity constraints, we only need to use the "Require Variable" 
activity constraint (var-x = "x" => var-y exists) among the four categories (Require, 
Require not. Always require. Always require not) proposed by [3] Resulting filtering 
goes as follows : 

1- Input on variable var-x 
2- Put var-x in list-var-1 
3- While list-var-1 non empty : 

4- Take variable var-i of list-var-1 
5- Put activity constraint including var-i in its premise (left part of =>) in list-a-cst-1 
6- While list-a-cst-1 non empty : 

7- Take a-cst-j of list-a-cst-1 
8- Evaluate the premise of a-cst-j 
9- If true, add triggered var-y (right part of =>) in the current problem and put 

this variable in list-var-1 
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3.3 Gathering the filtering techniques in a single engine 

The three filtering techniques have been gathered in a single engine. It was decided 
to first filter activity constraints, then constraint expressed with compatibility tables 
to finish by constraints defined by formulae. The architecture of the global filtering 
is therefore as follows: 

Input on var 
var in list-var-1 
While list-var-1 non empty 

Take variable var-i of list-var-1 
Filter activity constraint (section 3.2) 
Result: can add variables to the current problem and put them in list-var-1 
Filter discrete, mixed, continuous constraints defined with compatibility tables 
(section 3.1) 
Result: put variables with a reduced domain in list-var-1 
Filter Continuous constraints defined with fjrmulae(section 3.1) 
Result: put variables with a reduced domain in list-var-1 

4 Interest and limits of the proposed approach 

All these elements have been set up in a software mock-up that can be seen on the 
web at : http://iena.enstimac.fr:20000/cgi-bin/vht.pl. Two modes to use the system 
have been identified in the beginning of section 2.2. The first one, consisting in 
interactively inputting restrictions only on parameters and see the computation of the 
relevant distortion, raises an interesting point. While the other, inputting parameter 
restrictions (that are not negotiable) and some threshold on the maximum value of 
the distortion in order to get domain restrictions (on negotiable parameters), points 
out a limit of the approach. 

For the first mode, at the beginning of the design process, each final distortion 
attribute has a definition domain equal to the interval [1, 1000] meaning that no 
information about distortion level is available. As filtering is launched after each 
user input, each final distortion domain is progressively reduced during the design 
process. Even if sometime this definition interval is split in different intervals, this 
allows the user to see the progressive effects of his selections on each final 
distortion component. This interesting behaviour is allowed by 2B-Consistency that 
operates with interval arithmetic. At the end of the design process, each final 
distortion attribute has a domain corresponding with a reduced interval. An average 
between the lower and upper interval bounds can be calculated for solution 
comparison. 

The previous good point has a drawback while dealing with the second mode. If 
the user inputs restrictions that affect variables corresponding with parameters (vp) 
and final distortion attributes (vd_fin), the proposed filtering approach can lead to 
an inconsistent problem. This problem comes from the arc consistence filtering 
techniques that consider sequentially only one constraint at a time and check only 
the consistence of pair of variables. Fihering with a stronger consistency could 
avoid this problem but would be too much time consuming. 
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5 Conclusions 

The goal of this communication was to present an interactive constraint based system 
that simultaneously allows interactive design and qualitative evaluation of heat 
treatment operations. 

A knowledge model gathering a design model piece and an evaluation model 
piece was designed. The corresponding constraint satisfaction problem uses discrete 
and numerical variables, discrete, mixed and numerical constraints. Classical 
filtering techniques, for discrete constraints (compatibility tables), have been 
embedded with 2B-consistence, for numerical constraints (formulae), in a single 
filtering engine. 

The resulting configuration software allows the user to input restrictions either 
on the parameters defining the operation to design or on the attributes that 
characterize the evaluation score. 

The model and aiding design software are now in a validation step performed by 
end users. In spite of the aiding decision tool, users underline the fact that they better 
understand heat treatment process. The drawback, discussed in section 4, is avoided 
during design by progressively reducing final distortion attributes with a "try and 
error" procedure. 

In terms of knowledge modelling, it can be pointed out that heat treatment 
experts succeeded rather quickly to deal with the formalism 
variable/domain/constraint. This confirms, as frequently reported in other papers, 
that the natural and easy to understand concept of the CSP approach makes it a good 
candidate for domain knowledge representation. 
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Abstract. We consider the experimental development of collaborating 
robots able to work within fields of crops. Specifically we investigate 
how AI principles can be applied to this agricultural domain and how 
the user should be involved in such a system. To support collaboration 
between agents a representation of responsibilities and dependencies 
is necessary. This is done by introducing groups and roles, from MAS 
theory, that the agent must adhere to, formalised by the Agent-Group-
Role (AGR) model. To enable a human user to influence the system 
we adopt the principles declared by the VOWELS paradigm. We then 
show that the AGR model and the VOWELS paradigm, enable us to 
solve two practical agricultural problems, and lastly we argue that the 
obtained results can be trcuisferred to other domains, such as pervasive 
computing. 

1 Introduction 

The AgroBots project [1] deals with various advanced technologies for agricul
ture, mainly the development of prototypical robots able to establish, maintain, 
monitor, and harvest fields of crops. In [2] Ferentinos et al. propose a solution 
for the path planning problem of agricultural robots and in [3] Han et al. pro
pose how agricultural robots can be guided by a vision system. In this paper 
we investigate how we can obtain collaboration between the robots, by focus
ing on the "Ebcplorer-TVansporter Paradigm", introduced by the authors in [4]. 
Essentially this paradigm consists of two types of robots, namely explorers who 
traverse the field(s), exploring weed and crop type and collaborate to build up 
a precise map of the field and transporters who are holders of different types of 
fertiliser or pesticides and spray the field(s) based on the information gathered 
from the explorers. Furthermore, the fanner must be able to intervene with the 
robots, such that they at all time behave according to his needs and desires. 

The remainder of this section is structured as follows: Subsection 1.1 in
troduces MAS, which were chosen as the analytical approach, as it, to a high 
degree, captures the characteristics of intelligent robots in an agricultural do
main. Subsection 1.2 introduces two practical agricultural problems that we 
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have chosen to focus on in this paper. Subsection 1.3 describes the structure of 
the remainder of the paper. 

1.1 MAS 

In AI research biology, human behaviour and mind are often used as sources 
of inspiration, and they all serve as the ultimate, but so far unreachable, ab
straction for researchers. MAS(MAS) are seen as an abstraction, resembling 
biology and human behaviour, where an agent is an autonomous proactive en
tity, that collaborates with its fellow agents and the environment, in order to 
reach its goals. MAS encapsulate and capture the agents' flexible, autonomous 
and problem-solving behaviour, the richness of agents interactions, and the or
ganisational structures and social capabilities into one entity. This powerful 
abstraction is a promising, but so far, a research oriented approach for develop
ing a range of complex, typically, distributed computer systems. In [5] Jennings 
et al. argue, among others, that MAS provide the ability to solve problems in 
a natural and efficient way in domains characterised by unpredictability, com
plexity and distribution. So far, this is more based on assumptions than on 
practical experiences. 

1.2 Two Agricultural Problems 

There is a great amount of design challenges in connection with the Explorer-
Transporter paradigm and consequently we need to narrow down which prob
lems we will focus on. In collaboration with industrial partners[6], we have 
identified the two following problems that are of both research and corporative 
interest: (i) Tool Changing: an agricultmral robot should be much like a tractor 
that is able to dynamically change its tool and adapt to new problem domains, 
(ii) Human Intervention: the user should be able to change and influence the 
system according to his current and future needs. 

1.3 Structure of the Paper 

Section 2 introduces organisational theory from MAS and adduces how this can 
help to solve the Tool Changing problem. Section 3 introduces user interaction 
theory and state the usability of this for the Human Intervention problem. 
Section 4 summarises the developed system and how the Tool Changing and 
Human Intervention problems were actually implemented. Section 5 concludes 
on the work and puts the paper into perspective. 

2 Solving Tool Changing using Organisational Theory 

An agricultural robot should be able to change its working tool dynamically 
through its lifetime. This entails a change regarding which robots it should and 
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can collaborate with, and hence tool changing equals a change of the organisa
tion as will be deduced in the following. 

Just as with human organisations, agent organisations provide a description 
of how the members of the population interact with one another [7]. Agent or
ganisations have properties, norms and authority relationship structures which 
transcend individual agents and help them to coordinate their actions. The set of 
properties, norms and structures form the organisational setting, which contains 
conuuunication lines, authority lines, interactions patterns and descriptions of 
expected behaviour [8]. In [9], Demazeau makes a more formal description: 

Organ%saUon(MAS) = Roles -•- Links 

that is, the organisation is a set consisting of all the roles that exist in the sys
tem, and of all the links among the agents that connect the roles one to another, 
and show the mutual connectivity between roles. The roles and interactions are 
typically expected to be relatively stable and change slowly over time [10]. 

2.1 The Role of Roles 

If we were to decompose organisations we would at some stage end up in the 
building block called role [11]. Roles are an inherent part of organisations, 
and are a way of describing behavioiu:, responsibility and interaction [12]. The 
following constraints are general in MAS when an agent takes on a role: (i) 
Obligations and responsibilities: A role is inherently connected with certain 
duties, and a role, therefore, has responsibihties, (ii) Requirements and abilities: 
Not all agents can take on a role, they often require physical and/or logical 
abilities. 

FVom the work represented by Masolo et al. in [12] we adopt the following 
dynamic properties of roles: (i) An agent can play diflFerent roles simultaneously, 
(ii) An agent can change a role, (iii) An agent can play the same role several 
times simultaneously, meaning that an agent might be acting different speciali
sations of the same role at a time, (iv) A role can be played by different agents, 
simultaneously or at different times. 

The above properties means that roles can be assigned to agents in at least 
two ways: endogenously (emergent self-organisation as the system runs) or ex-
ogenously (by the designer when the system is initialised) [10]. Note that an 
agent can play multiple roles, as long as they do not coincide in their responsi
bility area, which would result in a conflict and a dysfunctional organisation. 

In the next subsection we introduce the AGR model, which is an effective 
tool to model an organisation and to help limit irrelevant information process
ing. 

2.2 AGR 

In [13] the notion "Organisation Centered MAS" is introduced. It is built on the 
concept of "groups" and "roles", where groups refer to an overall partitioning of 
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the organisation, which may be overlapping. Groups and roles were combined by 
Ferber and Gutknecht in [14] that proposed an organisational based modelling 
scheme, called AGR for AGR, to describe MAS in organisational terms. Only 
agents that are members of the same group may communicate, but agents can 
be members of several groups simultaneously. Thereby groups can be used to 
regulate, foster, or support the interaction of those agents within the group [15]. 
By complying to the AGR model we propose the agent architecture depicted 
in figure 1. For simplicity we have replaced the representation of the internal 

[Agents ^ ^ J ^ A G R > ' 4 " i 5 r ] < j j ^ > r ^ v i ^ ' ^ e ^ t " l 
' ) 

Fig. 1. The agent architecture with the addition of the AGR model. 

Belief-Desire-Intention(BDI) architecture with a box called BDI. There has been 
many approaches in the AI community for an agent architecture, but as BDI 
is far the most notorious and respected agent model it was selected. For an 
introduction to BDI see [16] and for a more elaborated explanation of how we 
specifically implemented the BDI box see [4]. 

2.3 Tool Changing Design 

If we decompose the result of a tool change we get the following results: (i) 
Change of obligations and responsibilities: a tool is a physical representation of 
a certain capability. Inherently an agent's capability is connected to a number 
of obligations and responsibilities which the agent should attend to with the 
certain capability, (ii) Change of mutual dependencies: when changing tool an 
agent should also change its surroundings expectations towards the agent and 
its own mutual dependencies. 

By implementing an AGR structure, we can model the change of obligations 
and responsibilities as a change of role. The other result of a tool change, change 
of mutual dependencies, can be modelled as a change of group, since a group 
is defined as a clustering of activity dependent and interacting agents. Hence, 
by letting an agent dynamically change which roles it play and which groups 
it participate in, it is able to change its tool throughout its lifetime and still 
maintain the proper collaborative links. 

3 Solving Human Intervention using User Interaction 
Theory 

So far, decisions that have to be made within the agricultural establishment 
have, to a high degree, been taken by the individual fanner. Hence, it is highly 
unlikely that he overnight wants to assign full control to the robots, and not at 
some point wish to overrule a robots decision or rework its strategies. 
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The notion of a user has been remarkably absent in the MAS literature. 
One of the reasons for this is probably that MAS are still far from having their 
true breakthrough both research and industry wise and, therefore, the need to 
represent the user has so far been minimal[17]. In this sjrstem, however, we 
can not ignore the user's perspective, as we see it as an inherent part in any 
agricultural process, independently of whether the robots are autonomous or 
controlled directly by a user. 

3.1 The Role of the User 

In almost every commercial software system the user will at some point wish 
to take control of, or at least alter, the system. In MAS, this can be done by 
enabling the user to change an agent's beHefs, desires, intentions and capabili
ties, both via normal agent interactions, but also due to other entry points to 
the agent, that only exist for the user. This enables the user to modify or re
place work processes, both directly by updating the intentions and capabiHties, 
but also by affecting beliefs and desires. In the next subsection we present the 
VOWELS paradigm, which recognises the user as an essential part of a MAS. 

3.2 The VOWELS Paradigm 

The VOWELS paradigm is a popular decomposition model that breaks down 
MAS into its constituent parts. The four basic bricks of the VOWELS paradigm, 
initially introduced by one of the coauthors in [18], are the Agents, the Environ
ment, the Interactions and the Organisations (A, E, I, O). In [19], the lack of 
a user representation is discussed as the user can hardly be described with the 
same terms as an agent, which result in the addition of a user(U). In addition 
to these bricks, the VOWELS paradigm is guided by a declarative principle, 
which states that a MAS wiU be composed of agents, environments, interac
tions, organisations and users: 

MAS^A + E^I-^O-^U (1) 

3.3 Human Intervention Design 

In order to model an agent in a realistic MAS we have to take into account 
the effects that the user can have upon an agent's beliefs, desires, capabilities, 
groups and roles. This leads to an extension of the agent architecture diagram, 
presented in figure 1, which by the addition of the VOWELS gives us the model 
depicted in figure 2. By enabling the user to modify an agent's role and/or 
membership of a group, the user is able to e.g. make a tool change and by 
modifying an agent's capabilities, beliefs and/or desires a new behaviour can be 
obtained. Thus, by complying to the VOWELS paradigm and acknowledge the 
user's part in a MAS, we obtain a system that provides the desired flexibility 
with respect to the intervention of a human user, and thereby we achieve a 
solution for the Human Intervention problem. In the next section we will explain 
how we implemented the two agricultural problems. 
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iC Agents 'fC^i^ AGR > ^ < ^ ^ D n ^ g S > f Enviromnen^] 

o -- ~--\ ^-^ 
Fig. 2. The agent architecture with the addition of the user. The VOWELS bricks, 
including the new U, are added to show them in a more pr€ictical context. 

4 Implementation 

To verify and e5q)eriment with the proposed solutions from section 2 and 3 for 
the Tool Changing and Human Intervention problem, three prototype platforms 
have been used. The software kernels used are the same on each of the platforms 
facilitating three different levels of realism: (i) AgroBOT: an advanced robotic 
platform developed by Bygholm[20], consisting of physical robots that can nav
igate in an agricultural field, (ii) LEGOBOT: a laboratory set-up developed by 
the Maersk Institute [21], that apply simple physical robots for simulation, (iii) 
SoftBOT: a virtual robot platform that is used as an abstraction of the two 
above listed robots and, therefore, allows for fast developing. 

The overall goal of the considered part of the AgroBots project is to develop 
the AgroBOT platform itself. However, in order to speed up development time 
and to facilitate experiments with alternative designs of strategies and tech
niques, the LEGOBOT and SoftBOT platforms were introduced, which is the 
focus of this paper. 

4.1 The Se tup 

The developed system provides an overview window that depicts the field and 
the agents within it, as visualised in figure 3(a). The agents are represented 
as squares with different colours according to their role and the agents' unique 
identification numbers are printed upon the squares, so that the user can identify 
the agents. The LEGOBOTs physically move upon a restricted area, whereas 
the SoftBOTs are projected upon the restricted area as squares with their 
unique Id number depicted in the middle. This construction is shown in fig
ure 3(b). 

4.2 Experimenting with Tool Changing and Human Intervention 

The AGR model has been implemented providing the agents with the organi
sational properties listed in section 2. Furthermore, the user is able to interact 
with the agents, through interaction agents(IA), both as an observer that is 
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(a) The LEGOBOTs and the Soft- (b) The LEGOBOTs and the SoftBOTs 
BOTs in the overview window. in their physical environment. 

Fig. 3. The virtual and physical environment, both containing black box-shaped 
obstacles. 

able to monitor the agent's internal state, but also as an active player that can 
dxange the agent's rolas and exchange plans dynamically. Plans are an inher
ently part of the BDI model, introduced in subsection 2.2, and can be thought 
of as a recipe for achieving a goal. 

The interaction agents are activated by clicking on an agent icon on the 
overview window and are so far able to do the following: (i) Show roles: the 
lA is capable of showing all roles that aa agent has the potential to be. That 
is both its active and none-active roles, (ii) Activ ate and deactivate role: the 
LA. activates and deactivate roles, (iii) Show plans: the lA shows the current 
plans that an agent currently possesses, (iv) Exchange plan: the lA dynamically 
exchanges plans to another agent. 

4.3 Last Words Regarding the System 

The developed system uses concepts from MAS frameworks such as JACK[22] 
(capabilities and plans) and MadKit[23] (AGR model), but also concepts which, 
to our knowledge, can not be found in any MAS framework today such as dy
namic exchange of plans and direct user interaction with agents' mutual depen-
dencie and responsibilities, which makes the system unique iu MAS context. 

5 Conclusion 

In this paper we have advocated the applicability of group-based role definitions 
for intelligent agricultural robots. Furthermore a representation of an user was 
introduced as an indispensable part of an agricultural system and MAS in 
general. To substantiate these claims two real world agricultural problems were 
implemented, namely Tool Changing and Human Intervention. This proved the 
AGR model to not only be of theoretical interest and that user interaction is of 
vital importance within AI applications. Allowing agents to change their roles 
and group memberships dynamically giv^ the agents the opportunity to adapt 
to change in their environment, or even to change their application domain. 
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whereby the system is not only appHcable for agricultural robots or alike, but 
also within areas with other characteristics. 

Most computer researchers agree that computer systems are going to be 
everywhere and will always be connected and active, referred to as pervasive 
computer sjrstems. The MAS approach has relevance to pervasive computing 
as they both rely on situatedness, openness, locality in control and locality in 
interactions. However, the MAS approach suffers from the absence of the human 
input and interaction, which is a core aspect of pervasive computing. We have 
proposed the VOWELS paradigm as a start and we beheve that the aspect of 
human interaction with MAS will become a major research area in the future. 
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Abstract. In this paper, a study for indoor channel modeling is presented for 
the millimeter frequency band, by using various configurations of multiple 
element antenna systems. A multi-ray model is proposed and verified through 
simulation process for capacity prediction of a high data rate wireless system. 
The proposed model utilizes the geometric characteristics of the environment, 
the angle of arrival and angle of departure of each one of the propagation 
paths, the antenna elements and their spacing. The results showed that the 
system capacity increases significantly if two or four elements are used at both 
terminal antennas instead of the basic SISO configuration. In order to 
accomplish major improvement in the data rates, a MIMO system at 60 GHz 
should operate within a range of 10 to 20 m in an indoor environment with the 
view of obtaining sufficient Signal to Noise Ratios. 

1 Introduction 

Multiple antenna systems and in general multiple input-multiple output (MIMO) 
systems are an optimistic technique for fiature wireless communications, valuable for 
overcoming the effects of multipath interference and thus giving capacity and 
spectrum efficiency. Over the last years, the force for wireless systems and in 
particular for mobile communications to deal with new services requires high 
capacity, robustness against interferences, privacy and accurate prediction of the 
reception signals, thus modeling of the propagation channel. The demand for data 
rates greater than 2 Mb/s up to 155 Mb/s are enormous and Wireless Broadband 
Systems (WBSs) are emerging rapidly. 

Please use the following format when citing this chapter: 
Moraitis, Nektarios, Vouyioukas, Demosthenes, 2006, in IFIP International Federation for 
Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 271-280 
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In millimeter wave frequencies the propagation modeling, apart from the known 
empirical models, can be realized based on geometrical optics using ray-tracing 
theory. In the 60 GHz region the diffraction phenomenon can be neglected, and the 
sum of the direct ray and the reflected rays is enough to describe the behavior of the 
propagation channel with great accuracy [1]. The modeling in extremely high 
frequencies poses the problem of the accurate description of the propagation 
scenarios at the wavelength scale (5 mm at 60 GHz). Hence the main target is to 
describe the main obstructions and the surfaces that affect the signal propagation. 
The description is not only in terms of the geometric characteristics of the 
propagation environment, but also in terms of the surface electromagnetic 
parameters (relative dielectric constant, losses etc) in order to extract the surface 
reflection coefficients. 

In this paper we present a multi-ray model in order to describe the signal 
propagation at 60 GHz in an indoor environment and to calculate further the capacity 
of the proposed MIMO system. In order to predict the performance of multiple array 
systems, the angle of arrival and angle of departure of each one of the propagation 
paths, jointly with the antenna elements and their spacing, were considered. The 
presented channel model is based on the assumption, that there are few dominant 
reflections of the signal - four single reflected plus four double reflected rays plus the 
direct component - consisting of a total of 9 rays. The propagation mechanisms are 
explained analytically whereas channel parameters, such as propagation paths and 
the corresponding gains of each path arriving at the receive antenna, are calculated. 

This paper is organized as follows; section 2 deals with the channel modeling 
and the proposed multi-ray model and explaining the mechanisms and the behavior 
of the signal propagation. In Section 3 an analytically description of the geometry of 
the environment under consideration is presented along with the simulation 
procedure of the proposed channel model, dealing with two different geometry 
scenarios. In Section 4, the results of the space-time channel model are presented 
taking into consideration the accomplishment of the capacity improvement (C > 1 
b/s/Hz), in order to evaluate the total throughput of the MIMO system. Finally, 
Section 5 is devoted to discussion and conclusions derived by the entire simulation 
procedure. 

2 Channel Model 

In order to calculate the capacity of a system with one antenna element at both 
terminals, the channel impulse response, h(T), between the transmit and receive 
antenna is a prerequisite. In case of a multiple input-multiple output (MIMO) 
configuration, which has Â^̂ ,̂ transmit antennas and M^ receive antennas the 
channel matrix has to be calculated [2]. The Nj-^xM^ channel matrix H{T) for a 
MIMO system denotes the impulse response h..{T), between they-th (j = 1, 2, ..., 
Nj^) transmit antenna and the /-th (i = 1, 2, ..., M^ ) receive antenna. One of the 
most widely used physical models to calculate the channel matrix H{r) is [3]: 
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^(^) = YJPI^R (^R,l' ̂ R,i ̂ T (^T,l»^T,l) (1) 

where L is the number of propagation paths, fij are the corresponding gains of each 
path arriving at the receive antenna, ^^, and Oj^, are the azimuth and elevation 
angles of a propagation path arriving at the receiver antenna, whereas ^j^j and ŷ,, 
are the azimuth and elevation angles of a path departing from the transmit antenna. 
The symbol * denotes conjugate transpose. Furthermore, ciji(^R,0]i) is the array 
response vector for a plane wave arriving from direction ^^, 0^ and aj.{(^j.,6j) 
represents the transmitter steering vector for the direction ^y,, Oj.. The model given 
by (1) is based on the assumption that there are few spatially well separated 
dominant reflectors in the far-field. For each dominant reflector one significant 
multipath is assumed. In the case of uniform linear arrays (ULAs) with spacing Ax 
at both transmitter and receiver antennas, and the elements placed along the x-axis of 
the propagation plane (shown in Fig. 1), the array steering and response vectors are 
given by: 

aj{(j)T,6j) = 1 
-y-^Ajccos(^)sin(^) -j—i^iNjx -l)cos(^ )sin(^r) 

(2a) 

^RiA^^n)-
-y-^Axcos(4)sin(^je) -J-—dM{Mnx -\)co&{^n)s\n{e^ ) 

(2b) 

where t denotes transpose, Nj^^^ and M ^ are the number of the elements at the 
transmit and receive antenna respectively and X is the wavelength (5 mm at 60 GHz). 
Equation (1) has also a matrix representation and is given by [3]: 

H(T) = A,{cl>KA)Hp4i^TA) (3) 

where A^(<fi^,Oj^) is an Mj^xL, and Aj,{(l>j,6j) is an N^^xL matrix respectively 
and both are given by: 

Ai4>R^^R) = [_^R{h,V^R,\) ̂ RiKl^^R,l) '" ^R(^R,L>^R,L)] (4a) 

Ai^T>^T) = [^T(A,l^^T,l) <^MT,2A,2) ••• ^MT,LA,L)\ (4b) 

where L is the number of propagation paths. In (3) Hp -diag{P^,p^,.,.,Pj^ is a 
Lx Z/ matrix that contains the gain of the each propagation path. Hence by using (3) 
we can calculate the l^^^ x M^ channel matrix H{T) , if we know the angle of 
arrival (AoA) and angle of departure (AoD) of each one of the L propagation paths, 
the antenna elements and their spacing. The power gains Pi (received amplitude) of 
each path can be calculated by using a multi-ray model which describes the signal 
propagation at a desired frequency. 

The multi-ray model is a general case of the two-ray model for more than two 
reflected components. The reflected components may exhibit single or double 
reflection from a plane surface. The reflection geometry can be described in the 
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horizontal as well as in the vertical plane as shown in Fig. 1. Hence, if we know the 
geometry of the environment where the signal propagates (length, width, height) and 
the surface reflection coefficients, the received power of each reflected ray could be 
determined as well as the AoAs and AoDs of each ray. The total received power can 
be calculated by the summation of Â  single reflected and M double reflected rays 
given by [4], [5]: 

P=4K 
1 N u M R ' R 

do /=i ^/ M dj 
(5) 

where d is the horizontal separation between the transmitter and receiver, d^ is the 
path length of the direct component and d., dj are the path lengths each of the / 
single andy double reflected rays. Moreover, R. is the reflection coefficient of / 
single reflected ray whereas Rj^, Rjf, are the reflection coefficients of they double 
reflected rays on a and b reflecting surfaces respectively. Finally A .̂ =27rAl./A 
and A^j = 2;rAlj / X are the phase differentials between the direct and the reflected 
rays with A/, and A/. the differential path lengths between the direct and the / single 
andy double reflected rays, and X is the wavelength. The factor AT is a constant that 
incorporates the transmitted power, antenna gains etc. From (5) the total received 
power ŷ  at a given distance d between the transmitter and receiver can be 
calculated. The power of each one of the reflected arrays p^ can be easily calculated 
and the total number of paths Z/=M+AH-1. Hence, knowing the path gains the AoDs 
and the AoAs of the reflected rays from (5), we can determine the N^^ x M ^ 
channel matrix E(f) by substituting (2a), (2b), (4a) and (4b) in (3). 

Finally after calculating the channel matrix of a Nj^ x M ^ system, its capacity, 
assuming a channel unknown to the transmitter, can be easily obtained as a function 
of the signal to noise ratio (SNR), according to the relationship [2]: 

C = log2 det 
^ E, 

N N 
V +Tr^fi" (6) 

where /^^ is a unitary M ^ x M ^ matrix, E^ I NQ is the SNR, Nj,^ stands for 
the transmitter antenna elements and * denotes conjugate transpose. The capacity is 
referred as the error free spectral efficiency, or the data rate per unit bandwidth that 
can be sustained reliably over the MIMO link. Thus given a bandwidth W Hz, the 
maximum achievable data rate over this bandwidth using the MIMO channel will be 
JVC b/s. 

3 Simulation Procedure 

The simulation environment is a corridor with dimensions 30 x 1.75x2.80 m̂  as 
shown in Fig. 1. The left and right wall surface is made of brick and plasterboard 
with wooden doors every 3 m but in order to simplify the simulation procedure we 
assume the surface as a uniform wall, made of brick and plasterboard with its 
dielectric characteristics given in Fig. 1. The floor is made of concrete and covered 
with marble, whereas the suspended ceiling is made of aluminium sheets, holding the 
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fluorescent light tubes. Furthermore, all the material characteristics are provided as 
well as the propagation geometry and the terminal positions. Each terminal it is 
assumed to have one, two or four elements with Ax: spacing orientated along the x-
axis of the propagation plane as illustrated in Fig. 1. 
In order to simplify the simulation procedure and reduce the calculation time we use 
in (5) four single reflected (N=4), plus four double reflected (M=4) rays plus the 
direct component (9 reflected rays in total). Hence, Hp will be a 9x9 matrix, 

Aj^{(j)j^,6p) , a Mj^ x9 matrix, and Aj{^j.,6j.),2i N^x x9 matrix respectively. 

Ceiling; furred ceiling made of aluminum 

Boar, concrete covered with marble 

Tx' Rx Horizontal SeparaUon 

Left Wai l : light wall made of brick and plasterboarxi 

/ \ 

'rxm4 

X 

/^^ • ^ \ 

\ 
\ 

\ 

^ ^ \ / " ^ 
\ 

\ 

^x^f 

/ / 
^ / / / 
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— • Single Reflection 

— * • Double Reflection 

X: Tx distance from the right vertical surface 

y ; Rx distance from tlie right vertical surface 

h,: Tx height 

h, : Rx height 

Fig. 1. Simulation environment, propagation geometry and material dielectric characteristics. 

Some additional assumptions are: 
The diffraction is not taken into account, since at 60 GHz the phenomenon is 
almost negligible and the diffracted power does not contribute to the total 
received power. 
The non-uniformities of the surface materials in indoor environments are such 
that the produced scattering has not a substantial contribution to the received 
power. 
The most significant contribution is from the 9 rays previously reported. Further 
reflected rays are not taken into account since their contribution to the total 
received power is insignificant. It has been shown [4], [5] that 9 rays in total can 
describe with great accuracy the signal propagation in the specific environment. 
Only second order reflections are taken into account, since third or fourth order 
reflections, especially at 60 GHz, are negligible contributors to the average 
power. 
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• Atmospheric propagation losses are not taken into account since in indoor 
environments the attenuation is very small (11.6 dB/km) [6]. 

During the entire simulation procedure vertical polarization is assumed. Hence, 
for the rays reflected from vertical walls we use the perpendicular reflection 
coefficient (R^^ ), whereas for the rays from floor and ceiling surfaces we use the 
parallel reflection coefficient {R^w)- ^^^^ reflection coefficients are given in [7]. In 
the reflection coefficient equations the complex dielectric constant [7] is given by 
s = s^ -J60crA where s^ is the relative dielectric constant of the reflecting surface, 
or is the conductivity of the surface in Siemens/m and X is the wavelength. The 
values of s^ and cr are given in Fig. 1 [8], [9]. 

We consider two different scenarios regarding the terminal positions at the 
propagation environment. At the first scenario (SI) we assume /j, = 1.5 m, /?;.= 1.35 
m, X = 1.25 m and y = 0.5 m. At the second scenario (S2) the inputs are hf = 2.5 m, h^ 
= 1.5 m, X = 0.875 m (center of the corridor) and y = 0.5 m. At both scenarios the 
element spacing Ac in (2a) and (2b) is taken 2X or 1 cm. Furthermore, at each 
scenario we considered three different antenna configurations; one element at both 
terminals (SISO system), two elements at both terminals (2 x 2, MIMO system), and 
four elements at both terminal antennas (4x4 MIMO system). 
Finally, the simulation is conducted with MatLab script, using 9 rays in total. The 
channel matrix described by (3) was calculated for each predetermined scenario and 
for the three different antenna configurations. Then substituting the channel matrix 
H(T) in (6), the capacity of the channel in b/s/Hz was calculated as a function of the 
desired signal to noise ratio. 

4 Results 

For an efficient system that operates with more than one element antennas, is 
required to fulfill C > 1 b/s per unit bandwidth. Fig. 2 presents the capacity for a 60 
GHz system as a fiinction of the SNR derived by the aforementioned simulation 
procedure. The first scenario has been considered (SI), whereas the distance between 
the transmitter and receiver has been selected 10 m and 20 m. It is clear that the 
capacity increases if the antenna elements are increased for a given value of SNR. 
For example if we select 10 dB SNR and 10 m distance, the capacity increases from 
3.5 b/s/Hz for a SISO system to 8.4 b/s/Hz for a 2 x 2 MIMO and up to 26.6 b/s/Hz 
for a 4 X 4 MIMO system. In other words by using four elements at both terminals 
we can almost multiply by eight the data rate per unit bandwidth relative to SISO 
system at the frequency of 60 GHz. If we increase the distance (20 m) from Fig. 2b 
we observe that for a 10 dB SNR the capacity is 3.5 b/s/Hz for a SISO system, 8.8 
b/s/Hz for a 2x 2 MIMO and 14.6 b/s/Hz for a 4x 4 MIMO system. The efficiency 
of the system is lower at greater distances since the propagation losses at 60 GHz are 
significant. 

Fig. 3 presents the capacity for a 60 GHz system as a function of the SNR for the 
second scenario (S2). For a 10 m distance, and a 4x4 MIMO system with 10 dB 
SNR the capacity drops from 26.6 b/s/Hz to 14.6 b/s/Hz. In average, the capacity 
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increases 3.4 b/s/Hz if we lower the transmitter, regarding all the antenna 
configurations. 

Capacity Evatuation (d^x^vr 10 m, i x * 2^) 
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Fig. 2. Capacity as a function of SNR for the first scenario (SI) and two different distances 
between the transmitter and receiver, (a) 10 m and (b) 20 m 

According to [10] the systems that operate at 60 GHz will be a part of fourth 
generation systems (4G) and may feature transmission rates up to 155 Mb/s 
especially in an indoor environment. In Europe two frequency segments having a 
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bandwidth of 1 GHz have been allocated around 60 GHz. This will give the 
capability to allocate channels up to 100 MHz for the users [11]. 

Capacity Evaiuatiort ( d ^ j , ^ = 10 m, i x = 2A) 
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Fig. 3. Capacity evaluation as a function of SNR for the second scenario (S2) and two 
different distances between the transmitter and receiver, (a) 10 m and (b) 20 m. 

According to this, having a 100 MHz bandwidth available and combining the 
results derived by the simulation procedure, we can achieve an explicit transmission 
rate of 2.7 Gb/s for a 4 x 4 MIMO system with 10 dB SNR at a distance of 10 m 
from the transmitter for the first scenario (SI). For a 20 m distance the rate will be 
1.5 Gb/s. For the second scenario (S2) the achievable rates are 1.5 Gb/s at 10 m and 
1.1 Gb/s at 20 m from the transmitter respectively. It is evident that in order to 
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realize a major improvement in the data rates, a MIMO system at 60 GHz should 
operate within a range of 10 to 20 m maintaining low SNR (10 dB at least in order to 
double the data rate per unit bandwidth relative to SISO system). 

In [12] wideband channel measurements were performed in the same corridor, 
transmitting a bandwidth of 100 MHz. The results revealed that the channel exhibits 
frequency selective characteristics. The coherence bandwidth that determines the 
performance of a digital system was found 22.48 MHz for 90% correlation and 54.11 
MHz for 75% correlation respectively. This is the useftil bandwidth that one can 
achieve the maximum potential data rate without coding (22.48 Mb/s or 54.11 Mb/s). 
Based on this if we apply a 4 x 4 MIMO system with 10 dB SNR at a distance of 10 
m from the transmitter for the second scenario (S2), the feasible rates will be 327 
Mb/s (for 90% correlation) and 788 Mb/s (for 75% correlation). The data rate is 
increased significantly. For a 20 m distance the rates become 241 Mb/s and 581 
Mb/s respectively. 

5 Conclusions 

This paper presented a simulation procedure in an indoor environment at 60 GHz in 
order to evaluate the capacity by using multiple element antennas. Different 
scenarios were evaluated and compared. It was found, that the system capacity 
increases significantly if two or four elements are used at both terminal antennas 
instead of the basic SISO configuration. Furthermore, it was observed that in order to 
realize a major improvement in the data rates, a MIMO system at 60 GHz should 
operate within a range of 10 to 20 m with the view of maintaining low Signal to 
Noise Ratios. Efficient capacities, that would at least double the data rates per unit 
bandwidth relative to a SISO system, can be obtained while the volume of SNR 
maintaining equal and over 10 dB. 

The main target as a future work is to extent the channel model and thxis the 
simulation procedure in different environment types, applying different antenna 
configurations. Also, SIMO and MISO configurations will be investigated, 
incorporating different element number, positions and spacing. 
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Abstract. Steady state contingency analysis aims at the assessment of the risk 
certain contingencies may pose to an electrical network. This is a particularly 
important task of network operators, especially as network stability issues 
become of prime importance in the current era of electricity deregulation. The 
article focuses on the analysis of experimental data that are produced through 
operating point simulation, contingency application, machine- learning cross 
validation (based on pre-contingency network index selection algorithms) to 
point out the "nature" of given contingencies. Experimental statistical results 
of contingency prediction and selected network state indicators are translated 
to electric network data in an effort to further interpret the "nature" of each 
contingency and produce effective predicting algorithms that support 
operators. 

1 Introduction 

Application of machine learning techniques to security assessment of electrical 
networks has been proposed by many researchers [1]. In this paper we discuss the 
process of simulating many different operating points (OPs) of a network through 
the variation of three parameters: the load level, the unit commitment and the 
network topology [2]. The idea of training of machine learning algorithm on a per 
contingency basis for subsequent contingency predictions using a preclassified 
learning set (LS) of operating states or operating points (OPs) is described in detail in 
[3]. 

In this paper, a more extended contingency analysis study is presented, where the 
contingencies examined can be classified in groups of interest. Experimental data 
demonstrate that combinations of contingencies tend to produce behavior of 
incremental nature in what concerns their predictability when machine learning tools 
are used. It can also be assumed that the consequences a contingency may entail to a 
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network may be reflected on the information value of the active or reactive power 
network indices calculated at pre-contingency times. Sensitivity analysis results 
about various machine learning algorithms implemented as well as various training 
to testing split quotas, also lead to interesting results, showing a per contingency 
consistency in predictions. Experimental results also show that for every contingency 
to a certain extent the predictive powers of the machine learning tools are influenced 
by the distribution of the prediction classes in the training data set. 

2 The experimental environment 

For the needs of our study the electric network of the Greek island of Crete has been 
used. fig. 1(a). 

The ElcctrlcalNttHork or UiB Greek Island nf Crete 

linn \ tiLi ^ a ^ 
=fff|_ 

Classified coniigency outcome applied on 1031 OPs 

I g No Conversion a Violations p Innocent ] 

Fig. 1. (a) The electrical network of Crete, (b) The effect of the 15 contingencies studied on 
the 1031 Operating Points of the network of Crete. 

Screened simulated variations in network connectivity, load level and generation 
plan lead to diversified Operating Points {OPs) that are representative of possible 
states of the electric network. The experimental environment of the simulated OPs 
considered 22 scenarios of line outages. 10 load levels were considered during OP 
simulation ranging from full load scenario to 70% of it. Also 6 different generation 
scenarios were appHed. Thus 22x10x6=1320 OP scenarios were simulated, 1031 of 
which were violations free and were saved in the OP repository. Subsequently, 15 
line outage events, defined as contingencies under study, were applied on the 1031 
simulated OPs, 

The effect of contingencies on the OPs was classified in three discreet categories 
"innocent", "non-conversion" and "violations". The classification of the contingency 
outcome for all OPs is depicted in fig. 1(b), which demonstrates that there are 
potentially dangerous (Cg to C15) and harmless (C2, C4, C5 C7) contingencies. The 
contingency effect distribution to classes varies. The questions set focus on the 
predictability of the effect of these contingencies in relation to selected network 
characteristics, automatic learning algorithms used and training to testing data split 
quotas. 
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3 A study on feature selection 

For most machine learning algorithms that are insensitive to feature redundancy, the 
selection of additional features will always lead to improvement (even marginal) of 
the performance achieved, no matter the computational overhead. For instance C4.5 
deals remarkably well with irrelevant and redundant information, which is why 
feature selection has generally resulted in little if any improvement in its accuracy. 

In the paper we assume that feature selection algorithms can be applied on the 
contingencies we study in a "reverse engineering" way, outlining the electrical 
behavior of the contingencies. For our study, we combined results out of five 
different feature selection algorithms and searching methods, included in [4]: The 
CfsSuhsetEval algorithm selects a number of the most prevalent features while the 
Wrapper Subs etEval, the InfoGainAttributeEval and the GainRatioAttributeEval 
algorithms rank all available features according to their predicting powers. 

In our study, from a total of 19 candidate features the most prevalent features of 
the selection algorithms were split into two sets of importance marked in common 
with " 1 " and "2" (the most significant ones - selected by both BestFirst and 
RandomSearch CfsSubSetEval algorithms). Corollary, the eight most significant 
features were selected using these algorithms and marked with " 1 " and "2" (the most 
significant features). The results from all algorithms were marked in an aggregate 
table on a scale 1 to 4. 

Typical examples of the features of this table (that refer to pre - contingency 
application saved OPs network indices) are: 

• PMarginl,2,4: Active power margins. Calculated over PI = ^W^ 

values ofn equal to 0.5, 1 and 2. [3], [5], [6], [7], [8] 

L rr.\'" El for 

m f r^ \^" a 
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. i J 
QMarginI,2,4: Reactive power margins. Calculated over QI = /W^ 

»=i 

for values ofn equal to 0.5, I and 2 respectively [9], [4]. An extensive discussion 
of indices that can be used for this problem is included in [10]. 
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Table 1. Results from all features selections algorithms used marked in a scale of 1 to 4 (the 
most significant ones) 
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This way, for every contingency, four significant sets of features are formed. 
Features marked with "^" named ''red' areas (the most significant ones), with "5" -
''orange'' areas, with "2" - "green" areas and with "/", "grey" areas (the less 
significant ones). In our study, the following sets of features were considered for 
cross validation contingency analysis: 
• "Red' features. 
• "Red' and "orange" features. 
• "Red'^ "orange" and "green" features. 
• "Red', "orange", "green" and "grey" features. 
• AH available features. 

So, our proposed strategy consists of experimenting with the "most significant" 
sets of features, gradually enriching them with the "less and less significant" ones, 
ending up using all available features, no matter the redundancy. The proposed 
technique is usefiil for assessing the trade off of the enlarging set of features to the 
computational overhead. Like this, a "threshold" of features can be set for every 
examined contingency. 

4 Experimental results 

For all planned experiments and contingencies applied on the simulated OFs, the 
data were split in 70% - 30 % machine learning training and testing sets respectively 
and 40-fold cross validations were carried out, considered enough for avoiding bias. 

The following machine learning algorithms were implemented: J48 (C4.5 
Decision Trees) [11], NNge (Nearest Neighbor with Generalization) [12], BayesNet 
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(K2, B Bayes networks) [13], MLP - MultilayerPerceptron [14]. The main 
conclusions of the study are: 

• The NNge algorithm for all chromatic areas achieves the best predictions and 
exhibits the least diversions per chromatic area. Best predictions are then attained 
by the J48, the MLP and the BayesNet algorithms, (fig. 2(b)) After NNge, the 
BayesNet and the J48 algorithms also exhibit smaller diversions per chromatic area 
than the MLP algorithm, (fig. 2(a)) 

• Fig. 5(b) shows that for the BayesNet, the J48 and the NNge algorithms the orange 
area can be considered as a significant threshold set of features combining a 
relatively high predictability with a rather restricted set of features. 

The MLP algorithm exhibits a rather "greedy" behavior in what concerns 
extending chromatic areas of features (fig. 2(b)). 

On the contrary, the BayesNet algorithm for the orange area reaches its highest 
predictability further addition of features deteriorates its predictability (especially 
when all features are used). Langley and Sage [15], elucidate this behavior of the 
Bayesian algorithm mentioning that the predictability of the Bayesian algorithm is 
improved when redundant features are removed. This property of the Bayesian 
algorithm shown in fig. 2(b), supports our assumption of considering the orange 
area of features as a threshold set of features. 

• It was also found that on a per contingency basis, for all chromatic areas and 
machine learning algorithms applied, the predictability of each contingency, when 
compared to the predictability of another contingency, it tends to fluctuate in a 
similar way. Thus, contingencies Ci to Cg tend to exhibit higher prediction rates 
and lower percentile correct prediction spread rates, while this does not seem the 
case for contingencies C9 to C15. 

Red to Grey area Data Set Prediction Spreads per Contlngericy and Algorithm 
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Fig. 2. (a) Maximal averaged percentile correct prediction spread rates among all chromatic 
areas for the ML algorithms (b) 15 Contingency averaged percentile correct prediction rates 
per chromatic area of data (including all available features) for the ML algorithms 

We assume that these permanent fluctuations in the predictability of all 
contingencies depend on the "/?a/wre" of each contingency. Attempting to further 
interpret the role of the "nature" of a contingency, we presume that it can be 
explained in statistical and electrical terms. 
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In statistical terms, we suppose that the distribution of the outcome of the 
application of a contingency for all 1031 OPs to the classes ("Innocent", 
"Operating violations" and "Non conversion of the power flow algorithm") is 
related to the predictive powers of the machine learning algorithms. This relation 
is investigated next. 

For this reason, we calculate the standard deviations of the class distribution 
outcomes of each contingency (fig. 1(b)). Provided that the standard deviations of 
all contingencies fluctuate between the values 93.11 to 566.91, dividing them by 6, 
we transform them in a percentile scale. Considering the best prediction curves for 
the NNge and the J48 algorithms, we also transform the data on a percentile scale 
using the transformations J48'(i) = (J48(i) -Min{J48(l) .. J48(I5)})''I0+2 and 
NNge' = (NNge(i)-Min{NNge(l) .. NNge(15)}) "^10+5, where the index i refers to 
any of the 15 contingencies. Then, the average of the J48' and AWge' prediction is 
considered. All transformations are depicted in fig. 3. 

Comparing the Std and the AVG curves of fig. 3 for all 15 contingencies, we 
observe that the initial distribution of the effect of the contingencies to the network 
is related to the achieved prediction rates of the machine learning algorithms. This 
can be considered the statistical explanation to the nature of a contingency. 
Statistical analysis correlation coefficient p was found equal to 0.9605, 
demonstrating a strong correlation between these two curves. 

5 Discussion of the Results 

A rough electric profile of a contingency can be easily outlined through the 
contingency application outcome class distribution, as well as through the ranking of 
the most significant network indices - or machine learning features - that the feature 
selection algorithms indicate, see Table 1. 
This way, fig. 1(b) provides a contingency outcome overview, enabling a general 
contingency risk assessment; while the view included in Table 1 supports an electric 
interpretation of the results. 
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Fig. 3. 15 Contingency linear transformations of the class distribution outcomes standard 
deviations (fig. 2), versus the transformed J48' ̂ nd NNge \ all features predictions. 

Indeed, the most significant features can characterize a contingency as potentially 
harmful to the active power level, or the reactive power level / voltage profile, or 
both. So, when most significant network indices such as the ''MVAFlow'\ 
''MVAFlowDivRaf\ the 'TVIndex" or the ''Pmarginl,2,4'\ are selected, then the 
contingency can be considered as potentially harmful at the active power level. 
When indices such as the ''VoltStabIdx'\ the ''QVIndex'\ or the ''QMarginl,2,4'' are 
selected as the most significant ones, then the contingency can be considered as 
potentially harmfiil to the reactive power / voltage profile level. When mixed indices 
are selected, then we can suppose the contingency exhibits a mixed behavior. 
If we try to provide an electrical explanation of results such as prediction rates, most 
significant selected features and contingency distributions, we have to refer to the 
contingency definitions themselves. 
Useful conclusions can come out of such an approach: 
Contingencies C9 to C15 include the MVAFlow and MVAFlDivRat features in the red 
area (containing the most significant features), while PMargin! and PMargin4 
features are included to subsequent orange and green areas. We can so consider these 
contingencies as potentially harmful to the active power level. From fig. 2, we can 
also observe similar contingency output distributions. If we refer to the contingency 
definitions, (fig. 1) we can conclude that the line (6,11) outage, that is common to all 
C9 to Ci5 contingencies leads to active power level problems. 
Corollary, contingencies like the C2, C5 and C7 indicating more significant features 
such as the TotalQGen, VoltStabldx, QMarginl and Qmargin4 can be considered as 
contingencies potentially harmful to the reactive power / voltage profile level. 
Contingencies as Ci and C4 exhibit a rather mixed behavior. 
Experimental results indicate an incremental effect in what concerns the behavior of 
certain line outages (contained in certain contingency definitions). Thus, certain 
contingencies can be characterized by the cumulative effects of the line outages they 
contain. 
For instance contingency Ci, that is a one-line outage contingency - (line (2, 4)) -
causes ''Violations'' for 31% of OP cases, (fig. 2). On the contrary, the one line 
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outage contingency C2 - (line (4, 6)) - results in ''Violations'' for less than 4% of the 
cases. 
We can suppose that Ci is more dangerous than C2, no matter if both contingencies 
are neighboring ones, (having bus 4 in common). Indeed, if we refer to the base case 
scenario, line (2, 4) transmits 100 MW, while line (4,6) 42 MW. 
Contingencies Cg and C? are generalizations of Ci and C2 respectively, including the 
(6, 7) line outage too. This is also the case for contingencies Cio and Cn that are 
generalizations of Ci and C2, including the (6, 11) line outage too. 
According to fig. 2, as expected, Cg is more dangerous than C7 as well as Cio more 
dangerous than Cn. This partially explains the role of the ''nature'' of a contingency 
that also lies in the role of every outaged line as constituent part of a contingency. 
Prediction rates are also lower for more dangerous and in a way more difficult to 
predict contingencies. So, predictions for Ci are lower than C2, as Cg are lower than 
C7, while in what concerns contingencies Cio and Cn, the differences in predictions 
are rather small. 

6 Conclusions 

Experimental results discussed in this article lead to interesting conclusions: 
Graphical visualization of populations of features shows aggregation of outcome 
classes to Gaussian regions of interest and proves very helpful for contingency 
analysis. This applies to the distributions of the outcome of contingencies (fig. 2), as 
well as to the outcome per network index used. 
BQst feature selection algorithms tend to point out to the most significant power 
transmission indices and / or voltage profile indices, automatically sketching out the 
nature of a contingency. 
The role of the nature of a contingency has been investigated. This is partially 
explained in statistical terms such as the contingency application outcome class 
distributions, the selected sets of features (chromatic areas) and the machine learning 
algorithms used. In electrical terms the role of constituent elements of each 
contingency has been analyzed, such as single line outages contained in contingency 
definitions, and the incremental effect of multiple components outage. 
Experimental results lead to different sets of features that are suitable for predictions 
of each contingency. A threshold can be set between the number of features and the 
improved predictions trade-off Machine learning tools and feature selection tools 
can be helpfiil at such a quest, also outlining the expected performance of classes of 
contingencies from a machine learning perspective. 
The predictions have been checked against various training to testing data split 
quotas and exhibited high prediction rates for all cases, as well as common behaviors 
on a per contingency basis. Similar behaviors have been identified during data set 
feature selection analysis, machine learning tool selection analysis and data set split 
quota analysis. An optimization of all these factors on a per contingency basis can 
lead to improved predictions for steady state machine learning contingency analysis. 
For the majority of the experiments carried out the nearest neighbor algorithm seems 
to achieve the best results. Generalizing, we can conclude that the application of 
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instance based learning algorithms to static electric contingency analysis problems 
presents advantages. 
The reported study combined machine leaming techniques with statistical modeling, 
proving that such approaches are suitable for hard engineering applications in such 
fields like electrical networks analysis and operation. 
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Abstract. Identifying people and tracking their locations is a key prerequisite 
to achieving context-awareness in smart spaces. Moreover, in realistic context-
aware applications, these tasks have to be carried out in a non-obtrusive 
fashion. In this paper we present a set of robust person identification and 
tracking algorithms, based on audio and visual processing. A main 
characteristic of these algorithms is that they operate on far-field and un-
constraint audio-visual streams, which ensures that they are non-intrusive. We 
also illustrate that the combination of their outputs can lead to composite 
multimodal tracking components, which are suitable for supporting a broad 
range of context-aware services. In combining audio-visual processing results, 
we exploit a context-modeling approach based on a graph of situations. 
Accordingly, we discuss the implementation of realistic prototype applications 
that make use of the full range of audio, visual and multimodal algorithms. 

1 Introduction 

The emerging Ubiquitous Computing paradigm aims at exploiting casually 
accessible sensors, devices and networks to transparently provide computing 
services, regardless of time and location of the user [1]. A core characteristic of 
ubiquitous computing environments is context sensitivity, which refers to the ability 
of ubiquitous devices/systems to react to their environment and adapt their behavior 
accordingly [2]. To this end, ubiquitous computing services are essentially context-
aware, since they acquire and process information about their surrounding 
environment. This information is derived implicitly, without requiring end-users to 
provide explicit input. There are several approaches to derive implicit information. 
As a prominent example there are tag-based approaches, where tags are read to track 
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objects and infer context [3]. Another approach is the wearable computing paradigm, 
where sensors and customized input-output operations are used to instrument 
humans [4]. Context-awareness can be also realized in smart spaces [5], which 
leverage sensors and effectors to achieve natural interaction between the humans and 
the environment. 

In this paper we emphasize context-awareness in smart spaces. Context 
derivation in smart spaces relies on sophisticated audio-visual processing algorithms, 
which leverage audio and video sensors to derive context. For example, audio 
processing may be used to derive the location of speakers (i.e. acoustic localization). 
Similarly, processing of video streams can be used to track people location (i.e. 
visual person tracking), to detect faces (i.e. face detection), as well as recognize 
people (i.e. face recognition). A key challenge for these audio-visual processing 
algorithms is that they should be as non-intrusive as possible, which is in-line with 
the unobtrusive human-centric nature of context-aware applications in smart spaces. 
The audio and visual processing techniques introduced in this paper are aligned to 
this requirement, as they operate on far-field and un-constraint audio-visual streams. 
Hence the operation of the proposed algorithms does not require that human actors 
are under specific lighting conditions or have a particular orientation. 

Another challenge is to combine context cues from both audio and video signal 
processing towards identifying more complex contextual states. Non-trivial context-
aware applications need to identify composite situations based on combinations of 
elementary context cues about people identity and location, as well as context from 
other sources (e.g., sensors, other perceptual components). Along with the 
audiovisual processing algorithms, we also illustrate a context modeling approach 
for fusing context from these algorithms. This modeling approach is based on a 
graph of situations defining the situation of interest and the allowed transitions 
between them. While this approach is quite static, it can enable a wide range of 
context-aware applications, for example, relating to support for meeting and 
conferences, as well as security and surveillance. As prominent examples, we 
illustrate the implementation of context-aware actuating services, group activities 
recognition and memory aids in the scope of lectures, meeting and conferences. The 
rest of the paper is structured as follows: section 2 presents algorithms for deriving 
context based on far-field visual processing, while section 3 elaborates on audio 
processing algorithms for speaker localization and tracking. Section 4 illustrates our 
context modeling approach based on the network of situations techniques. Section 5 
discusses some real-life prototype applications that leverage both the presented 
algorithms and the introduced situation modeling technique. Finally section 6 
concludes the paper. 

2 Visual Processing 

The block diagram of the visual system is shown in Fig. 1. It comprises a detector 
that operates on video streams and a recognizer that provides the identity of the faces 
detected over a time interval. The detector begins with a tracker that segments the 
bodies from the video streams. This is based on Stauffer's [6] adaptive background 
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estimation. Compared to a static background, the adaptive approach fades into the 
background lighting variations and furniture movements. This is coupled with a 
shadow detector [7] to get rid of shadows that deform the extracted body shapes and 
cause false alarms of target collisions. In order not to fade the bodies into the 
background when the people remain stationery, the gated approach of [8] is used to 
treat the found bodies as targets and the region around a target in a frame as a gate, 
i.e. as the region where it is expected to find the target in the next frame. Should the 
background adaptation fade an immobile body by diminishing the foreground pixels 
inside the gate, the target is not lost; the estimated body position and the gate remain 
the same as in the previous frame. 

Tracker -> 

Detector 

Head 

detector 

~> Eye 

detector 

-> Face [• 1 
normalizer 
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1 ' 
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Frontal 

verifier 

Face 

recognizer 
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^ Classifier 

^ confidence ^ 

Confidence 

estimator 

ID. 

-> Weighted 

voting 

Fig. 1. Block diagram of the complete face detection and recognition system 

Target collisions are handled both while they occur, and after they finish. The 
former is important for smart room applications, where people can be collaborating 
for some time and have their targets overlapping. At collisions, the involved targets 
are merged into a super-gate, in which the known number of bodies is sought. 
Handling during collision is the attempt to keep the targets approximately separated 
using ^-means. When a collision finishes, it is important not to swap the tracks, since 
face recognition is based on each track. This is done by matching the 2D histogram 
of normalized red and green color components of each of the post-collision targets to 
those of the pre-collision targets. 

Heads are detected by processing the outline of the body. The derivative of the 
width of the body as a function of its height at shoulder level increases significantly, 
indicating the beginning of the head. This approach fails at profile views and at Bent-
over bodies; in those cases just a fixed percentage of the body height over width is 
passed as head, usually resulting to overestimated head regions. This degrades both 
the speed and the accuracy of the eye detector that follows. The latter is not very 
troublesome, as profile faces are useless for recognition. 

The eye detector operates inside the head region. The approach followed is based 
on vector quantization of the colors and face geometry constraints. Since thick, 
raised hair with highlights deteriorates detection performance, the face region inside 
the head is estimated by processing the edge image of the head region (Fig. 2.a). The 
vertical and horizontal sums of pixels in the edge image drop rapidly outside the face 
region and the face is finally confined within sums that are above 85% of the sum 
means across every direction. The colors of the pixels of the face are vector-
quantized to 6 colors, to identify distinct regions inside the face (Fig. 2.b). Properties 
of the regions are used to identify eye candidates. The properties related to color are 
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brightness and resemblance to human skin. The latter is evaluated using the human 
skin color histogram of [9]. Both these quantities should be low, since, at the 
targeted resolution, eyes usually are a blur. The properties related to shape are the 
extent and the roundness of the regions. Finally, the properties related to face 
geometry are the center locations of the regions, which are mildly constrained inside 
the head region. These constraints can lead to misses at profile views, but this is not 
troublesome, since profiles are not useM for recognition. The eye positions are 
estimated by searching for the darkest spots near the candidate region centers. Based 
on them, the faces are normaUzed to standard size. Eye detection errors of more than 
10% of the eye distance usually result to misclassifications. Only smaller errors are 
regarded a hit. The hit rate as a function of eye distance increases abruptly in the 16 
to 18 pixels range. Hit rates below 30% for eye distances close to 10 pixels are not 
unexpected; one pixel of error is not unusual for human annotators! As expected, the 
RMS eye detection error relative to the eye distance drops as the face resolution 
increases. 

20 40 60 80 100 

(a) (b) (c) 

Fig. 2. Eye detector, (a) Estimation of the face inside the head region, (b) Regions after vector 
quantization, (c) Body, head and eyes 

The recognizer is based on the PCA+LDA combination [10]. Even though there 
are methods less sensitive to eye detection [11], these are much slower and hence not 
suitable for real-time operation. The system is trained to recognize 16 people. This is 
a reasonable number for smart room applications. Although intensity preprocessing 
helps under illumination changes [10], it is destructive under pose and expression 
changes [10], so it is not used. To account for the effect of imperfect eye detection 
[11], the manually annotated eye positions of the ten training faces per person are 
deliberately perturbed to every one of their eight neighbors, in total creating 81 
training faces form every original one [8]. This produces an RMS eye perturbation of 
2% of the eye distance, effectively matching the training and testing conditions. 

After recognition, each detected face is associated with an identity ID and two 
confidence values fFandD. ^ i s the confidence the classifier has about the decision 
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that person k^ is the best-matching, compared to the second-best, ATJ . This can be 
expressed as the ratio of the distance c/2 of the testing face from the center of k2, 
over its distance d^ from the center of k^: 

W = djd, (1) 
D is related to the certainty of the system that the face is frontal. This can be 

expressed as the Distance From Face Space (DFFS) [12] when the projection is done 
on 12.5% of the eigenfaces with the largest eigenvalues. PTand D are combined into 
a single confidence value C as: 

C = W^-2-''^'^'" (2) 
As the detector is not perfect and suitable faces are not always available, the 

system accumulates identities and confidences over some time interval T and fiises 
them into a single identity using the sum rule [13]. This decision fiision scheme 
renders the system very robust to eye misalignments and pose changes. The system 
is tested two months after training, with three videos per person, using three different 
camera zoom settings. As a result the eye distances are between 8 and 28 pixels. 
Even though 57.8% of the individual recognitions failed, the system always yields 
the correct identity from on average the 2"^ frame onwards, as the average of the sum 
of the confidences of the correct decisions is 72%. The proposed visual system 
processes 20 faces per second on an Intel Zeon at 2.8GHz, with 2Gb of RAM, SUSE 
9.3 Linux and using the Intel IPP libraries. 

3 Audio Processing 

The processing of audio streams provides a set of fimctionalities that facilitate the 
localization, recognition and context interpretation problems. For the purposes of the 
present work we restrict our analysis to the Audio Source Localization (ASL) 
system. Collection of audio data is performed using a total of 80 microphones 
located in different places inside the acoustic enclosure and organized in different 
topologies. More analytically, there is a 64 channel linear microphone array and four 
smaller clusters of microphones, each containing four microphones. Each of the 
microphone clusters has the microphones organized in an inverted T topology. 

A dominant requirement in the dynamic environments in which the microphones 
are employed is the localization of speakers. This is generally dealt with the 
estimation of the direction of arrival (DOA) of the acoustic source by means of time 
delay estimation (TDE) algorithms. Estimation of DOA essentially provides us with 
the direction from which sound is arriving from. Typically, audio data is collected in 
frames so that the current TDE estimate can be provided. Combination of several 
DOAs can then provide us with the actual source position. 

The practical and, in many ways, severely restricting disadvantage of traditional 
methods for TDE [14] is that if the system is used in reverberant environments, the 
returned estimate could be a spurious delay created by the ensuing reflections. For 
the purposes of our system, we have proposed [15] a new mathematical framework 
that resolves to great amount the reverberation issues and generates robust 
estimations. It is thus of interest to briefly investigate the used model. 
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Consider two of the microphones with a distance d between them. The sound 
source is assumed to be in the far field of the array. For the case in which the 
environment is non-reverberant, the assumption of a single source leads to the 
following discrete-time signal being recorded at the w* microphone (where w = l , 2): 

xSk)^sSk-rJ + nSk) (3) 
where T^ denotes the time in samples that it takes for the source signal to reach the 
m* microphone, and rim is the respective additive noise (assumed to be zero mean 
and uncorrelated with the source signal). The overall geometry of the corresponding 
system can be seen in Fig. 3. Without loss of generality, this considers mi to be the 
reference microphone, i.e., T7=0. The delay at m2 is then the relative delay between 
the two recorded signals, and thus, the relationship is reduced to xi(k)=X2(k-T2). The 
DOA is defined with respect to the broadside of the array as a function of any delay T 
as: 

TC 
(4) ^ = arcsin. 

where X is the sampling frequency, and c is the speed of sound (typically defined as 
343 m/s). Thus, DOA estimation methods rely on successful estimation of T. 
However, in a real reverberant environment, each of the microphone recordings are a 
result of a convolution operator between the speech signal and a reverberant impulse 
response of significant length (depending on the reverberation level). 

In order to overcome the problems introduced by reverberation we make use of 
the concept of mutual information (MI) by tailoring it appropriately to the tracking 
of an acoustic source. A review of the concept can be found in the work of Bell et al. 
[16]. 

ma rni 
Fig. 3. Geometry of the recording system 

Most of the DOA estimation techniques are required to operate in real time. We 
must, therefore, assume that data at each sensor m are collected over t frames 
^nr{xm(tL), Xta(tL-\-l),..., Xm(tL+L'I)] of L samplcs. Since the analysis will be 
independent of the data frame, we can drop t to express frames simply as x^ for any 
t. In the context of our model, and for any set of frames, we may then write 

X, = x^ir) (5) 

where XJ[T) denotes a delayed version of x^ by r samples. Thus, the problem is to 
estimate the correct value of and the DOA by processing two frames Xi and X2(T) 
only. 
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If we were to neglect reverberation, only a single delay is present in the 
microphone signals. Thus, the measurement of information contained in a sample / 
of xi is only dependent on the information contained in sample l-x of X2(T). In the 
case of the reverberant model, though, information contained in a sample / of Xi is 
also contained in neighboring samples of sample l-x of X2(r) due to the fact that the 
model is now convolutive. The same logical argument applies to the samples of 
X2(T). In order to estimate the information between the microphone signals, we use 
the marginal MI that considers jointly A'̂  neighboring samples and can be formulated 
as follows [17] for the case where the recordings exhibit Gaussian behavior 

/ . = ~ l n det[C(r)] 
2 det[CiJdet[C22] 

with the joint covariance matrix C(x) given as 

(6) 

C{r)« 

'̂ l 1 
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X2Cr+A^)J 

r "1 
Xj(l) 

x,(Ar) 

X2rr+1) 

\j2(^^N)_ 

T 

= 
C„ C„(z-)' 

(7) 

If N is chosen to be greater than zero, the elements of C('c) are themselves 
matrices. In fact, for any value of T, the size of C(T) is always 2(N+I)^2(N+I). For 
the purposes of the present letter, we call N the order of the tracking system. When 
C(T) reaches a maximum as a function of at a specific time shift T, then there is at this 
point a joint process with a maximum transport of information between xi and X2(T). 

According to the presented information-theoretical criterion, this is the delay that 
synchronizes the two recordings. In the context of DO A, this delay returns the 
correct angle 6, at which the signal coincides with the microphone array. 

The last step in the ASL process is the combination of several DOA estimates, in 
order to get the actual 3D coordinates of the speaker. This is performed by 
calculating the crossing points between the lines defined by the estimated DO As. In 
most cases these lines cross in more than one point and thus, the speaker lies within 
some area defined by these points. The speaker position is found by, employment of 
a closed-form source location estimator as found in [18]. This estimator represents a 
tremendous computational saving over other exhaustive search methods. 

The DOAs that feed the estimation of the 3D coordinates are provided by 
considering a series of microphone pairs in the enclosure. The system is able to 
provide coordinates in space because as discussed earlier, the inverted T arrays have 
microphones in different planes. 

4 Context Modeling 

Our context modeling approach relies on the network of situations paradigm [19,20]. 
According to this paradigm the contextual states of interest are structured into a 
graph where the nodes denote the target states ST and the arcs ed the possible 
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transitions between contextual states. Specifically, edge edy denotes that it is possible 
to reach state STj from state STi. 

Contextual states may be arbitrarily complex in terms of their defining cues. The 
situation model is accompanied by a truth table, which depicts the underlying 
combination of audio or visual processing component outputs that trigger each one 
of the composite contextual states. To formally specify how the situation transitions 
occur, assume that the smart space is supported by m components having kuk2,...,k^ 
outputs respectively and let k = max(A:i, ^2v. •, k^). Without any loss of generality we 
can represent the observed outputs of all perceptual components at a given time 
instant t using the matrix: 

Pout(t) = {pijit)}, where \<i<m and l<j<k (8) 
where Pij(t)=0 for J>ki, since there are perceptual components providing less than k 
outputs. As a result, Pout(t) contains the observations of the perceptual components 
outputs at time instant /. 

For each situation STi (l<l<m) targeted by a situation model we define a matrix 
S/ comprising the target values of the perceptual components that according to the 
situation modeling lead to STi, as follows: 

Si={sy},\<i<m,\<j<k (9) 
where sy 9̂  0 if the j-th output of the i-th perceptual component contributes in the 
triggering the state STi and Sy = 0 otherwise. Towards associating with the non-zero 
sy values with the observed outputs Pij(t), we perform an element-wise multiplication 
oiPou^t), with the following matrix: 

\i={aij),\<i<m,\<j<k (10) 
where ay=l if sy ^ 0 and a/,^0 otherwise. The result of the element-wise 
multiplication is a P/ matrix filtering the observed outputs in a way that only values 
defining the state STi are retained: 

P/ = K 'Pijif)}, l<i<m and l<j<k (11) 

STi occurs when all the elements of the matrices P/ and S/ coincide i.e.: 
S/- P/ = {Sy - ayPij} = O^k (12) 

where O^^ corresponds to the matrix having all its elements equal to zero. In 
practice, due to perceptual component inaccuracies (i.e. measurement errors) it is 
rare to achieve a total agreement between target and observed values. Therefore, the 
triggering of the situation may be defined as the case when the elements of the two 
matrices almost coincide, thus allowing the observed outputs to somewhat deviate 
from the target values: 

S/-P/ ={Sy-ayPy}^Ei{ey} (13) 
where \ey\<thr. In order for situation STi to be triggered, (13) has to be fiilfiUed, while 
at the same time the situation model has to be on a state STp that allows transition to 
STf. Therefore: 

STp -> STi occurs whenever \sy - aypy \ <thr and edpf=^ (14) 
Note that this network of situations approach is general and applicable not only to 
audio-visual processing outputs but also to more general class of observations, which 
may include any sensor signals. In practice the matrix S/ is likely to be very sparse, 
which can greatly simplify (13). It is also noteworthy that (8)-(13) assume numeric 
values for perceptual components. While this may sound limiting, it is in general 
possible to encode several other domains as numbers. 
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Fig. 4. Situation Model tracking different states within a meeting 

Fig. 4 depicts a sample situation model for tracking activities in a meeting. The 
situation model consists of five states corresponding to the commencement of a 
meeting, the start of a presentation during the meeting, a question on the 
presentation, the end of a presentation and the end of a meeting. The arcs in Fig. 4 
denote the possible transitions. For example a question can only occur, while a 
presentation is in progress, since there is no means to reach state ST:^ unless the 
model is in ST2. Table 1 illustrates how particular situation states are triggered based 
on underlying perceptual components. NIL denotes the starting state. As an example 
the start of the meeting (i.e. the transition NIL-^STi) occurs when an expected 
number of people are speaking very close to the table. Given a number of perceptual 
components (i.e. TablePeopleCount (based on Face Detection), 
WhiteBoardPeopleCount (based on Face Detection), Speech Activity Detection, 
Acoustic Localization) and their APIs, Table 1 can be mapped to equation (13) in a 
straightforward way. Nevertheless, the mapping is in general service specific since 
the elements of the matrices Ei, E2,..., E5 (see equation (13)) are likely to be defined 
based on the problem at hand. 

Table 1. Mapping Perceptual Component Outputs to Situation Transitions 

Situation Transition 
NIL ^ SI 

SI -^ S2 

S2 ^ S3 
S3 -^ S2 
S2 ^ S4 

S4 ^ S2 

S4 -» S5 

Combinations of Perceptual Components Outputs 
TahlePeopleCount=N (Npeople in table area), 
Speech Activity Detection=1 
WhiteBoardPeopleCount=l (1 in board area), 
TablePeopleCount=N-l (N-1 in table area). 
Acoustic Localization = (X, Y) within the board Area 
Acoustic Localization = (X, Y) within the Table Area 
Acoustic Localization = (X, Y) within the board Area 
TablePeopleCount=N, 
WhiteBoardPeopleCount=0 
WhiteBoardPeopleCount-1, 
TablePeopleCount=N-l 
Acoustic Localization = (X, Y) within the board Area 
TablePeopleCount=0 (everybody has left) 
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5 Prototype Applications 

A number of prototype context-aware applications have been developed based on the 
algorithms and the context modeling approach illustrated above. These applications 
are fully functional v îthin our prototype smart space, which consists of a variety of 
sensors, devices and perceptual components. 

The intelligent display service selects the optimal display device according the 
location of the target person(s) within a smart room. A smart space may have more 
than one means to display information. The service selects the device that is more 
convenient for the room participants. This is accomplished through examining 
display requests it in relation to the current users' context. The context of interest 
includes the location and orientation of participants, which are tracked based on the 
audio/visual processing techniques detailed above. The algorithm attempts to provide 
a satisfactory view for as many participants as possible. 

The intelligent meeting recorder is a recording service, which can be instantiated 
for any of the cameras within the smart space. A realistic meeting recording service 
is expected to operate like an automated intelligent camera-man. In particular, an 
ambient recording selects the optimal camera view based on the location and 
orientation of the participants, as well as based on their activities and role within the 
group interaction. A thorough description of this service can be found in [21]. 

The memory jog pervasive service aims at providing non-obtrusive assistance to 
humans during meetings, lectures and presentations in the smart space [22]. The 
service identifies participants and tracks their locations within the smart room. It also 
keeps track of meeting progress based on a known agenda. Moreover, it records the 
event based on the best-camera selection mechanism. The recording is tagged with 
meta-data from the situation model of the service, to allow selective retrieval of the 
recording. The memory jog can also provide context-aware assistance through 
displaying relevant information from past meetings. The memory jog relies on all the 
audio-visual perceptual components presented above and exploits the situation 
model of Fig. 4 to follow higher level situations such as agenda tracking, questions 
tracking, meeting commencement and meeting finish. 

6 Conclusions 

In this paper we presented a set of robust audiovisual processing systems able to 
support the emerging wave of ubiquitous computing services. These systems acquire 
information implicitly and unobtrusively; further processing provides context-
awareness. Thus the audio-visual streams are processed in order to answer the 
questions who, where and what. With the systems presented we can robustly identify 
people, find their location, track their movement and activities in an in-door multi-
sensor environment. Situation modeling based on the audiovisual information 
acquired supplies the middleware foundation for advanced ubiquitous computing 
services. We presented 3 such services - the intelligent display, the intelligent 
meeting recorder and the memory jog. Future work will investigate more dynamic 
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situation modeling, scalability (more participants and sensors), extendibility (more 
perceptual components) and the enhancement of user experience in the smart spaces. 
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Abstract. The complexity of group dynamics occurring in small group 
interactions often hinders the performance of teams. The availability of rich 
multimodal information about what is going on in meetings makes it possible 
to explore ways of providing support to dysfunctional teams from facilitation 
to training sessions, addressing both the individuals and the group as a whole. 
A necessary step in this direction is that of capturing and understanding group 
dynamics. In this paper, we discuss a particular scenario, in which meeting 
participants receive a multimedia feedback on their relational behavior, as a 
first step towards increasing self-awareness. We describe the background and 
the motivation for a coding scheme partially inspired by the Bales' Interaction 
Process Analysis aimed at identifying suitable observable behavioral 
sequences and an experimental investigation on the acceptability of such a 

1 Introduction 

Most of the current research work in using multimodality to support group 
interaction is aimed toward providing easy access to computerized services for the 
group to efficiently accomplish its tasks [12]. For example, in the CHIL project, 
most of the services provided are aimed at offering better ways of connecting people 
(the Connector service) and supporting human memory (the Memory Jog) [32]. The 
research in the AMI project mostly focuses on off-line multimedia retrieval and 
multimedia browsing of information obtained from meetings [26]. The DARPA-
funded project CALO supports a group in creating a project schedule by 
automatically interpreting gestures and speech, including the learning of new words 
[21]. 

In the field of CSCW where the focus is often in distributed meetings, the social 
relationships among the participants of a meeting has been recognized as a 
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fundamental aspect of the meetings' efficacy since the seminal work of Tang [30]. 
Although in face to face interactions visibility and awareness of others' behaviour is 
not a problem, the success of a meeting is often hindered by how participants 
behave. According to a survey in [14] professionals agree that as much as 50% of 
meeting time is unproductive and that up to 25% of meeting time is spent discussing 
irrelevant issues. In order to improve meetings performance, external interventions 
such as facilitators and training experiences are commonly employed. Facilitators are 
neutral and non-evaluating servants of the meeting group. Their role is to help 
participants maintain a fair and focused behavior during the meeting, directing and 
setting the pace of the discussion. They help and solicit the group agreement about 
content to be analyzed and about the correct process to adopt to reach a viable 
solution. They protect individuals from personal attacks and are responsible for 
maintaining an open and balanced conversational flow (preventing monologues and 
assuring everyone gets a change to express their ideas). 

Ideally, systems for CSCW in co-located settings should include virtual 
facilitators who "observe" and analyze the behavior of meeting participants, by 
means of audio/visual sensory devices, and intervene to mediate the discussion. 
Obviously, this is an extremely challenging design- and implementation-task, 
requiring incremental steps of problem dissection and solving. First and foremost, 
the acceptability of suggestions and directives based on social observations coming 
from a virtual facilitator need to be assessed. Would a meeting participant consider 
as reliable and acceptable suggestions like: "Bob, you're sure doing a lot of talking. 
Let's hear from some of the other people^", when coming from a virtual facilitator? 
Would he be willing to change his behavior after that, therefore impacting on the 
group dynamics? And, more in general: would he be willing to be observed and 
analyzed in his social behavior? Indeed, the shift of focus from task-based 
fiinctionalities commonly supported in CSCW systems to functionalities targeting 
the social behavior is not only difficult from a technical point of view but also 
challenging from a design point of view since it can be expected that these t)^es of 
services trigger complex, and possibly negative, reactions from the users. The 
problem is too rich of complex facets to be addressed as a whole. 

To take a step at a time, our research is currently focusing on the latter two 
questions above: would meeting participants accept to work in an augmented 
environment whose task is not merely to provide technological support but also that 
of deliberately keeping trace of their behavior and understanding their role in the 
discussion? To better isolate the variables to be evaluated, we decided to shift from 
the facilitator-scenario, where high interactivity and human-computer dialogue is 
involved, to a simplified scenario where the meeting participant is confronted with 
the external, virtual, observer just at the end of the meeting. We therefore 
investigated the feasibility, the usefiilness and the acceptability of a functionality 
inspired by coaching; it consists of a report about the social behaviour of individual 
participants that is generated from multimodal information, and privately delivered 
to them. The underlining idea is that the individual, the group(s) they are parts of, 
and the whole organization might benefit from an increased awareness of 
participants about their own behavior during meetings. 

^ This sample sentence has been taken from [14], page 101. 
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The main goal of this paper is to discuss the users' response 
to such a multimodal system. In order to investigate the grounds of our approach, we 
also present a coding scheme for annotating observed group dynamics as a 
prerequisite for the actual realization of social-aware services (of which the relational 
report is one example). 

2 Supporting Group Efficacy by Relational Reports 

In social psychology, the "Ringelmann effect" or "social loafing" postulates that 
the individuals' performances decrease with the size of the group [23; 20]. Indeed, 
there is evidence that this effect has a lesser impact when the amount of contribution 
of each participant can be compared to the contribution of the others [18]. The 
usefulness of an external feedback has also been considered in the multimodal 
coaching field [7; 25], based on the support provided to users by embodied 
conversational agents. 

In discussing the role of collaboration for teachers, Andersen [1] suggests that 
peer coaching sessions among teachers provide a scheduled opportunity to step out 
of the reflexive mode and think reflectively, and that the coaching process allows the 
extemalization of both tough contents and processes that are normally internal, 
making them available to examination. Reflective thinking is fundamental in the 
development of meta-strategic knowledge [24]. That is, the kind of knowledge that 
experts possess about their own thinking and that includes information about the 
effectiveness and applicability of various strategies. There are three stages in the 
reflective process [10]: (i) the return to experience (what happened?); (ii) attending 
to feelings (how did I feel, why did I act or react this way?); and (iii) the re-
evaluation of the experience (what does it mean?). Reflective thinking, as noted by 
Andersen [2], can be effectively fostered in coaching relationship. The coach is a 
"different observer" than the coachee; by bringing a different perspective to the 
relationship, the coach can see both circumstances and possibilities that the coachee 
can't [9]. 

In our work we propose a multimodal system that monitors the group behavior 
and generates individual reports about the participants' behavior. The system 
observes the meeting as a coach would do, and not as a recorder. This means that the 
system does not keep trace of exactly what people said and what they did as the 
meeting goes by. The generated reports are not minutes, but represent a more 
qualitative, meta-level interpretation of what happened in the social dynamics of the 
group. They do not contain information like "in the first part of the meeting you have 
talked for ten minutes about machine learning techniques useful to solve the 
problem" but rather "in the first part of the meeting you have provided the group 
with background information" or "you have prevented others from intervening in the 
discussion". The reports are delivered privately to each participant after the meeting, 
with the purpose of informing them about their behavior rather than evaluate it. 
Hence, the system acts as a coach for the individual group participants. Since the 
coaching relationship is based upon trust and permission [13], we may expect 
problems regarding acceptability to arise. 
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2.1 A Sample Multimedia Relational Report 

The technological plausibility and feasibility of the automatic generation of these 
relational reports is supported by the fast growing results gained in the field of 
multimodal multiparty meeting processing [25], which make more reliable the 
multimodal perception and understanding of a wide array of information sources 
(speech, voice tone and prosody, gestures, handwriting, sketches and other manual 
activity, body and head posture, eye gaze,...). 

The relational reports are generated by a rule-based system starting from a 
"social" annotation of the meeting according to the coding scheme described in the 
next section. The report is built according to the task and socio-emotional roles 
simultaneously assumed by the speaker during the interaction. Each final relational 
report has the form of a multimedia presentation where a talking head describes the 
behavior of the participant in an informative rather than normative way. The 
presentation is enriched with short audio-video clips from the actual meeting that 
exemplify the information presented. An example of the relational reports we are 
considering is the following: "You have actively contributed to the meeting." while 
showing a neutral expression. Then, the talking head changes into an happy 
expression, and continues "You've helped to focus the discussion on the relevant 
topics and have provided useful information and opinions to clarify some of the 
issues. At the beginning and at the end of the meeting, you have kept records of 
various aspects of group progress." Finally, moving to a sad expression she adds: 
"You have profitably cooperated with your colleagues, even though a contrast with 
R.Z. emerged during the first part of the meeting." 

3 Observing Group Behavior 

A coding scheme for annotating group behaviour should, in the first place, be 
usable by human annotators. This is needed both for exploratory research aiming at 
understanding relevant social phenomena and assessing the coding scheme, and to 
provide data bases that can be used to train systems. Then, the categories of coding 
scheme must be capable of mapping onto constellations of low-level patterns that 
can be detected through vision and speech. 

Among the available notions of group members' roles [22], that defining them in 
terms of behaviour enacted in a particular context was of particular interest to us. 
Indeed, that notion moves away from a strictly organizational perspective in which 
roles are defined by the social positions within the group, and it differs from 
approaches defining roles according to the social expectation associated with a given 
position [22]. In other words, functional roles allow exploiting information about 
what actually happened in the course of the interaction, while reducing the necessity 
for knowledge about the group' structure, history, position in the organization, etc. 

Benne and Sheats [6] provided a list of "functional roles" recognizable in 
working groups, according to which interest is predominant in the behaviour: task-
oriented, maintenance-oriented or individual-oriented. The first two kinds of roles 
are directed toward the group's need: task-oriented roles provide facilitation and 
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coordination, while maintenance roles contribute to structure and preserve 
interpersonal relations, in order to reduce tensions and maintain smooth group 
functioning. The third type of roles, the individual roles, is "individual-centred" and 
performed in order to reach individual need rather than group's goals. During the 
interaction, each person can enact more than one role. Even if a definite answer to 
the quest for "optimal" group productivity is not provided, the authors emphasise the 
threat due to a strong presence of individual roles, and the importance of achieving 
the task and maintaining the relationship between members. 

Similarly, Bales [4] proposed the Interaction Process Analysis, a framework to 
study small group interaction, by classifying roles in face-to-face interaction in a 
two-dimensional space. 

Building on Benne and Sheats's functional roles and on Bales' two dimensional 
approach, and drawing on observations performed on a set of face-to-face meetings, 
a coding scheme was produces consisting of five labels for the Task Area and five 
labels for the Socio Emotional Area. The Task Area includes functional roles related 
to facilitation and coordination tasks as well as to technical experience of members, 
while Socio Emotional Area concerns the relationships between group members and 
the functional roles oriented toward the functioning of the group. 

The Task Area roles are the following. 
Orienteer: is the person orienting the group. S/He introduces the items on the 

agenda, defining the position of the group relative to the goals and helps keeping the 
group focused and on track. S/He summarizes the main ideas of the group, recording 
the most important arguments in the discussion, the minutes, and the group 
decisions. S/He spells out suggestions in terms of examples or develops meanings, 
offers a rationale for suggestions previously made and tries to deduce how an idea 
would work out if adopted by the group. 

Giver (Information, Opinion, Suggestion): is the person providing factual 
information and answering to questions: s/he often has expertise on a given topic. 
S/He states his/her beliefs and attitudes about an idea: expresses personal values as 
opposed to factual information; shows or clarifies the relationship or linkage among 
various ideas and suggestions, trying to pull them together. 

Seeker (Information, Opinion, Suggestion): S/He requests suggestions and 
information to promote effective group decisions. S/He can also ask for clarification 
of values and opinions expressed by other members of the group. 

Procedural teclinician is the person who does something for the group. S\He 
uses the material resources available to the group, managing them for the sake of the 
group. 

Follower: S/He listens, does not participate actively to the interaction. 
The roles pertaining to the Socio Emotional Area are the following. 

Attacker: S/He may work in many ways - deflating the status of others, 
expressing disapproval of the values, acts or feelings of others, attacking the group 
or the problem it is working on, joking aggressively, showing envy toward another's 
contribution by trying to take credit for it. S/He consistently reacts negatively to 
other's ideas: makes very critical comments, usually indirectly using humor. 

Gate-keeper: S/He is the moderator within the group, who mediates the 
communicative relations: s/he attempts to keep communication channels open by 
encouraging or facilitating the participation or by proposing regulation of the flow of 



Artificial Intelligence Applications and Innovations 307 

communication. S/He mediates the differences between other members, attempts to 
reconcile disagreements, relieves tension in conflict situations. 

Protagonist: S/He takes the floor without need to be consulted driving the 
conversation. S/he assumes a personal perspective asserting his/her authority or 
superiority because of his/her status or because of the particular task she/he is 
performing. 

Supporter: S/He shows a cooperative attitude indicating understanding, 
attention and acceptance as well as providing technical and relational support to 
other members of the group. S/He also keeps a collaborative climate sharing the 
common objects and trying to make them available to each member. 

Neutral: Going along with the group, s/he passively accepts the idea of others, 
serving as an audience in group discussion. 

Assessing the coding scheme 

In order to assess our coding scheme, two independent judges have manually 
annotated four hours and half of video recorded meetings. In particular, three hours 
and half have been considered for the Socio Emotional Area and one hour for the 
Task Area. 

Video snippets are annotated with t-uples like < task ; p ; o; 
s t a r t : 1.796; end: 170. 066; d u r a t i o n : 168 . 269> where the various 
elements in the tuple respectively indicate: (i) the type of occurring role (whether in 
the Task Area or Socio Emotional Area); (ii) an id code identifying the observed 
participant; (iii) an id code identifying the observed role (e.g. "o" for observer); (iv) 
the start time of the observed role; (v) the end time of the observed role; (vi) its 
duration. The annotators' agreement has been assessed using the K of coefficient 
[11], considering the number of seconds as measure. The mean score was 0.88 for 
the Task Area and 0.8 for the Socio Emotional Area. The coding scheme can 
therefore be considered reliable [see Falcon et al. 2005]. 

The assessment of a reliable coding scheme is a vital step before proceeding to 
define procedures for the automatic perception, fusion, interpretation and annotation 
of the multimodal input coming from sensory devices which monitor the meeting. 
Within CHIL, we are currently investigating which verbal and non-verbal 
multimodal patterns can be used to automatically identify the social roles. 

3.1 From coding to reports 

The example presented in section 2.1 was manually built from the annotations of 
a real meeting. For each participant, a table was compiled showing the distribution of 
his/her roles. For each role, we took into consideration the total number of seconds 
the relevant participant played that role, as well as the role's distribution during the 
meeting (for the sake of simplicity, we considered the meeting as divided into 
quarters). 

A number of patterns were then elicited and mapped to verbal statements that 
describe the behaviour. The pattern "high Protagonist+Orieenteer held for XY part of 
the meeting" is mapped onto the sentence "You have actively contributed to the XY 
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part of the meeting". Similar patterns were then used to build the rest of the example 
above. 

More elaborate strategies involve reasoning about the behaviour of various 
participants at a time. For example, should the participant for whom the report is 
prepared have maintained high percentages of "orienteer" role especially at the 
beginning and at the end of the meeting with the others being silent or neutral, the 
report could include a statement like "at the beginning of the meeting you have 
helped define the agenda and initiate the discussion, summing up the outcome of the 
meeting at the end". At the opposite, should the considered participant have 
maintained significant percentages of "orienteer" and "seeker" roles for the most part 
of the meeting, a statement as the following could be included: "During the meeting 
you have played a leading role, defining discussion topics and soliciting your 
colleagues' participation." In case sequences of seeker-(recorder)-attacker are 
observed, the report could be complemented with: "in some cases, however, you 
have displayed a critical and aggressive behaviour as a response to your colleagues' 
contribution". 

Within CHIL, there is an on-going effort aimed at the automatic generation of 
relational reports starting fi"om meeting annotations. The system is based on an 
existing strategic text planner which accesses a repository of declaratively defined 
discourse schemata based on the pattern rules described above. The linguistic 
realization of sentences is currently template-based. Notwithstanding the limitations 
of the current, preliminary, implementation of the generator, a positive response to 
the technological feasibility of the system has emerged. An example of brief report 
actually automatically generated from real data is the following: "You have actively 
contributed to the meeting, supporting the discussion with your knowledge, helping 
here and there to focus the discussion on the relevant topics, taking notes. You've 
had a particular involvement especially at the end of the discussion." 

4 An initial evaluation of the relational reports 

In this section we present and discuss a study we conducted to understand the 
way people would react to the very idea of the relational report. In particular, we 
were interested in investigating four different dimensions: the perceived usefulness 
of such a service; its reliability — that is, whether people think that an automatic 
system can reliably provide a report on such a delicate matter as individual 
behaviour in group situations; its intrusiveness — that is, the perceived degree of 
intrusiveness of a service that monitors group and individual behaviour to provide 
reports on their relational behaviour; and its acceptability — what affects the 
acceptance of the report by addressees? 
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4.2 The experiment 

Eleven groups of four people each were requested to enter in a structured 
discussion of about half an hour following the Mission Survival Task .̂ 

All the groups were video-recorded using four fixed omni-directional cameras, 
closed-talk microphones and seven T-shaped microphone arrays, each consisting of 
four omni directional microphones. There was no attempt to hide the recording 
devices since one of the purposes of the experiment was to evaluate the acceptability 
of being recorded. All the participants were non-technical persons and they had been 
told that the purpose of the experiment was data collection for the development of a 
multimodal system. 

Few days after, the participants received an individual report elaborated by a 
social psychologist. Each report described the behaviour of the participant in terms 
of the functional roles played during the meeting. The psychologist took the roles of 
the coding scheme as a reference, adopting a descriptive style and without 
mentioning explicitly the role labels (for example, the "Orienteer/Protagonist" label 
was paraphrased as "[...] She initiates the discussion by proposing an importance 
order, justifying it and using a quiet tone of voice [...]"). In writing the reports, the 
psychologist considered only behavioural aspects of the participants, such as the 
posture and the tone of voice, and not aspects related to content such as the 
individual contributions to the discussion. 

Half of the participants were told that their report was automatically elaborated 
by an intelligent system able to monitor the groups' behaviour, while the other half 
(i.e. the control group) were told that the report was written by a psychologist. 

The attitude toward the report was tested by a seven item questionnaire aimed at 
assessing the perceived usefulness, its reliability, the perceived degree of 
intrasiveness and its acceptability. A semantic differential aimed at assessing the 
appropriateness, the completeness and the clarity of the report (the semantic 
differential was part of the 6-scale questionnaire proposed by Garrison, 2003 with a 
Cronbach alpha of 0.9482) was also used. 

4.1 Results 

The answers to the questionnaire were analyzed with a two-tailed multivariate 
ANOVA (p=.05), considering 42 questionnaires: half for the "expert source" of the 
report and half for the (pretended) "system source" of the report. The independent 
variable was the source of the report, in order to monitor how it affects the 
dimensions investigated in the questionnaires items (dependent variables). Generally, 
there were no statistically significant differences among the questionnaire's 
responses in the two groups. The subjects' attitudes were more positive toward the 
system source (though not is a significant way) in regard to: (i) the perceived 
usefulness of the report for improving their own relational behaviour (F(l,40)= 
.366), (ii) the perceived usefulness for improving interactions in meetings (F(l,40)= 

^ This task consists in having the group discussing how to survive in a disaster scenario, like 
moon landing or a plane crashing in Canada. This kind of test has often been used in 
experimental and social psychology to elicit discussions in groups. 
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.143), and (iii) the willingness to remember the report observations (F(l,40)= .175). 
Vice versa, the subjects' attitudes were more positive toward the human expert in 
regard to: (i) the usefulness of the report for stimulating reflection on behavioural 
aspects not considered in the past (F(l,40)= 2.138), (ii) the completeness of the 
report in catching relevant behavioural aspects (F(l,40)= .293 for caught and 
F(l,40)=.518 for not caught aspects), and (iii) the analysis ability of the expert 
(F(l,40)= 1.675). 

Regarding the subscales of the semantic differential, they were analyzed with a 
two-tailed multivariate ANOVA with p=.05. In this analysis, a more positive attitude 
toward the human expert emerges, but not at a statistical significant level. The more 
relevant difference emerged in the appropriateness sub-scale (F(i,40)= 4,007, p=.05, 
only marginally significant), less evident in completeness (F(i,40)= 2.079) and clarity 
(F(i,40)= .901) sub-scales. 

5 Conclusion 

In supporting co-located groups, multimodality is generally used to help the 
group in getting easier access to computerized services. In this paper, we proposed 
that it can be employed to provide meta-level services that are meant to impact on 
the group dynamics. This shifl of focus from task-based functionalities to 
functionalities targeting the social behaviour is not only difficult from a technical 
point of view but also challenging from a design point of view since it can be 
expected that these types of services trigger complex, and possibly negative, 
reactions from the users. 

As a case study of such a typology of services, we investigate a functionality 
inspired by coaching: it consists of a report about the social behaviour of individual 
participants that is generated from multimodal information, and privately delivered 
to them. We provide a motivation for this functionality by drawing from studies on 
the so-called "reflective process" and by discussing the benefit of coaching provided 
by humans to other humans. The underlining idea is that the individual, the group(s) 
they are parts of, and the whole organization might benefit from an increased 
awareness of participants about their own behaviors during meetings. Since the 
coaching relationship is based upon trust, we expected problems regarding 
acceptability to arise when an automatic system enters into play. Yet, the initial 
evaluation conducted in a controlled experiment where the experimental group was 
told that the report was prepared by an automatic system did not show any statistical 
difference in acceptability with respect to the control group that received a report 
prepared by a human expert. 
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Abstract. At the Universitat Politecnica de Catalunya (UPC), a Smart Room 
has been equipped with 85 microphones and 8 cameras. This paper describes 
the setup of the sensors, gives an overview of the underlying hardware and 
software infrastructure and indicates possibilities for high- and low-level 
multi-modal interaction. An example of usage of the information collected 
from the distributed sensor network is explained in detail: the system supports 
a group of students that have to solve a lab assignment related problem. 

1 Introduction and Motivation 

The smart room at UPC has been designed to hold group meetings, presentations and 
undergraduate courses in small groups. The multimodal integration of the sensors in 
distributed sensor network aims at providing services to the participants in the smart 
room, which go beyond the computing capabilities of non-integrated computer and 
sensor-networks. 
The UPC smart room permits implementation and testing of a large variety of audio 
technologies, such as Automatic Speech Recognition (ASR), Speaker Identification 
(SID), Speech Activity Detection (SAD), Speaker Localization & Tracking (SLT), 
Acoustic Event Detection (AED), etc. At UPC we are currently active in SID, SAD, 
SLT, and AED audio technologies. 
For video technologies, the multicamera setup in the smart room allows 
experimenting with visual analysis technologies that strongly rely in exploiting the 
available redundancy when the same scene is seen from up to 8 different cameras. 
Not only 3D visual analysis is possible in the smart room, but also any 2D visual 
analysis approach can be improved by selecting at any time the best camera for a 
given analysis task. The list of video technologies currently being developed in the 
smart room are Person Localization and Tracking (PLT), Face Detection (FD), Face 
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ID (FID), Body Analysis (BA), Gesture Recognition (GR), Object Detection (OD) 
and Analysis (ODA) and Text Detection (TD). 

In addition, multi-modal approaches (audio + video) are being currently investigated 
for the Person Identification and Person Localization & Tracking technologies. 

2 Sensor setup 
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Fig. 1. Sensor set-up of the Smart Room at UPC: the multi-sensor system consists of various 
audio and video sensors 

In order to provide the services to the group of students, the distributed sensor 
network needs to identify the participants in the room, track their positions over time 
as well as detect speech and identify voices. The system is capable of continuous 
monitoring of the UPC smart room [1]. It provides the necessary infrastructure to 
perform an audio-visual scene analysis as well as a basic modeling of room 
scenarios. The multi-sensor system is also be used for data collection during 
technology development. 

Audio Sensors 
The multi-microphone network should provide audio data for analysis of the 

acoustic scene in the smart-room by allowing detection and localization of multiple 
acoustic events, speech activity detection and speech recognition, speaker 
localization and tracking, etc. 
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A NIST Mark III 64 microphone array provides audio signal sampled at 44.1 
kHz with 24-bit sample representation with all channels sample synchronized. The 
array is connected to the acquiring computer via Ethernet cable and it is placed close 
to the wall and approximately 4 m from the main talker area (see Figure 1). 

Three T-shaped microphone clusters consisting of 4 microphones are positioned 
on three walls except the wall with Mark III (see Figure 1) at the height of about 2 
m. Similarly to Mark III, the clusters provide sample synchronized signals sampled 
at 44.1 kHz with 24-bit resolution. 

Four omni-directional microphones placed on the table without having a fixed 
position. Additionally, fife close-talking/lapel microphones are very small, barely 
visible and their signal is wirelessly transferred to allow free movement. 

Each of the sensors has its primary task, but it is not limited to it. For example, 
the Mark III will mostly be used for ASR of the beam formed signal, but its 
secondary task is acoustic source localization. On the other hand, the three T-shaped 
clusters are mostly used for audio localization, but they may also be used for ASR if 
e.g. the position of talker suggests it. 

Video Sensors 
Cameras placed in the room comers aim at covering the whole area of the smart 
room. These cameras are used for overall monitoring of the room, to detect and track 
the locations of people, for articulated body modeling and for classification of 
activities [2], They might be also useful for identification of people, head pose 
estimation and gesture recognition. The requirement for camera placement is that a 
person in the room should always be in the field of view of at least two cameras. The 
zenithal camera provides valuable help for person localization and tracking and 
global activity detection [3]. Cameras in the long walls point at participants seating 
on the opposite side of the table [4,5]. They are mostly intended for face ID, head-
pose and hand gesture recognition and multimodal speaker detection. Finally, the 
active pan-tilt-zoom camera is primarily aimed at the presenter or the person 
speaking. It also points at the door when idle, so that a shot of the face of any 
newcomer is obtained for face ID, 

3 Applied Analysis Technologies 

Table 1. List of technologies implemented in UPC's smartroom 

Technology Description 
TrackerSD Multi-camera perceptual component that detects foreground 

objects such as persons or chairs, laptops, etc. The module 
tracks these objects over time. 
Foreground (FG) detection is carried out separately over 
each one of the camera video sequences. The binary masks 
obtained from this process are input for a particular 
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Technology Description 

Blob Analysis 

FaceDetector 

application of the ShapeFrom Silhouette algorithm [6,7], 
which results in a) 3D voxelized representation of the 
foreground objects in the room, and b) improved robustness 
and consistency in the original 2D FG regions detected from 
the camera images. A 3D object tracker is then applied for 
the tracking of the 3D FG labeled objects/persons of interest. 
Deeper analysis of the abovementioned 3D foreground 
objects: distinguishes chairs from people, detects body 
posture (standing, sitting, etc) and gestures (raising hand). A 
standard model of the human body is aligned to the detected 
3D objects. The positions of joints and nodes of the human 
model are updated over time to track the object, always 
considering the restrictions of the human body model. 
Detects faces in a camera image and creates a mask 
containing the face. For 3D FG blobs identified as persons, 
we resort to the camera providing the best available image or 
to the PTZ camera (cf Fig. 1). On this image, and taking 
into account the foreground region, the contour of the face is 
traced and input to the next module. 
Based on the analysis of the Face Detector, this module 
identifies a face from a face-database. A frontal face view is 
choosen whenever available. If not, the database considers 
also side and profile views. The ID of the face is assigned to 
the 3D object, which, now can be tracked over time until a 
confirmation/refresh of the ID can be performed. 
Certain 3D FG blobs not detected as persons are further 
analyzed by this module. A model-based classification 
algorithm, classifies them (e.g. "laptop") and analyses their 
state (lid open / close, on / off). 
Graphical user interface (GUI) that provides a service to the 
teacher: it allows the teacher to browse through highlights 
(snapshot from one of the cameras and a text describing the 
situation). Also the teacher GUI informs the teacher if one of 
the students has called him (raising hand) and informs the 
Memory Jog service, if the teacher acknowledges the 
student's call. 

Face ID 

Object detector 

Teacher GUI 

Highlights Service provided to the students: allows the memory Jog to 
give the students a hint, e.g. highlights of the work done by a 
previous group. 

Question (cf Fig 6) A GUI that allows to directly interacting with the Memory 
Jog. It also controls the Selection of the assignment, the 
selection of the tower and the entry of the solution. 

Answer̂  Question and answering engine. This perceptual component 

^ This technology has been provided by the Natural language processing Group at UPC. 
However, since this paper is on multimodal integration, we do not go into details here. 
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Technology Description 
consists of a front-end that knows about the topic (e.g. the 
selected tower) and a back-end that generates the answer 
from a database. 

Recorder Perceptual component that records highlights for the Teacher 
GUI, which are automatically generated from a snapshot of 
the scene from one of the cameras and an explaining text. 

RoomStatus A simple foreground pixel-counter that detects activity in 
predefined areas of the room (e.g. door open / door closed). 

SpeechDetector The output of speech activity detection contains the 
information about whether there is anybody speaking in the 
room or not. The UPC SAD system 9], similarly to the SID 
system, employs frequency filtering features. The original 
dimension of the feature vector (49) is reduced to 1 by 
applying linear discriminant analysis (LDA). Then, a 
decision tree classifier is used to obtain the final speech/non-
speech decision. Both the LDA transformation matrix and 
the decision tree parameters are estimated during the training 
phase. In the main far-field microphone task of the CHIL 
evaluations our SAD system achieved 11.78% detection 
error rate 10]. Due to low computational requirements of the 
system, nearly a hundred of such systems can be running 
simultaneously real-time in our smart-room. SAD system is 
part of the yearly CHIL service demonstrations together with 
other UPC technologies. 

Speaker Speaker identification provides information about the 
identification identity of the active speaker. Our SID system is based on 

Gaussian mixture modeling. As acoustic features we use 
Mel-frequency cepstral coefficients and frequency filtering 
features. During the training phase, a Gaussian mixture 
model (GMM) for the training feature vectors corresponding 
to the given speaker is estimated; one GMM is estimated for 
each speaker, and a silence model is also built. During 
testing, the likelihood that a sequence of feature vectors was 
produced by the given GMM is calculated for each speaker 
model and the speaker ID is chosen as the model with the 
largest likelihood. In the regular evaluations performed 
within the CHIL project, we achieved a performance of 
98.3% correct identifications in the task where only 5 
seconds of signal from a far-field microphone is available 
and the identities of 11 lecturers are needed to be 
differentiated. 

AcousticLocalzator The speaker localization and tracking technology offers at 
each timestamp a 3-dimmensional position of the active 
acoustic source or several sources; it can be a speaking 
person, but also a ringing phone or moving chair. The UPC 
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Technology Description 
SLT system is based on the cross-power spectrum phase 
approach [11], which we showed is quite robust to the 
speaker head orientation 12] if using an appropriate 
distribution of microphone arrays. We use three T-shaped 
microphone arrays and one linear array (Mark III), so that 
there is a microphone array at each wall in the room. When 
evaluating out SLT technology within the CHIL evaluations 
10, we achieved 80% of correct localizations, where the 
localization is considered as a correct if the distance between 
the system's output and the reference is lower than 50cm. 
Our SLT system is running real-time in UPC's smart-room 
and it is being regularly shown in the CHIL service 
demonstrations complementing the other UPC technologies. 

Acoustic event 
classification 

Wavplayer 

The objective of acoustic event detection is to detect and 
classify various acoustic events that may occur in a smart-
room, such as door opening/closing, phone ringing, chair 
moving, and also vocal tract produced non-speech sounds 
such as cough, laugh, etc. AED is a relatively new area and 
at UPC we currently focus on the investigation of 
appropriate features and classification/detection methods. In 
our pubHcations 13-15], we compare and combine ASR 
features and acoustic features. Also, we showed that the 
support vector machine approach provides a good classifier 
alternative to the more common approaches such as 
Gaussian mixture models. 
The wavplayer is the voice of the Memory Jog service. This 
perceptual component can synthesize speech and play pre-
recorded messages in a polite way. 

The following figure shows the cross-connection between a subset of the 
abovementioned analysis technologies in a smartflow map (see the following section 
on Software Architecture for an explanation of the distributed data flows) 
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Fig. 2. Smartflow map of the client programs that were rumiing simultaneously on 10 
computers 

4 Software Architecture 

XML Parsers / : 
for cMfK messag0s^:'„ 

SF Analysis Modules 
Perceptual Components 

g h ' I x ^ I ^ a c e / ^ . r i | g - , . F 

M 
Smart ̂ low.lNw interface/s>itc) 

SF Capture Clients 
Control. Metadata 

Sensors 

Fig. 3. Block diagram of the software architecture 
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The distributed computing environment smartflow allows to create and to run 
different algorithms transparently into a network of different computers. For the 
UPC Smart Room the NIST Smart Space [8] system has been adopted as the 
infrastructure for distributed computing. Smart Space provides a client-server 
mechanism to configure a network of computers. This means that audiovisual 
modules can be run from any computer (allowing the distribution the complexity of 
algorithms) and that data communication between modules is handled by the Smart 
Space server. 

The output of each of these smartflow (SF) analysis stages is fed asynchronously 
into the common central logic framework. This framework guarantees that 
multimodal audiovisual algorithms can seamlessly access the data captured by audio 
and video sensors. All analysis data is sent as XML message to a central logic. 
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Fig. 4.: GUI of the central logic software that receives the information of all perceptual 
components. 

Although the software architecture has been designed with real-time applications 
in mind, it provides a mechanism to use audiovisual technology modules in both real 
time and in non-real time situations. Non-real time scenarios allow capturing data 
from the room and processing it at a later time. This allows developing audiovisual 
algorithms or to test non-real time or slow algorithms. The software architecture also 
provides modules to read and write all captured or processed data into disk and to 
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reproduce the data at a later time at, for instance, different rates. The audiovisual 
modules do not need to be modified to adapt to these situations. 

Based on the output of the sensors, mono- and multi-modal analysis technologies 
carry out scene-analysis tasks. This knowledge is fed into a situation model in the 
central logic in order to understand what is going on in the room. Knowledge about 
the status of the situation model and the collected data allow services to be provided 
to the participants of a meeting taking place in the Smart Room. The situation model 
contains information about: 

• The state of the meeting: empty room, Teacher explanation, Tower 
selection. Problem solving, Solution found. 

• The state of each participant: ID information, speaking / non-speaking, 
position changes, gestures. 

• The state of objects: location and classification of objects on the table 
• Acoustic events. 

Events(1,2) Events(2,3) Events(3,4) E¥ents(4,5) 

aatel State 2 State 3 State 4 States 
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Fig. 5.: State model which is implemented in the central logic. 

5 The Memory Jog Service 

Service provided by the system is called "Memory Jog", because it helps 
participants in the Smart Room by providing background information and memory 
assistance. The basic concept of the Memory Jog is based on information shift in 
time and space. For example, the Memory Jog seeks, finds and retrieves information 
on demand using the Question & Answering technology. The Memory Jog can also 
translate requests/notice/advice from one user to another user (information shift). 
This information is not only provided unobtrusively, it can be provided reactively 
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(on request) or proactively (automatically). To achieve this, the service needs to be 
context- and content-aware. The implementation of the service further strives at 
providing the correct information in a polite manner. The following table illustrates 
the various moments in which the Memory Jog service can be active in a typical 
situation: 

Table 2. List of events that are noticed by the system (in parenthesis its explained how the 
system learns about the event). The right column shows the action taken by the system. 

Event noticed... (how detected?) ...and react 
Start of lab session (multimodal 
detection) 
Teacher selects and explains the task 
(interaction with GUI) 
Teacher leaves (multimodal detection) 

A questions is asked (interaction with 
GUI) 
An assumptions about the task is 
made(interaction with GUI) 
Someone raises his hand (video 
technologies) 
The teacher responds to the student's 
request or he does not respond to the 
students request (timeouts in the 
Teacher GUI) 
The progress of the students is slow 

The students have reached a solution 
(interaction with GUI) 
The students are leaving the room 
(multimodal detection) 

starts perception & analysis 

Stores information in database, initialized 
intemal timers (for Q&A) 
starts interacting w/students through its 
voice (a pre-recorded message is played) 
The system answers and notes down if a 
relevant information has been requested 
The system notes down the assumption 
(highlight for Teacher GUI, cf Table 1) 
The system calls teacher through the 
Teacher GUI (cf. Table 1) 
The system informs students about the 
teachers arrival or it hives a pre-recorded 
hint. 

The system sends a pre-recorded hint 
(Highlight, cf Table 1). This service is 
proactive. 
The system notes down (highlight for 
Teacher GUI, cf Table 1) 
The system plays a goodbye message and 
gives further instructions 
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Fig. 6.: Graphical user interface of the Memory Jog service. 

6 Conclusion 

The application of the multiple sensors and analysis modules in a combined set-up 
demonstrates that multi-modal integration can be utilized beneficial in a service 
given to humans (in our case students) in a unobtrusive service that is only possible 
in a multimodal integration of sensor networks. 
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Abstract. The automatic detection, tracking, and identification of 
multiple people in intelligent environments is an important building 
block on which smart interaction systems can be designed. Those could 
be, e.g. gesture recognizers, head pose estimators or far field speech rec
ognizers and dialog systems. 
In this paper, we present a system which is capable of tracking multi
ple people in a smartroom enviromnent while infering their identities 
in a completely automatic and imobtrusive way. It relies on a set of 
fixed and active cameras to track the users and get closeups of their 
faces for identification, and on several microphone arrays to determine 
active speakers and steer the attention of the system. Information com
ing asynchronously from several sources, such as position updates from 
audio or visual trackers and identification events from identification 
modules, is fused at higher level to gradually refine the room's situation 
model. The system has been trained on a smaU set of users and showed 
good performance at acquiring and keeping their identities in a smart 
room environment. 

1 Introduction and Related Work 

In recent years, there has been a growing interest in intelligent systems for in
door scene analysis. Various research projects, such as the Einropean CHIL or 
AMI projects [16, 17] aim at developing smart room environments, at facili
tating human-machine and human-human interaction, or at analyzing meeting 
or conference situations. To this effect, multimodal approaches that utilize a 
variety of far-field sensors, video cameras and microphones, to gain rich scene 
information and achieve robust, unobtrusive and detailed scene understanding 
gain more and more popularity. Related research has focused, for example, on 
understanding the actions of individuaJs or the interactions between groups of 
persons in the room [4, 5], estimating their head pose [6], their body posture, 
analyzing their speech, to infer higher level knowledge, produce meeting sum
maries [8], offer useful proactive services, etc. An essential task on the way to 
realizing these goals is the location and identification of humans in the scene. 

While much research has been done on indoor tracking or on person identi
fication in the past, work has only begun on building integrated, online systems 
that tackle all the related subtasks without severe restrictions on the scenario 
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or application environment. Choudhnry et al. [7] present a person identification 
system based on the fusion of multimodal cues. It is however Hmited to a sin
gle user required to stand closely in front of the identifiying sensors. Another 
approach, shown by Yang et al. [8], tackles more complex scenarios including 
multiple users. A framework including color-based person and face tracking, 
speech detection, localization and segmentation, and audio-visual ID is pre
sents . The integration is, however, stOl made conceptually on a frame level, 
assuming most cues for fusion are accessible at every point in time. This restricts 
the application to scenarios such as e.g. a small meeting around a table. 

The problem when dealing with general, unconstrained environments in
volving several users is that information gained from passive sensors is either 
too coarse or noisy to allow correct identification, or too focused and narrow to 
keep track of all users or capture good identification features at the right time. 
This is why several approach^ resort to a combination of sensors, using wide-
view fixed cameras or microphone arrays to keep track of users in the room, 
and pan-tnt-zoom (PTZ) cameras to actively seek high r^olution images for 
identification. 

Tsmruoka et al. [9] pr^ent a system that tracks a lecturer in a classroom 
using foreground segmentation on images from a fixed camera and uses a fuzzy 
control scheme to steer an active camera and deliver closeup views. It is however 
limited to a single user standing in front of a clean background. Peixoto et al. 
[10] use one fixed camera and a binocular active camera system, and implement 
a target seletion strategy based on state transitions to deal with scenarios in
volving several users. Hampapur et al. [11] perform 2D and 3D blob tracking on 
images from two fixed cameras and locate head regions by analyzing the silhou
ettes of tracked persons. They discuss several strategies for target selection and 
active camera assignment to capture good facial views. Like the previous two 
approaches, they do not, however, address the problem of recognizing users in 
the closeup views or of fusing identification results over time. Similarly, Stillman 
et al. [12] achieve tracking, face detection and recognition of multiple users us
ing a combination of fixed and PTZ cameras, but they do not offer a framework 
for camera/target selection or for fusion of the identification results. 

In a real, dynamic environment, face recognition accuracy on single frames 
is highly dependent on Mghting conditions, head orientations, face alignment 
precMon, and so forth, and using the information from several frames for iden
tification can bring a substantial improvement. Moreover, limitations in the 
number of available cameras for active scanning, delays between the time of 
image capture and the availabiMty of recognition r^ults, etc, force us to deal 
with incomplete information coming sporadically from several sources with vari
able confidence. 

OMT system deals with these issues by remapping ID results to person tracks, 
accumulating confidences, and deciding on the most probable ID for a track 
dynamically. MoreovCT, our fusion scheme allows us to implement a simple pro
cedure for detection of unknown persons, although the recognition modules 
themselves were not designed for this purpose. Our system uses a fixed camera 
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for tracking, several T-shaped microphone arrays for speech localization and 
two active cameras for person identification, and realizes an online, incremental 
identification of multiple persons in our smartroom. 

In the following section, we present a detailed description of the tracking and 
identification system and of its various components. Section 3 then explains the 
developed camera selection and data fusion technique. Section 4 shows a sample 
recognition scenario and section 5 gives a short summary and an outlook. 

2 Multimodal Identity Tracking System 

This section describes our developed system for simultaneous person tracking 
and identification in our smartroom. It is designed to acquire the identities of 
several persons on the fly, i.e. without requiring them to pass through designated 
areas or to specifically interact with identification devices. It also keeps track 
of all identified persons and refines its confidence with time. 

It is composed of several components, distributed over a network of com
puters, which seamlessly work together while dealing with latency and synchro
nization issues. For each of these components, whidi will be described in the 
following, fast and effective techniques had to be adopted to allow for realtime 
application. The first of these components is a multiperson tracker which ana-
Ij^es the scene from a ceiling-mounted camera and deMvers the positions of all 
persons present in the room. These are compared with the output of a speech 
detection and source localization module which uses the input from several mi
crophone arrays to pinpoint the active speaker and provide a focus of attention 
for subsequent components. The person of interest is then actively focused on 
by a set of pan-tilt-zoom cameras which dehver high resolution images of his or 
her head from several different views. On these images, a two-stage algorithm 
is appMed to detect and align near frontal fa^es, which are sent to the face iden
tification module. The recognized identities are tagged with an identification 
time and confidence and sent to a fusion module, where the information com
ing asynchronously from aU other modules is merged: Visual and audio tracks 
are compared, identity tags from several sources are spatially and temporally 
matched to tracks, and confidences are accumulated in order to gain a gradually 
refined view of all identities in the room. 

Both the acquisition and the processing of information are distributed over 
a network of computers. A total of four Pentium IV, 3GHz machines is used: 
One for the visual and acoustic tracking each and two more for the control of 
active cameras and the analysis of closeup views. 

Fig. 1 gives an overview of the system and of the interaction between its 
components. 

2.1 Multiple Person Tracking in Wide Angle Views 

The multiple person tracking module was designed to work on wide angle images 
captured from the top of the room. The advantage of such views is that they 
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Fig. 1. Overview of the multimodal identity tracking system components 

reduce the chance of occlusion by objects or overlap between persons. The 
drawback is that detailed analysis of the tracked persons is difficult as a top 
view offers only few good features for identification. This is why, in our system, 
a combined approach is followed. 

The person tracker module processes images captured by a SCORPION 
SCOR-03NSC firewire color camera equipped with a 180° fisheye lens at 15fps 
with a resolution of 640x480 pixels. 

The tracking algorithm is essentially composed of a simple but fast algorithm 
for foreground blob segmentation followed by a more complex EM algorithm 
based on person models: 

First, foregrotmd patchy are extracted from the images by using a dynamic 
background model. The background model is created on a few images of the 
(preferably empty) room and is constantly adapted with each new image with 
an adaptation factor a, Backgroimd subtraction and thresholding yield an ini
tial foreground map, which is morphologically filtered. A connected component 
analysis provides the foreground blobs for tracking. Blobs below a certain size 
are rejected as segmentation errors. 

The subsequent EM tracking algorithm tries to find an optimal assignment 
of the detected blobs to a set of active person models, instantiating new models 
or deleting unnecessary ones if need be. A person model, in our case w com
posed of a position (a;, y), a velocity {vx, vy), a radius r and a track ID. In our 
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implementation, the radius was set to a fixed value, to avoid wrong estimates 
r^ulting from merged tracks, shadows, etc. The procedurels as follows: 

- Expectation: For each person model M*, update (a;, y)^^ according to {vx, '^idui • 
If the overlap between two models exceeds a maximum value, fuse them. 

- Maximization steps: For each pixel p in each foreground blob Bj, find the 
person model Mk which is closest to p. If the distance is smaller than rMfe, 
assign p to Mfe. 

- Iteratively assign whole blobs to person models: For every foreground blob 
Bj whose pixels were assigned to at most one model Mk^ assign Bj to Mk 
and use all pixels from Bj to compute a position update for Mk. Subse
quently, consider all assignments of pixels in other blobs to Mk as invalid. 
Repeat this step until all unambiguous mappings have been made. Position 
updates are made by calculating the mean of assigned pixels (a?, y)^ and set
ting (a;,y)Mfe,„,̂  = <^M (a;,!/)^^ + (1 - ^ M ) (aJ,2/)Mfc» ^*^ ^M the learnrate 
for model adaptation. 

- For every blob whose pixels are stiU assign^ to several models, accumulate 
the pixel positions assigned to eadi of these models. Then make the position 
updates based on the respectively assigned pixels only. This is to handle the 
case that two person tracks coincide: The foregroimd blobs are merged but 
both person models stiU subsist as long as they do not overlap too greatly, 
and can keep track of their respective persons when they part again. 

- For eadi remaining imassigned foregroimd blob, initialize a new person model, 
setting its (a:, y) position to the blob center. On the other hand, if a model 
stays unassigned for a certain period of latency, delete it. 

- Using the updated model positions, calculate new velocity estimates (vx, vy). 
- Repeat the procedure from step 1. 

The two stage approach rasults in a fast tracking algorithm that is able to 
initialize and maintain several person tracks, even in the event of moderate over
lap. Relying solely on foreground maps as features, however, makes the system 
relatively sensitive to situations with heavy overlap. This could be improved by 
including color information, or with e.g. temporal template, as proposed in [1]. 

By assuming an average height of Im for a person's body center, and using 
calibration information for the top camera, the positions in the world coordinate 
frame of aU iV tracked persons are calculated and output. 

2.2 Speech Detection and Localization 

In parallel to the visual tracking of all room occupants, acoustic source localizar 
tion is performed on a separate machine to estimate the position of the active 
speaker. Far this, the system rehes on the input from four T-shaped micro
phone clusters iostaUed on the room walls. T h ^ allow a precise localization in 
the horizontal plane, as well as a rough height estimation. Two subtasks are 
accomplished: 
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- Speech detection and segmentation. TMs is currently done by thresholding 
in the power spectrum, but techniques more robust to non-speedi noise and 
cross-talk are already being experimented with. 

- Speaker localization and tracldng. This is done by estimating time delays 
of arrival between microphone pairs using the Generalized Cross Correlation 
function (GCC): 

where Xi{(J) and X2{<JS) are the Fourier transforms of the signals of a micro
phone pair in a microphone array. 
As opposed to other approaches, where speaker positions are first calculated 
for microphone pairs, and the resulting positions later combined, this ap
proach uses a Kalman filter that directly receives as input the correlation 
results from the various microphone pairs, and performs the tracking in a 
unified probabilistic way, thereby achieving more robust and accurate results. 
The details of the source localizer can be found in [13]. 

The output of the speaker localization module is the tracked position of 
the active speaker in the world coordinate frame. This position is compared in 
the fusion module to those of all visually tracked persons in the room and the 
person closest to the speech source is chosen as focus of interest. 

2.3 Acquisition of High Quality Face Images for Identification 

Once a person of interest has been determined, several parallel proc^ses are 
launched to acquire frontal views of his or her face for identification. For this, 
two subtasks are accomplished: The automatic control of active cameras for the 
acquisition of closeup views and the detection and alignment of frontal faces in 
the captured images. 

The first part is accomplished by two SONY EVI-D70P cameras mounted 
on the room walls. They are placed such as to offer best views of a presenter 
as he is talking to the audience or facing the projection board, but also oflfer 
good coverage of the rest of the room. Each camera is connected to a separate 
machine running dedicated components for automatic camera control and for 
detection, alignment and identification of faces in its images. 

The second part is done by a two stage algorithm using appearance based 
object detectors. Because of the dynamic nature of the imag^, algorithms that 
require a static background, such as foregroimd segmenters, or complex initial
ization and slow object movement, such as contour trackers, are not appHcable. 
The detectors used here are cascades of classifiers built on haar-like features, as 
described in [2, 3]. They offer fairly good detection rates and are fast enough 
for realtime use. 

In a first pass, a face detector is used to find occurences of nearly frontal faces 
in the image. The image is scanned at several scal^ and bounding rectangles 
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for face candidates are returned. In our implementation, the generally available 
frontal face classifier cascade included in the OpenCV [18] library was used. Its 
advantage is that it was not tuned to a specific environment and is fairly robust 
to lighting and background changes. It does however dehver a moderate amount 
of false detections or tilted faces, which are not suitable for identification. 

This is why the inside of the detected rectangle is again scanned in a second 
pass with specially trained classifiers to recognize eye regions. These dedicated 

'̂eye cascades" have been trained on face images recorded in our smartroom. 
Only if both tests are passed, and two eyes can be detected, reasonably situ
ated inside the face rectangle, the thereby aUgned face is passed on for recogni
tion. This two stage approach guarantees an extremely high precision rate with 
practically 0% false detections. Fig. 2 shows the face detection and alignment 
process. 
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Fig. 2. Face detection and alignment in active camera images. In a first pass, the 
face area is found by a frontal face detector. In a second pass, the region inside the 
detected rectangle is scanned with a spedalized eye detector. If two eyes can be found, 
the face is aligned and passed on for recognition. The procedure guarantees extremely 
low false alarm rates 

2.4 Face Recognition 

The recognition is made using a local appearance based face representation 
approach. A detailed description of the technique can be found in [14, 15]. A 
detected and normalized face image is divided into blocks of 8x8 pixels. Each 
block is then represented by its DCT coefficients. The top-left DCT coefficient 
is removed from the representation since it only represents the average uitensity 
value of the block. Prom the remaining DCT coefficients, the ones containing 
the highest information are extracted via zig-zag scan, the DCT coefficients 
obtained from each block are concatenated to construct the feature vector which 
is used by a nearest neighbor classifier with the normalized correlation d as 
distance metric: 
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The distance of the feature vector to its assigned class is subsequently also 
used to derive a confidence measure for the identification. 

The class representative vectors for the nearest neighbor algorithm were ob
tained by applying the same decomposition technique described above on a set 
of training images. The images were captured automatically by the active cam
eras at different points in the room, using the detection and alignment technique 
described in section 2.3, and training was done offline. Currently, nine users, 
mostly students and members of our lab were trained in, using approximately 
70 training images per person. The biggest challenge to the recognition algo
rithm is the completely unconstrained nature of our scenario, as variations in 
Hghting, in head orientation, in face sizes, and in the daily appearance of users 
have to be coped with. The recognizer is also not able to distinguish between 
unknown users and known but poorly recognizable ones. While this can lead 
to faulty recognition results for single images, these errors are corrected later 
on by the fusion module which accumulates the ID tags and confidences for a 
person to produce a combined hypothesis. 

3 Asynchronous Fusion and Identity Tracking 

The main goal of our system is to realize an unobtrusive identification and 
tr€Mddng of all room occupants by actively seeking and fusing the best cues for 
recognition whenever they become available. As good facial shots are not easy 
to acquire, this raises the need for a fusion technique that deals with incomplete 
information coming in an irregular way. 

The fusion module analyzes tracks from the multiperson tracker and position 
estimates from the source localizer and, using a selection strategy, decides which 
camera to point at which user to achieve quick identification. It also sporadically 
receives ID tags from several modules which it must map back to person tracks. 

The currently implemented selection strategy is quite simple: Whenever 
available, the acoustic localization estimates are compared to the visual tracks, 
and if necessary an attention switch is made and both cameras are focused on 
the active speaker. This strategy assumes speakers are the most important ac
tors and tries to achieve high recognition rates for them first. However, other 
strategies are also thinkable: 

- Achieve accurate recognition for all room occupants as fast as possible. This 
would prioritize participants that have not been identified yet. 

- IVy to refresh all identities of all participants as regularly as possible. This 
is a good strategy if e.g. our confidence in the tracker's accuracy is low. 

- Focusing two cameras on one person increases the chances to get a frontal 
face. Alternatively, spHt cameras among users, possibly choosing the best 
camera for a user e.g. using head orientation estimates. 
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- In situations where one person often speaks, keep one camera on the speaker 
and use the other to examine the audience. 

- Define regions of high priority in the room, e.g. the door, to quickly identify 
new persons entering the room, etc. 

Once the cameras were steered and face images captured, the fusion module 
waits to receive ID tags coming from the different identification modules and 
matches them to their respective tracks. As delays resulting from processing 
steps and network latency can cause ID tags for a track to come at a sensitively 
late time, a temporal matchmg has to be made also. This is currently done by 
keeping a history of the selected fod of attention and resynchronizing with the 
received ID tags based on unage time stamps. 

By doing this, the ID tags and their confidences can be accumulated for 
every track to improve recognition accuracy. Currently, the last 10 ID tags for 
a track are considered. The confidence scores for every hypothesized identity 
are accumulated, normahzed and the identity with the highest score is chosen 
if this score surpasses 50%. 

This procedure also serves to recognize unknown persons. When an un
trained face is repeatedly presented to the ID module, it typically outputs a 
hypothesis with low confidence or a series of different hypotheses. Therefore, 
the accumulated confidence never reaches 50% for any identity and the track 
ID is marked as unknown. Note that in this way, the ID tracker system only 
outputs track identities in which it is confident, and can in time recover fi:om 
initial wrongful decisions. Fig. 3 shows an example output of the ID trackuag 
system. 

Fig. 3. The output of the identity traddng system. The colored circles represent 
the person models. The identities for recognized persons are printed on top of the 
respective tracks. The yellow line points at the actual focus of attention of the active 
cameras 
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Figures 4 and 5 shows an example run of our identity tracker for a short 
scenario involving 3 users. The users enter the room and engage in conversation 
before they sit down together at the table. Upon entrance, they are automat
ically tracked by the person tracker module. User A is targeted by the active 
cameras and immediately recognized as '̂Ken''. Then, user B starts to talk and 
the focus of attention is switched to him. The system can not, however capture 
a clean face shot for recognition, the identifiaction confidence is low and he is 
marked as "unknown". After a while, user C goes to the presentation area and 
starts to talk. The active cameras focus on his face, but the first identification 
attempts wrongfully classify him as "Kai''. As frontal face shots keep getting 
captured, though, the confidence for the correct ID, namely "Toby", rises. The 
system output gradually passes from "Kai" to "unknown**, to "Toby". Finally, 
user B speaks again. The system focuses on his face and acquires a few good 
facial views, definitely classifying him as "Kai". Once all users are identified, 
the system keeps tracking them and updates their identities everytime they take 
turns speaking. 

Fig. 4. Example scenario involving 3 users in our smartroom 

5 Conclusion and Outlook 

In this paper, a system for the simultaneous tracking and incremental iden
tification of multiple users in a smartroom scenario is presented. The system 
relies on a variety of sensors and processing units distributed over a network 
of computers. Visual tracks gained from a wide angle top view camera and 
speaker localization cues delivered by a combination of microphone arrays are 
used to sequentially select persons of interest. Active cameras mounted on the 
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Fig. 5. Example identification scenario. The colored bars represent the visual person 
tiacks m time. Below them, the speech €u:tivity for the respective users is depicted. 
The system immediately recognizes user A from a seri^ of high quality face shots. As 
user B speaks, attention switches, but the system cannot capture good enough images 
for definite identification. Confidence is low and the user is marked as unknown until, 
later on, better views can be obtained. User C is first misrecognized as "Kai". As 
correct ID results eventually come in, though, the fusion module revises its confidence 
for user C, labeling him as unknown, until good enough confidence can be reached to 
make a definite and correct ID 

room walls axe iised to focias in on the speakers and gain high quality closeup 
views. A two stage algorithm detects frontal faces in the captured images and 
aligns them with respect to the eye positions. Parallel processes recognize the 
cropped faces through a local appearance based method using DCT coefficients. 
The resulting IDs are sent back to a fusion module, which realizes spatial and 
temporal alignment, accumulates confidences for person tracks, recognizes un
known persons and gradually updates all known person identities. The system 
actively seeks good cues for identification in an unobtrusive way, requires no 
specific interaction with the users and functions in realtime at a framerate of 
15ft>s. 

Future efforts will go into improving the performance of the various system 
components: Adding more features to the person tracking module to increase 
robustness; improving the smoothness of camera control and the hit rate of the 
face detectors; extending the face ID modules to recognize profile views; etc. 
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Another planned improvement is the inclusion of acoustic speaker identifi
cation cues. This would allow to recognize speakers even if no good facial view 
can be acquired for long periods of time. 

It should also be worthwMle to experiment with other priority management 
and camera selection strategies, e.g. decoupling cameras or providing fe^back 
from the active camera images to steer the selection and control process. 

Finally, complementing the system to allow it to automatically recognize, 
cluster, and train in unknown faces in an unsupervised way will be the next big 
step towards making it generally usable for a wide range of real life applications. 
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Abstract. This paper presents a driver simulator, which takes into account 
information about the user's state of mind (level of attention, fatigue state, 
stress state). The user's state of mind analysis is based on video data and 
biological signals. Facial movements such as eyes blinking, yawning, head 
rotations... are detected on video data: they are used in order to evaluate the 
fatigue and attention level of the driver. The user's electrocardiogram and 
galvanic skin response are recorded and analyzed in order to evaluate the 
stress level of the driver. A driver simulator software is modified so that the 
system is able to appropriately react to these critical situations of fatigue and 
stress: some audio and visual messages are sent to the driver, wheel vibrations 
are generated and the driver is supposed to react to the alert messages. A multi 
threaded system is proposed to support multi messages sent by different 
modalities. Strategies for data fusion and fission are also provided. 

1. Introduction 

The main goal of this project is to use multimodal signal and video processing to 
provide an augmented user's interface for driving. In ths aper, we are focusing on 
passive modalities. The term augmented here can be understood as an attentive 
interface supporting the user interaction. So far at most basic level, the system 
should contain at least five components: (1) sensors for determining the user's state 
of mind; (2) modules for features or data extraction; (3) a fusion process to evaluate 
incoming sensor information; (4) an adaptive user interface based on the results of 
step 3 and (5) an underlying computational architecture to integrate these 
components. 
In this paper, v ê address the following issues: 
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• Which driver simulator to use? 
• How to characterize a user's state of fatigue or stress? 
• Which biological signals to take into account? 
• What kind of alarms to send to the user? 
• How to integrate all these pieces - data fusion and fission mechanism? 
• Which software architecture is more appropriate to support such kind of 

integration? 
A software architecture supporting real time processing is the first requirement of 

the project because the system has to be interactive. A distributed approach 
supporting multi threaded server can address such needs. 

We are focusing on stress and fatigue detection. The detection is based on video 
information and/or on biological information. From video data we extract relevant 
information to detect fatigue state while the biological signals provide data for stress 
detection. The following step is the definition of the alarms to provide to the user. 
Textual and vocal messages and force feedback are considered to alert the user. 

The rest of the paper is organized as follows: section 2 present the global 
architecture of the demonstrator, section 2.1 describes how we detect driver's hypo-
vigilance states by the analysis of video data, section 3 presents how to detect 
driver's stress states by the analysis of some biological signal, sections 4 describes 
the data fusion and fission strategies and section 5 gives details about the 
demonstrator implementation. 

2. Conceptual architecture 

The diagram of Fig 1 presents the conceptual architecture of our attentive driver 
simulator. We propose a distributed approach to integrate our components. On one 
PC under Linux we have integrated all video data based detection and analysis as 
well as the fusion and fission components. Another PC under Windows is used to 
run the driver simulator and a third PC is used for biological signals acquisition and 
analysis. Communication between all the PCs is done by exchanging XML 
messages. For that the Dialog Controller included in the driver Simulator software 
should be able to receive multi messages (i.e. from biological signals station and 
from video based station). A multi threaded server approach is developed and 
included in the driver simulator. 

2.1. Hypo-vigilance detection based on video data 

The state of hypo-vigilance (either related to fatigue or inattention) is detected by the 
analysis of video data. The required sensor is a camera facing the driver. Three 
indices are considered as hypo-vigilance signs: yawning, head rotations and eyes 
closing for more than Is. 

Face detection: In this paper, we are not focusing on face localization. The face 
detector should be robust (no error in face localization) and should work in real time. 
We chose to use the free toolbox MPT [5]. This face detector extracts a square-
bounding box around each face in the processed image. The MPT face detector 
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works nearly at 30 frames per second for pictures of size (320x200 pixels), which is 
not the case of other face detectors such as OpenCV [13] for example. 
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Fig 1: Overview of the system architecture 

Head motion analysis: Once a bounding box around the driver's face has been 
detected, head motion such as head rotations, eyes closing and yawning are detected 
by using an algorithm working in a way close to the human visual system. In a first 
step, a filter coming from the modeling of the human retina is applied. This filter 
enhances moving contours and cancel static ones. In a second step, the FFT of the 
filtered image is computed in the log polar domain as a modeling of the primary 
visual cortex. The detail of the proposed method is described in [1]. 

Extfacted face areas 

after ret ina OPL f i l ter ing 

Fig 2: OPL filtering results for eyes and mouth. 
As a result of retinal filterings, noise and luminance variations are attenuated and 

moving contours are enhanced. 
The modeling of the primary visual cortex consists in a frequency analysis of the 

spectrum of the retina filters outputs in each region of interest of the face: global 
head, eyes and mouth (see in sequel for the description of eyes and mouth region of 
interest extraction). 

In order to estimate the rigid head rotations [3], the proposed method analyses 
the spectrum of the retina filters output in the log polar domain. It detects head 
motion events and is able to extract its orientation. 

For the detection of yawning or eyes closing, three identical processes are done 
independently [4]. On each region of interest (each eye and the mouth), a spectrum 
analysis is also carried out: we are looking for vertical motion related to eyes closing 
or to yawning. 

Eyes and mouth detection: The mouth can be easily extracted in the lower half of 
the detected bounding box of the face. 
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Concerning the eyes, the spectrum analysis in the region of interest is accurate 
only if each eye is correctly localized. Indeed around the eyes, several vertical or 
horizontal contours can generate false detection (hair boundary for example). The 
MPT toolbox proposes an eye detector but it requires too much computing time 
(frame rate of 22 §)s) so that it has been discarded. We use another solution: eye 
region is supposed to be the area in which there is the most energized contours. 
Assuming that the eyes are localized in the 2 upper quarters of the detected face, we 
use the retina output. The retina output gives the contours in these areas and due to 
the fact that the eye region (containing iris and eyelid) is the only area in which there 
are horizontal and vertical contours, the eye detection can be achieved easily. We use 
two oriented low pass filters: one horizontal low pass filter and a vertical low pass 
filter and we multiply their response. The maximum answer is obtained in the area 
with the most horizontal and vertical contours: the eye regions. The eye area 
detection is performed at 30 frames per second. 

Hypo-vigilance alarms generation: We detect eyes closing and then generate an 
alarm.We detect mouth yawning: when a yawn occurs, the mouth is wide open. This 
generates a very high-energy increase on the log-polar spectrum that can be easily 
extracted. The global head motion events are detected with the global head spectrum 
analysis. We only extract the fact that a head motion has occurred. 

Fusion strategy: After the video analysis, Boolean information about yawning or 
not, about eyes closing or not and about head moving or not are available. A simple 
fusion strategy based on the three index is proposed: 

if head motion is detected 
send an alarm to the user 
hypo-vigilance value=100 

else 
if both eyes are closed during Is 

send an alarm to the user 
hypo-vigilance value = 50 

if the driver is yawning 
send an alarm to the user 

hypo-vigilance value = 50+hypovigilence value 
end 
The variable hypo-vigilance associated to each index is set to 50 or 100. The 

highest the value, the highest the hypo-vigilance. 
Note that in this very simple fiision strategy, information about head motion kind 

of rotation is not taken into account. A more sophisticated fusion strategy has been 
tested and is described in section 4. 

3, Stress detection based on Biological signals analysis 

The application consists of the following three main parts: a) initialization part, b) 
haptic loop and c) visual loop. The initialization part establishes connection with the 
hardware devices, reads the scene, initializes the collision detection algorithm and 
starts the haptic and visual loops. The haptic loop updates the scene using data from 
the devices, checks for collisions between the hand and scene objects, sets the new 
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position of the hand and objects, triggers feedback forces and enables sound 
playback. The visual loop reads the current position of scene objects and renders the 
scene. 

Biological signals are used in order to detect stress situation. ECG 
(Electrocardiogram) and GSR (Galvanic Skin Response) are announced by literature 
as very promising to detect driver stress in real situations [11, 12]. In a stressful time, 
the GSR signal and the heart rate signal (extracted from the ECG) are supposed to 
increase. Two different experiments have been considered; they aim at detecting 
either driver stress over a long time period or punctual driver stress. 

The main drawback of the data acquisition system is that for the moment, on line 
analysis is not possible. For that reason, the study on biological signal for stress 
detection has not yet been implemented in the current demonstrator. 

4 Fusion strategy 

In this section, we describe and test a data fusion based on Bayesian Network. It is 
used for the purpose of hypo-vigilance detection but it also represents a global fusion 
method for the integration of additional information in the detection process. Note 
that this fusion process is not integrated in the final demonstrator for the moment due 
to the lack of significant data. 

Human fatigue generation is a very complicated process. First, fatigue is not 
observable and it can only be inferred from the available information. In fact, fatigue 
can be regarded as the result of many contextual variables such as working 
environments, health and sleep history. Also, it is the cause of many symptoms, e.g. 
the visual cues, such as irregular eyelid movements, yawning and frequent head tilts. 
Second, human's visual characteristics vary significantly with age, height, health and 
shape of face. To effectively monitor fatigue, a system that integrates evidences from 
multiple sources into one representative format is needed. Naturally, a Bayesian 
Networks (BN) model is a good option to deal with such an issue. 

A BN provides a mechanism for graphical representation of uncertain knowledge 
and for inferring high-level activities from the observed data. Specifically, a BN 
consists of nodes and arcs connected together forming a directed acyclic graph. Each 
node can be viewed as a domain variable that can take a set of discrete values or a 
continuous value. An arc represents a probabilistic dependency between the parent 
node and the child node. 

Some contextual information such as temperature, time of day, sleep history, etc 
can be used to build a prior probability for the fatigue node. For that we use the 
parameters proposed in [7]. For the face data fusion we have considered a very 
preliminary version where the network evidences change when: eyes closed more 
than 1 sec; yawning occurs; down head motion are detected simultaneously or not. 
As result we got the level of fatigue, which is sent to the data fission component. 

Data fission duty is to collect the data from data fusion and to generate an alert 
XML message that is sent to the driver simulator. Data fission function is called at 
the rate the driver's state detection is progressing. Generated messages are in XML 
format. We decided for XML because it is extendable and messages are sent only 
when the driver's state changes. Driver's state may be defined by a fatigue value 
(either coming from the Bayesian Network result or from the simple fusion process) 
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that is an output variable of data fusion. Table 1 and Table 2 present the fusion 
strategy for the simple method and for the Bayesian network based method 
respectively. 

Data fission only creates the message if the driver's state has changed and is 
different than the previous one. If the user's state is the same as in previous call, data 
fission generates 'NOT_CHANGED' message. In that way the XML message does 
not need to be sent to the driver simulator after each call of the data fission function. 
Table 1: Fission strategy with the simple fusion process 

Fatigue range 

Message 

Shaking power 

50 
Open the 
eyes 
•100' 

50 
Yawning: be 
careful 
'100' 

100 
Stop moving 
the head 
'100' 

Table 2: fission strategy with the BN based method 
Fatigue range 
Message 
Message color 
Shaking power 

[0,33] 
ff 

»f 

'0' 

[33,66] 
'Tired' 
'Green' 
'0' 

[66,100] 
'Asleep' 
'Red' 
'100' 

Once the alert message has been sent, the driver is supposed to acknowledge to 
the system that the message has been understood. For example, in the case of the 
simple fusion process, each time an alert is detected, wheel vibrations are triggered. 
The driver has to stop these vibrations by pushing a button. The reaction time is also 
recorded, this time being correlated with the hypo-vigilance or fatigue user's state. 

5 Demonstrator 

5.1 Overview of the global system 

The developed demonstrator is made of 2 PCs: one under Windows for the driver 
simulator and one under Linux for hypo-vigilance states detection, 1 SONY digital 
camera, 1 LOGITECH force feed back wheel, 1 projection screen, 1 video-projector 
and 2 loudspeakers. 

5.2 Driver Simulator 

Around ten driver simulators have been studied. The choice of the driver simulator 
has to take into account some features such as: open source software, "First person 
view": (i.e. cockpit view with wheel) and dashboard, source code easy to modify and 
possible use of a vibration feedback wheel. 

The chosen driver simulator is TORCS [9] because it is a well architectured GPL 
program with well structured source code and a well designed user interface. 

This simulator is working under Linux and windows platforms. The main sources 
are written in C++ with the OpenGL library. The graphics quality of the simulator is 
correct and it has a first person view. Fig.3 presents an illustration of TORCS 
simulator. 

We integrate an interaction from the Data Analysis Kernel to our driving 
Simulator. 

The main work consisted in 
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Allowing a Text Message to be displayed within the game graphical interface. 
Creating a multi-threaded Server within the application whose purpose is 
accepting different cHents connexions. 

Integrating a force Feedback wheel in order to warn the user with another 
modality than the visual one. 

Allowing the user to make a feedback on the message displayed by stopping it. 
Parsing XML messages from the multimodal analysis of the driver. Indeed, it is 
possible to change the color, the string of the sent message and the feedback 
power. 

Fig 3: Global views of the demonstrator, Tores driver simulator illustration and alert message 
example 

5.3 Implementation of hypo-vigilance detection 

Due to the fact that ECG and GSR signals cannot be processed on line with the 
data acquisition station we used, the detection of stress state has not been 
implemented in real time. 

5.4 Alert message generation 

The Display Changes: Three different visual or audio messages depending on the 
index of hypo-vigilance can be displayed on the first view of the driver simulator 
(see Table 1 for the considered visual messages and Fig. 3 for an example of 
message incrustation during the game). In order to show the message, we need to 
change all the graphical classes within the source code. The communication between 
the main program and all the libraries is created by using some global variables and 
also by creating new links between several libraries. 

Force Feedback implementation: Force Feedback is used to make the wheel 
shaking when hypo-vigilance is detected. Shaking power is defined by XML 
message of data fission. Shaking becomes stronger and gradually reaches its 
maximum value. Force Feedback uses the Directlnput library, a part of the Microsoft 
DirectX SDK. The library is based on "The Force Feedback Direct Input Library 
(DIL)" made by Bryan Warren and Alex Koch. This library can be loaded at [8]. 
Here, this library has been altered from fimctions to class. In class we can set the 
time period that shaking needs to reach the maximum vibration time, vibration 
activation threshold and to modify the shaking of the wheel dynamically. We also 
use the class to check whether the button is pressed, and if pressed stops the wheel 
shaking. 

Message parsing and controlling the input devices of driver simulator: After the 
XML message arrives through the socket connection it is parsed. We use Microsoft 
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XML parser to parse the message. You can download the MSXML parser from 
Microsoft web site. After the parsing, controller class activates the screen display 
message or starts the wheel shaking. 

The Server Side: We choose to implement a Server side for the interaction 
between the multimodal devices and the user. The network protocol used is TCP/IP. 
We implement this socket by using threads. Those threads access global variables 
under mutual exclusion. We use a "GPL" library called Openthreads for this 
implementation. 

6. Future Works and Conclusion 

We have developed an augmented driver simulator based on video analysis for 
driver's attention controlling. First promising studies about physiological data have 
to be improved and integrated in the global system. This will induce the development 
of an appropriate data fusion method in order to control both the driver's attention 
level and the driver's stress. 

Once the driver has been alerted, it will be necessary to perform some specific 
tests in order to control that driver's stress or fatigue has actually decreased. 

For the moment, the global system is running almost 10 frames per second. It will 
be necessary to optimize video data analysis algorithms in order to speed up the 
frame rate. 
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Abstract. In this paper a Fuzzy Expert System for the prediction of 
Hypovigilance-related accidents is presented. The system uses physiological 
modalities in order to detect signs of extreme hypovigilance. An advantage of 
such a system is its extensibility regarding the physiological modalities and 
features that it can use as inputs. In that way, even though currently only 
eyelid-related features are exploited, in the future and for prototypes designed 
for professionals other physiological modalities, such as EEG can be easily 
integrated in the existing system in order to make it more robust and reliable. 

1 Introduction 

The loss or the disruptions of sleep result in sleepiness during periods when the 
person should usually be fully awake. The loss of even one night's sleep can lead to 
extreme short-term sleepiness. The effects of sleep loss are cumulative and regularly 
losing one or two hours of sleep a night can result to chronic sleepiness over time 

Sleep deprivation and related phenomena of excessive fatigue, prolonged 
inattention, hypovigilance and stress are among the key causes of serious industrial 
accidents such as nuclear accidents, chemical and environmental disasters, as well as 
fatal accidents [1]. 

An automated sleepiness monitoring system could watch over people to make sure 
the alertness and attention levels are high and warn or even take predefined measures 
when extreme hypovigilance is detected, in order to prevent an accident. This kind of 
system could increase the level of safety for everyone since it can be applied on a 
wide range or users, from regular drivers to sensitive equipment operators. 

Several monitoring systems for the automatic hypovigilance detection have been 
developed over the past years [references]. The majority of those systems focus on 

Please use the following format when citing this chapter: 
Damousis, loannis, Tzovaras, Dimitrios, Strintzis, Michael, 2006, in IFIP Intemational Federation for 
Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 345-352 



346 Artificial Intelligence Applications and Innovations 

the diagnosis of the physiological demonstration of sleepiness, by recording and 
analyzing features that in most cases are related to the driver's blinking behavior. 

Even though blink-related features intuitively and experimentally [2] seem to be 
the most suitable candidates for hypovigilance detection, studies show that these 
features are not enough accurate and reliable enough since they exhibit strong 
interpersonal (between persons) and intrapersonal (same person different times) 
variability. Aiming to address the limitations of the current hypovigilance detection 
and accident warning systems, we develop a new multimodal sleep prediction 
algorithm, which will be integrated in an automatic accident warning and sleep 
prediction prototype for drivers within the Integrated Project SENSATION. 

The major objective of SENSATION is the development of new, unobtrusive 
sensors, capable of providing measurements that allow the online extraction of 
advanced physiological features that are not currently available in the existing 
warning systems. These features will potentially allow more accurate hypovigilance 
detection and the development of more reliable sleep prediction systems (less false 
warnings). 

In this paper we describe the framework for such a multimodal physiological 
sleep prediction system, which is based on fuzzy logic expertise and trained with the 
use of real-coded Genetic algorithms. Also some preliminary results from the 
analysis of the training data, concerning the accident prediction effectiveness of 
blink-related features are reported. 

2 The Fuzzy Expert System in general (FES) 

Fuzzy logic is a research area based on the principles of approximate reasoning 
and computational intelligence. It departs from classical sets, logic and strict 
Boolean (True or False) decisions and assignments. Instead, it uses soft linguistic 
variables (e.g. small, medium, large), and a continuous range of truth-values in the 
interval [0, 1]. Fuzzy models are employed in cases where a system is difficult to 
model exactly (but an inexact model is available), or ambiguity and vagueness is 
encountered in the problem formulation. 

A typical fuzzy system comprises the following key parts: 
• A rule base containing a number of IF-THEN rules, 
• A fuzzy inference unit, which performs the inference operations of the rules 
• The fiizzification interface which transforms crisp inputs into fuzzy variables 

that are processed by the fuzzy inference unit, 
• The defuzzification interface that transforms the fuzzy output into a crisp 

number. 
Expert knowledge can be "stored" in a fuzzy system's IF-THEN rules. This 

transfusion of knowledge in the system can take place either by the manual 
definition of the fuzzy rules, or by the training of the system using training cases or 
pattems. After the flizzy rules are defined, the system is capable of making 
inferences and its output or decision simulates the one of an expert's. In that way the 
system is called Fuzzy Expert System. 

Recently, the fuzzy inference system suggested by Takagi, Sugeno and Kang 
(TSK fuzzy model) has gained a great interest in several applications in fuzzy 
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modelling and control. The TSK fuzzy models consist of linguistic fuzzy rules 
represented in the following form: 

R^^: IF (xpj is A{) AND ... AND (Xp,NPi is A^pj) 
THENyj = Fj (x,j, x.^,..., x,,,,ci) J=l..-,NR (1) 

where NR is the number of fuzzy rules. 
The 'IF'* precondition statements define the premise part while the 'THEN'' 

rule functions constitute the consequent part of the fiizzy model. 
'X = [Xpj, ..., Xp^MPiJ^ is the input vector to the premise part comprising NPI 

input variables. 
- Af are labels of fuzzy sets describing linguistically the input component Xpj i = 

i,..., NJPL (e.g. "low", "medium", "high"). 
- Z^ = [xc,h .... XcNci f denotes the input vector to the consequent part of R^^ 

containing NCI input_yariables. 
Finally, yj = F(X^) represents thQj-th rule output which is a fimction of the 

consequence part input components x̂ ,/, i = 1,..., NCI. A special case of particular 
importance is encountered when the rule functions are linear polynomials of the 
consequent inputs: 

7^.=F(Z, )=^ + J;A/X,,. (2) 

where Aj are weight coefficients and ;!̂  is a bias term. 
Each linguistic label Af is associated with a membership function ju/(x^j). 

These are usually unimodal functions (triangular, Gaussian, bell shaped, etc.), taking 
values in the interval [0,1]. Gaussian type memberships are employed described by 

Mi(Xpj) = Qm 
I {xpj-m{) (?) 

where mf and or/ are the mean value and the standard deviation of the membership 
fimction, respectively (Fig. 1 (a)). 

The firing strength of the rule i?^^^representing the degree to which R^^ is excited 
by a particular premise input vector Xp, is determined by 

MjiX,)=Y[Mi(Xpjl (4) 
/=i 

The antecedent fuzzy sets pertaining to a rule i?̂ ^̂  define a fuzzy region within 
the premise space (Fig.l (b)) 

A^J^=A{XA{X-'XAIPJ. (5) 

Essentially, Â -̂ ^ represents a multidimensional fuzzy set with a membership 
distribution defined by (4). 
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Using this notation, the TSK rule can be brought in the following compact form: 

R^j^ : IF Xp is A^J^ THEN yj =Fj{x^) (6) 

1 -

0,8-

0,6-

0,4-

0,2-

0-

Member^ip Functions 
A1,1(x) A1,2(x) A1,3(x) 

4 6 8 1 0 

Vary long blinks duration t>«r mimit* 
Ai,i(Xp,,) A,.2(Xp,i) 

(a) (b) 
Fig.l. (a) Assuming the "very long blinks duration per minute" feature is a premise input, Xpj, 
three fuzzy sets Ajj, Ajj and^/j can express the linguistic propositions that the measured 
"very long blinks duration per minute" is "Low", "Medium" or "High", respectively. Thus, for 
a specific sample Xpj = 4 sec the memberships for each of the fuzzy sets are 0.2,0.62,0.0 
respectively and the measured "very long blinks duration" is linguistically described as 
"medium to low", (b) Three membership functions Aij(Xp̂ i), Aî 2(Xp,i), and Ai3(Xpj) are used 
for each premise input i, to express linguistic properties of the inputs, forming nine fuzzy 
regions that define the boundaries of the system's fuzzy rules. 

Given the input vectors Xp and X^, the final output of the fuzzy model is 
inferred using the weighted average defuzzification method [12] as follows 

NR __ 
(7) 

From the above description, it can be seen that the basic philosophy of the TSK 
model is to decompose the premise space into fuzzy regions A^̂ ^ and approximate 
the system's behaviour in every region by a simple submodel F(X^). Thus, the 
overall model can be regarded as a fiizzy blending of linear submodels with simpler 
structure. 

3. Accident Prediction Fuzzy Expert System 

Our objective is to develop a TSK ftizzy model that provides early warnings for 
accidents that are due to driver's hypovigilance or sleep onset, based on 



Artificial Intelligence Applications and Innovations 349 

physiological features. The flizzy decomposition of the premise space should allow 
the discrimination between different physiological demonstrations of extreme 
sleepiness and address the inter-personal variability. In order though for such a 
system to be efficient and to model (in order to detect) all the different ways that 
people exhibit extreme hypovigilance just before the sleep onset, we have to select 
the appropriate physiological features that describe adequately these ways. 

3.1 Selection of the physiological inputs 

To construct the fuzzy model structure, a number of premise inputs Xpj, ..., Xp^^pj 
should be properly selected. These are the decision variables that constitute the 
premise space and will allow the formulation of rules (discrete cases). Each premise 
variable will then partitioned by a certain number of fuzzy sets that cover adequately 
its universe of discourse as shown in Fig. 1(a). 

The number of premise inputs should be as small as possible. A reasonable choice 
is to select one or two inputs. This is dictated by our requirement to keep the number 
of rules to an acceptably low level. However the great inter-personal variability of 
the physiological signs that characterize the phase prior to sleep onset may require 
the use of several features that will serve as FES premise inputs in order to define as 
accurately as possible all the different classes of physiological behaviours prior to 
falling asleep. There are several studies in the literature that aim to determine the 
appropriate physiological signals that allow hypovigilance diagnosis from a broad set 
of candidate inputs [5], [6], however most of them are inconclusive and there seems 
to be no golden standard in feature selection or combination of features that can lead 
to a full proof prediction system. 

The physiological features that are related to hypovigilance are EEG features such 
as alpha and theta waves, eyelid activity features such as long blinks, eye activity 
related features such as slow eye movements (SEM) and pupillography. 

However, since EEG and SEM data can only be acquired via electrodes, they 
cannot be used for online predictions due to restrictions stemming from user 
unobtmsiveness requirements. Because of this, EEG analysis is only used as a 
reference and we can only utilize eyelid activity features (blinks) that can be 
recorded unobtrusively with CMOS cameras. 

For the proposed FES, the decision on the blink-related features selection was 
taken following a two-steps process: 

1) Literature review study in order to pinpoint the most promising features for the 
discrimination of the various behaviours prior to sleep [5],[6] and also following the 
guidelines over the use of various physiological for hypovigilance diagnosis and 
sleep prediction provided by [7],[9]. 

2) Experimental parametric analysis of the above features using real driving data 
from 37 subjects [3], in order to select the features with the highest correlation to 
accidents (Fig.2). 
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Fig. 2. Parametric analysis of the "number of long blinks" feature. The variables are the 
duration of a "long blink" and the number of long blinks during a 20 second window that 
slides every five seconds. Even though the sensitivity of the feature is good (e.g. when 5 
detected blinks with duration over 0,2 s around 70% of the hits are predicted within the next 2 
minutes), the specificity of the system is not acceptable (more than 40% of the warnings are 
inaccurate). 

4. Genetic Algorithm (GA) training of tlie FES parameters 

The objective of the FES training is to set the values of the premise and 
consequence part variables in such way as to predict as accurately as possible the 
accidents, based on the eyelid-related features that are used as inputs. The training 
patterns have the following structure: 

l̂ . X\ Y,. •I 
where Xp and X^ are the input vectors to the premise and the consequent part 

respectively (blink-related features) and YACCIDENT is a binary value that indicates 
whether an accident happened at that moment ("1") or not ("0"). We must note here 
that the accidents are filtered based on EEG and EOG analysis in order to take into 
considerations only those accidents that are due to hypovigilance [4]. 

For the training of the accident prediction FES a real-coded GA is used. For this 
GA implementation the parameters of the premise and the consequence parts are 
concatenated in order to form a genotype or chromosome which is a consolidated 
representation of a FES. The premise parameters are the mean values and standard 
deviations of the membership functions that partition the premise inputs. These 
variables define fully the membership functions and also set the boundaries of the 
fuzzy rules (the ZPpart of the rules). 

The consequence part parameters are the A/, i = 0, ..., NCI, j = h -., NR 
coefficients that define the output of each fiizzy rule as shown in (7). 

All training parameters, as well as the training patterns' data are normalized in the 
[0, 1] space. An obvious advantage of the real-coded GA over binary-coded GAs is 
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that with the direct encoding of floating-point numbers in the chromosomes we 
achieve absolute precision, overcoming the critical decision of the number of bits to 
be used for the encoding ofSeach FES parameter. 

The training process of the FES using GA begins with the random generation of 
an initial population of m genotypes. The quality of the solution that a specific 
genotype represents is measured by calculating its fitness following the next steps: 

a) Decomposition of the chromosome into FES premise and consequence 
parameters 

b) Calculation of FES output for each training pattern 
Equation (3) provides the memberships of the training pattern to the fuzzy sets 

that partition the premise inputs. Then the pattern's firing strength for each fuzzy 
rule is calculated (4). Each rule has an output that corresponds to the specific pattern 
as is shown in (2). The overall output of the FES for the specific pattern is the 
weighted average of the fuzzy rules' outputs as shown in (7). Each rule's 
contribution to the final solution is analogous to the degree that the pattern triggers 
the specific rule. 

c) Calculation of the chromosome s fitness 
The FES output is compared with a threshold. The threshold is also part of the 

chromosome, hence trainable as well. If the output of the FES is larger than the 
threshold then the expert system produces an accident warning ("1"). If not, the 
system's output is "0". The outputs of the system are compared to the actual 
accidents and a measure of accuracy is calculated: 

r. . l + shpi%) (8) 
FitnessFuwtwn = ^ ̂  

l + /aK%) 
Where shp(%) is the successful hit prediction ratio, defined as the percentage of 

hits that were predicted and^r{^%j is the false alarms ratio which is defined as the 
percentage of FES warnings that did not correspond to an accident up to 2 minutes 
ahead. As it can be seen from (8) this fitness function promotes the sensitivity 
(promoting accurate predictions) and the specificity of the system (false alarms). 

The GA is allowed to evolve for a number of generations. The evolution takes 
place using the well-known genetic operators of selection, crossover [9] and 
mutation [8]. The final FES derives from the elite solution of the GA at the final 
generation. Upon termination of the training process, the quality of the obtained 
model is verified with the testing data set. While GA training lasts from minutes to 
some hours, depending on the size of the measurements database, the on-line 
predictions that are based on real time measurements are attained instantly. 

5. Experimental results and Conclusions 

A FES was developed as described in Sections 2, 3 and 4. However because the 
feature extraction process is currently not concluded, only blink-related features that 
are available by conventional low frame rate cameras were used. As it was 
mentioned in section 3.1, the only blink-related feature that exhibited adequate 
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sensitivity and specificity was the number of long-blinks feature. In order to present 
this feature as a fuzzy premise input, we used the duration of the "long blinks" that 
were detected during the previous 20 second window. Based on the findings of 
section 3.1 we defined the duration that characterizes a long blink, using the 
sensitivity/specificity ratio as criterion. In that special case that we only use one 
feature to create our system, the FES can only be considered as a fine-tuning method 
based on AI techniques, aiming to maximize sensitivity (prediction accuracy) and 
specificity (false alarms minimization). This process led to 72% accuracy in hit 
prediction accompanied by 32% false alarms. Future work includes the study and 
integration of new more advanced eyelid-activity related features when they are 
available, in order to develop a more reliable accident prediction system. These 
features include PERCLOS [2], amplitude and peak closing velocity as well as lid 
closure and opening speed [6]. Eye gaze features are also being extracted in order to 
provide information about fixations that usually accompany extreme hypovigilance. 
A second step will be the integration of EEG features such as alpha and theta waves 
for the development of a sleep prediction system for professionals, where sensor 
unobtrusiveness is less important than reliability. 

These new features can be easily integrated due to the open structure of the FES 
and the flexibility of the GA training as opposed to the various mathematical models. 
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Abstract. In the present paper a mixed reality cane simulation environment is 
presented that allows blind people to navigate in virtual worlds. The 
application is based on the combination of a real cane with a haptic force 
feedback system. The users can therefore handle the cane in a natural way and 
perceive realistic force feedback from virtual objects. Experimental results 
demonstrate the advantages of the MR approach when compared to the VR 

1. Introduction 

Virtual Reality (VR) and Mixed Reality (MR) systems are generally based on the use 
of advanced displays in order to provide an immersive visual interface. However VR 
and MR applications are not limited to visual feedback [1]. Audio feedback as well 
as haptic feedback can be used for the creation of immersive applications. These 
modalities are also suitable for the creation of applications for the blind and the 
visually impaired. 

The HOMERE system presented in [2] is a multimodal system designed so as to 
aid the visually impaired people to explore and navigate inside virtual environments. 
The system provides the user with different sensations when navigating inside a 
virtual world: a force feedback corresponding to the manipulation of a virtual blind 
cane, a thermal feedback corresponding to the simulation of a virtual sun, and an 
auditory feedback in spatialized conditions corresponding to the ambient atmosphere 
and specific events in the simulation. A visual feedback of the scene is also provided 
to enable sighted people to follow the navigation of the main user. 
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In [3,4] a haptic virtual reality tool developed for the training of the visually 
impaired is presented. The proposed approach focuses on the development of a 
highly interactive and extensible Haptic Virtual Reality training system that allows 
visually impaired, to study and interact with various virtual objects in specially 
designed virtual environments, while allowing designers to produce and customize 
these configurations. The training scenarios include cane simulation, used for 
performing realistic navigation tasks. 

The purpose of this paper is to develop a mixed reality cane simulation 
environment based on the existing VR cane simulation application [3,4] and to 
conduct tests with blind users in order to obtain measurable results and derive 
qualitative and quantitative conclusions on the added value of the mixed reality 
system. The CyberGrasp haptic device was selected, based on its commercial 
availability and maturity of technology. In this paper we have developed a mixed 
reality environment for cane simulation and performed comparative tests with end 
users in order to identify the advantages of the mixed reality cane simulation. 
Moreover a novel superquadric based collision detection algorithm was integrated 
and tested with the system. 

The paper is organized as follows. Section 2 describes an overview of the cane 
simulation system, including a general flow chart and features available in both the 
VR and MR systems. Section 3 describes the existing VR cane simulation system 
and including details of the hardware setup as well as information concerning the 
force feedback calculation. Section 4 describes the novel mixed reality cane 
simulation application. Section 5 describes the usability evaluation of the system. 
Finally, Section 6 draws the conclusions. 

2. System Overview 

This section describes the hardware setup used for the cane simulation applications 
(both VR and MR) as well as the software components that compose the cane 
simulation platform. 

2.1 Hardware setup 

The cane simulation hardware prototype consists of the CyberGrasp'''̂  haptic device, 
a powerful workstation with specialized 3D graphics acceleration, input devices 
(primarily mouse and keyboard) and speakers (Figure 1). 

The prototype handles both human-hand movement input and haptic force-
feedback using Immersion's CyberGlove® and CyberGrasp''̂ ^ haptic devices [5]. 
CyberGlove® is a widely used human-hand motion-tracking device of proven 
quality. CyberGrasp'̂ '̂  is currently one of the very few force-feedback devices that 
are offered commercially, providing high quality of construction, operation and 
performance. The 350g CyberGrasp''̂ ^ exoskeleton is capable of applying a 
maximum of 12N per finger force-feedback at interactive rates and with precise 
control. Both devices are supported by the VHS'̂ ^ software developer kit, which 
allows straightforward integration with custom virtual reality software. 
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An important component of the cane simulation system is the motion tracking 
hardware and software, required for tracking the position and orientation of the hand 
of the user. The system prototype utilizes Ascension's MotionStar Wireless"^^ [6] 
motion tracker to accomplish this task. Other motion trackers, offering similar or 
better accuracy and responsiveness and a similar way of communication via local 
network, can easily be plugged into the system. 

Fig 1. Cane Simulation Setup 

2.2 Application core 

The application consists of the following three main parts: a) initialization part, b) 
haptic loop and c) visual loop. The initialization part establishes connection with the 
hardware devices, reads the scene, initializes the collision detection algorithm and 
starts the haptic and visual loops. The haptic loop updates the scene using data from 
the devices, checks for collisions between the hand and scene objects, sets the new 
position of the hand and objects, triggers feedback forces and enables sound 
playback. The visual loop reads the current position of scene objects and renders the 
scene. 

Figure 2 presents the general flow chart for the mixed reality cane simulation 
system. It is similar to the flow chart of the original VR application and includes the 
tracking of the real cane and a new module for force feedback calculation. 

Collision detection is performed between the virtual cane and the VR scene using 
an SQ based collision detection algorithm presented in [7]. In order to check for 
collision between an object and the cane, the implicit formulae of the superquadrics 
is calculated for each point of the scene object. If the result is less than one at least 
for a point of the object, colHsion is reported. 

If F/(x, y,z)^\ VSQii the point (x, y, z) lies outside the cane. 
else the point {x, y, z) lies inside the cane. 
The cost of executing collision detection tests only for the vertices composing a 

3D mesh, and not for the elementary surfaces as most traditional collision detection 
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methods do, is that in cases, where the mesh is coarse and the triangles are relatively 
large, the superquadric may penetrate a triangle or even pass through it without 
collision report. In order to solve this problem additional control points are inserted 
inside each triangle so that the distance between adjacent points is constant, i.e. a 2D 
grid is applied onto the triangle. In this way the collision tests are performed for the 
control points for each segment of the virtual hand. 

Establish connection to 
the devices 

Read Scene Geometries 
and Sounds 

EHaptic Loop 
_(~1000Hz) 

Initialise Ccrflision Detection 
Algorithm 

Refresh the scene "~| 

Perform Collision Detection 
ZSl 

For each Cane - Object Collision 

I Report Collision to Object | 

C;pbject has s o u n ^ 

Detect affected fingers 

Calculate - Send Force 
Feedback 

I Visual Loop 
k (~20fps) 

Get latest scene properties 
(scene objects, camera etc.) 

Draw the Scene 

Fig 2. General flow chart of the cane simulation environment 

The system supports also 3D sound using the OpenAL fwww.openal.org)Hbrary 
in order to create realistic audio feedback. 

3. VR Cane Simulation 

Cane simulation, has been used for performing realistic navigation tasks with the use 
of CyberGrasp, which in combination with the Ascension MotionStar wireless 
tracker leads to a significant workspace (up to 7 meters). These simulations include 
indoor and outdoor environments such as navigation in the interior of a bank or a 
pubHc building, traffic light crossing, etc. 

The cane was simulated to be an "extension" of the users index finger. The 
relative position between the index finger and the top of the cane is illustrated in 
Figure 3. 

The force feedback applied to the hand of the user depends on the collision of the 
cane and the scene objects. When the cane hits on the ground, force feedback is send 
to the index finger of the user (shown in Figure 3). Force feedback is applied to the 
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thumb when the cane collides with an object laying on its right side (shown in Figure 
3). Force feedback is applied to the middle ring and pinky fingers when the cane 
collides with an object being on its left side (Figure 3). 

Fig. 4. Cane collision with the ground, an object on the left hand side of the user and an object 
on the right hand side of the user. 

The forces applied to the user are: a constant continuous force that emulates the 
force provided by grasping a real cane, a cosine force effect (buzzing) provided to 
the user when the cane is penetrating an object and a Jolt force effect is send to the 
user when the cane hits an object or the ground. Cosine force effect is described by 
the equation 

F=a(l+cos(27i(Ji)t)) (1) 

the Jolt force effect by the equation 

F=ae-^'. (2) 

where, a is the amplitude of the force and k is the attenuation factor. The 
cane simulation application is adjustable in terms of: 
• the cane length, 
• the grasping force, the floor hit force and the wall hit force and 
• the level of buzzing (force when cane is penetrating an object), 
in order to make the test leader able to modify the simulation parameters online, 
based on the user requirements. 

4. MR Cane Simulation 

The MR interface is an extension of the interface described in the VR cane 
simulation application. The user wears the CyberGrasp and a waistcoat for carrying 
the Force Control Unit (FCU) for the CyberGrasp and the Motionstar control unit to 
connect the magnetic sensors. The first sensor is attached to CyberGrasp device and 
the second sensor is attached to the real white cane. Sound and haptic feedback are 
provided by the system upon collision of the cane with the virtual objects with 
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respect to the position of the objects in the scene and the orientation and position of 
the users head. The parameters of the virtual cane (size, collision forces) are adjusted 
so that it fits to the real cane and the user can perceive the contacts similarly as with 
the real one. Environmental sounds are assigned to static objects in the scene (e.g. 
realistic traffic lights sound is assigned to traffic lights in the virtual scene) as well as 
to dynamic objects (e.g. cars). 

Fig. 4. Users practicing in the cane simulation environment 

Force Feedback calculation in the case of the MR application is more complex 
than in the VR case. The grasping force is deactivated since the user grasps the real 
cane. A simplified dynamics model is used to calculate the force feedback applied to 
the fingers. The proposed model takes into account that Cybergrasp can apply forces 
approximately perpendicular to the users fingertips. In order to detect fingers that 
should perceive force the relative position of the user's digits and the cane is 
calculated along side with the moving direction of the cane. Force effect amplitude is 
multiplied by the cosine of the angle between the cane direction vector and a vector 
perpendicular to the finger digit (Figure 5). 

Fig. 5. Force feedback for the CyberGrasp 

The main advantage of the MR cane simulation over the VR system is that the 
user can handle the cane as in real world conditions without any restrictions in the 
grasping way. This cannot be implemented in the VR system because grasping an 
object (i.e. the cane) in the desired way without using any visual feedback is a 
difficult task and could cause inconsistence between the actual position of the VR 
cane and the position imagined by the user. 
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5. Usability Evaluation 

Initial versions of the applications have been evaluated with blind and visually 
impaired users. Specifically, the white cane simulation has been tested with blind 
and visually impaired users from the Thessaloniki Blind School and the Pan-Hellenic 
Blind association. 

Twenty-six persons participated in the tests from the Central Macedonia Local 
Union of the Panhellenic Association for the Blind in Greece. The users were 
selected so as to represent the following groups: blind from birth, blind at a later age, 
adults, and children. The evaluation consisted of three phases. In the first phase the 
users were introduced to the system and were allowed to use it for a while in order to 
get used to the device and to calculate the most comfortable parameters for the cane 
(i.e. length, force amplitude). 

In the second phase the users performed the tasks. The total time to complete the 
task, users comments and success or failure in performing the task were recorded for 
each user. In the third face the users answered questionnaire, about the performance 
and the usability of the system. 

According to the comments of the users during the tests and their response to the 
questionnaires, the following conclusions can be drawn: It was deemed very 
important to utilize both acoustic and haptic feedback, as they are indispensable for 
the orientation. It is also important to note that a percentage ranging from 96% of the 
users have characterized the tests as useful or very usefril. 

An initial comparative test has been performed to estimate the importance of 
using a mixed reality system over a virtual reality system as well as the significance 
of each modality to users navigation. Specifically, the system was evaluated for the 
following cases 
• MR with haptic feedback, without audio feedback 
• MR without haptic feedback, with audio feedback 
• VR with multimodal feedback (both haptic and audio) 
• MR with multimodal feedback. 

The evaluation was based on psychophysical criteria and was performed using 
questionnaires. The results showed that the users preferred in terms of usability the 
MR simulation with multimodal feedback. The second choice was the VR with 
multimodal feedback. Third was the MR using only audio feedback and last was the 
MR using only haptic feedback. The ranking shows the importance of the 
multimodal feedback. 

6. Conclusions 

The evaluation results on the initial version of the system were promising. The fact 
that blind persons use different ways to grasp the cane led to the decision of creating 
an application that can simulate various ways of grasping and using the cane. This 
led to the design of the MR cane simulation system, which tracks the position of the 
users hand and the real white cane. 
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In the cases of the cane simulation, technical limitations constrain its 
applicability. Specifically, the system cannot prevent the user from penetrating 
objects in the virtual environment. The maximum workspace is limited to a 7 m -
diameter hemisphere around the tracker transmitter (the 1 m limitation, caused by the 
CyberGraspTM device is solved by using a backpack so that the user can carry the 
CyberGraspTM actuator enclosure). The maximum force that can be applied is limited 
to 12N per finger and the feedback update rate is IKHz. 

Concluding, the usability evaluation results demonstrate that the proposed mixed 
reality application was considered as an improvement of the original work [3,4], 
whereas it still leaves a lot of room for improvement and supplement. Provided that 
further development is carried out, the system has the fiindamental characteristics 
and capabilities to incorporate many requests of the users for the creation of a more 
realistic training environment. 

The approach chosen, fully describes the belief of blind people to facilitate and 
improve training practices. It represents an improvement of life for the blind and the 
visually impaired people when connected to reality training. These facts are evident 
from the participants' statements. 

Except from the direct benefits of the proposed system, as many of the users 
mentioned, the technology based on virtual environments can eventually provide 
new training and job opportunities to people with visual disabilities. 

Acknowledgment This work has been conducted in conjunction with the 
"SIMILAR" European Network of Excellence on Multimodal Interfaces of the 1ST 
Programme of the European Union fwww.similar.ee). 
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Abstract. The present work presents a novel framework for 3D content-based 
search and retrieval. On contrary to most state-of-the-art approaches, the query 
model can be not only an existing object from a database but also a model 
manually generated by the user using sketches. In the context of the proposed 
framework, three interfaces to the sketch-based 3D search application were 
tested and comparative results were extracted according to usability and 
efficiency criteria. 

1. Introduction 

Search and retrieval of 3D objects is nowadays a very challenging research topic and 
has application branches in numerous areas like recognition in computer vision and 
mechanical engineering, content-based search in e-commerce and edutainment 
applications etc. [1]. These application fields will expand in the near future, since the 
3D model databases grow rapidly due to the improved scanning hardware and 
modeling software that have been recently developed. 

The difficulties of expressing multimedia and especially 3D content via text-based 
descriptors, reduces the performance of the text-based search engines to retrieve the 
desired multimedia content. To resolve this problem, 3D content-based search and 
retrieval (S&R) has drawn a lot of attention in the recent years. 

However, the visualization and processing of 3D models are much more 
complicated than those of simple multimedia data [2]. The major difference lies in 
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the fact that 3D models can have arbitrary topologies and cannot be easily 
parameterized using a standard template, which is the case for images. Moreover, 
there can be many different models of representing them, i.e. indexed facets, voxel 
models etc. Finally, processing 3D data is much more computationally intensive, 
than processing media of lower dimension, and often requires very large amounts of 
memory. 

Many researchers worldwide are currently developing 3D model recognition 
schemes. A number of approaches exist in which 3D models are compared by means 
of measures of similarity of their 2D views [3]. More direct 3D model search 
methods focus on registration, recognition, and pairwise matching of surface meshes 
[4]. However, these methods require a computational costly search to find pairwise 
correspondences during matching. Significant work has also been done in matching 
3D models using geometric characteristics, where initial configurations are derived 
from conceptual knowledge about the setup of the acquisition of the 3D scene [5] or 
found automatically by extracting features such as curvature or edges [6]. 

A typical S&R system, like the aforementioned ones, evaluates the similarities 
between query and target objects according to low-level geometric features. 
However, the requirement of a query model to search by example often reduces the 
applicability of an S&R platform, since in many cases the user knows what kind of 
object he wants to retrieve but does not have a 3D model to use as query. 

Imagine the following use case: The user of a virtual assembly application is 
trying to assemble an engine of its spare parts. He inserts some rigid parts into the 
virtual scene and places them in the correct position. At one point he needs to find a 
piston and assemble it to the engine. In this case, he has to manually search in the 
database to find the piston. It would be faster and much more easier if the user had 
the capability of sketching the outline of the piston using specific gestures combined 
with speech in order to perform the search. In the context of this project the 
integration of speech and gestures for the generation of the query model is addressed. 
Speech commands are used for performing specific actions, while gesture 
recognition is used to draw a sketch of the object and to manipulate the scene objects 
in the 3D space. The system is also capable to assemble the built objects so as to 
generate complex structures. The sketch-based 3D search engine has been tested 
using three interfaces. Comparative results on the usability and efficiency of the 
interfaces are presented in the experimental results section. 

2.3D content-based search 

For each 3D model, rotation invariant geometrical descriptors are extracted. In 
particular, the object is initially normalized in terms of translation and scaling, i.e. it 
is translated to the center of the coordinate system, and is scaled uniformly so that 
the coordinates of all its vertices lie in the interval [0,1]. Next, iV concentric spheres 
are built centered at the origin of the coordinate system. Each sphere is built using 
tessellation of a normal icosahedron so that the vertices over its surface are 
uniformly distributed. In the experiments 20 concentric spheres of 16002 vertices are 
used. For each sphere the discrete 3D signal F(r5,^p^^) is assumed, where i is the 
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index of the sphere vertices. The values of function F(r^,^.,^.) are calculated using 
the Spherical Trace Transform (STT) [7]. 
The extraction of the final descriptor vectors, v̂ hich will be used for the matching 
algorithm, is achieved by applying the spherical functionals 'T ' , as described in [7], 
to the initial features F(r^,^.,^.) generated from the STT. The spherical functionals 
for each concentric sphere "p" are summarized below: 

T,{F)^max{F{r„d„^,)} (l) 

T2iF)-t\P'{r-sA^<f>^)\ (2) 

T,{F)^f^F{r,A,^,) (3) 
M 

7;(F) = max{F(r„^,,,^,)}-min{F(r„^,,^,)} (4) 

T,{F) = Af=^a,„ (5) 
m 

where N^ is the total number of sampled points (?]J,J = 1,...,NA at each 

concentric sphere, / = 0,...,L and -I<m<l. The values of %, are the expansion 
coefficients of the Spherical Fourier Transform [8]: 

^ ATT 

a,.=lLP{'sAA)-Y,„{n>)^ (6) 
1=1 ^^ s 

where }̂„, {t],) corresponds to the spherical harmonic function, which is defined 
through: 

Y,„{9,(t>) = k,^Pr{cose)e^'^ (7) 
where P"' is the associated Legendre polynomial of degree / and order m, k^^^ 

a normalization constant and j the imaginary unit. 
The quantities A^ are invariant to any rotation of the 3D model. Choosing a 

sufficiently large number of L coefficients of the Spherical Fourier Transform, a 
total number of L + 4 spherical functionals is used for each concentric sphere. 

Finally, the descriptor vectors D{l) are created, where / = 0,...,(£ + 4)iV^ is 
the total number of descriptors and N^ is the number of concentric spheres. In the 
experiments described in the sequel, L-26 and N^. - 20 were chosen. 

Now, let A, B, be two 3D part models, andD^, D^, their descriptor vectors 
respectively. The two parts are compared in terms of similarity according to the 
following formula: 

dissimilarity = ̂ | Z 1̂ .(0-̂ .(01 (8) 
Fig. 1 depicts the retrieved objects using as input the first model of each column. 
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^ v< I 
Fig. 1. 3D search results using as query the models of the first row. 

3. Sketching the query model 

The sketch-based query model generation algorithm aims to provide the sufficient 
means for the easy and fast design of an approximation of the target model using 
primitive objects. It consists of the following steps: 

1. Sketching the 2D contour of the desired primitive object. 
2. Choosing among the corresponding 3D shapes using speech commands 

[9] (e.g. for a circle choose between sphere, cylinder and cone) and 
define its height, which cannot be drawn in 2D. 

3. If a new primitive is desired go to Step 1, otherwise proceed to Step 4. 
4. Assemble the primitives to form the final shape 

The user initially sketches, using one of the sketching interfaces that will be 
described in the sequel, the 2D contour of the primitive to be inserted, e.g. circle for 
a sphere, a cylinder or a cone, rectangle for parallelepipeds, cubes and triangles for a 
pyramid or a prisma. These shapes are recognized using least squares minimization 
with the Levenberg-Marquardt algorithm [10][11] and a sample primitive is 
automatically inserted in the scene. Next, the degrees of fi-eedom that cannot be 
defined just fi'om the 2D sketch are defined and the primitive is manipulated. In 
other words the user defines the height of the object and translates, scales, rotates it 
until it reaches its target position. After inserting all the primitives they are 
assembled to the final target query model that is used as input to the 3D content 
based search procedure described in Section 2. An example of the sketching 
procedure is illustrated in Fig. 2. 
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Fig. 2. a,b,c) Sketching procedure and d) 3D search results 

4. Query interfaces 

The query interface to the 3D search engine is a multimodal gesture-speech 
interface. The following table describes, the actions that are controlled with gestures 
and with speech. 

Table 1. Speech-Gesture controlled actions 
Speech controlled actions 

No speech 
Selection 

1 Translation 

Rotation 
Scaling 

Sketching 
Search 

Select group 

Retrieve 

Next 
Delete 
Clone 

1 Stop action 

Actions performed using gestures or automatically 
by the system 

The 3D pointer follows the motion of the user's hand 1 
Point at the object to be selected 

Move the hand until the object reaches the target 3D 1 
position 

Rotate the hands like grabbing and rotating a sphere 
Increase decrease the distance between the hands 1 

Freehand sketching 
Use the selected object as query and search for 1 

similar content 
Initiate grouping the primitives and call the selection 

command for each primitive 
Retrieve the objects from the database starting with 1 

the most similar 
Retrieve next object 1 

Delete selected object 
Clone selected object 

Stop currently performed action | 

Speech recognition is performed as described in [9][10] and pointing gestures are 
extracted using one of the following interfaces: 

4.1. Unobtrusive interface 

The first interface is totally unobtrusive. The head and hands of the user are captured 
using a stereo camera and are efficiently tracked [10] using a statistical model 
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composed of a color histogram and a 3D spatial Gaussian function [12], while the 
user sketches or performs specific actions. 

4.2. Virtual reality haptic interface 

The backbone of this interface is a haptic glove that is used as input to the 
application, as it is capable of identifying hand gestures, and as output since it 
provides tactile or force feedback. It handles both human-hand movement input and 
haptic force-feedback for the fmgers using Immersion's CyberGlove® (Fig. 3a) and 
CyberGraspTM (Fig. 3b) haptic devices [13]. CyberGlove® is a widely used human-
hand motion-tracking device of proven quality. CyberGrasp^M is currently one of the 
very few force-feedback devices that are offered commercially, providing high 
quality of construction, operation and performance. The 350g CyberGrasp'*̂ ^ 
exoskeleton is capable of applying a maximum of 12N per fmger force-feedback at 
interactive rates and with precise control. The direction of the force feedback is 
approximately perpendicular to the fingertips. 

Fig. 3. a) CyberGlove, b) CyberGrasp, c) Motionstar wireless tracker 

Additionally to the haptic devices a position tracker device for providing 
information on the accurate position of the hand is used. Based on the requirements 
of the proposed application, the MotionStar Wireless Tracker of Ascension 
Technologies Inc. has been selected as the appropriate device, mainly due to its 
wireless nature (Fig. 3c). Combining CyberGrasp with the motion tracker can create 
a workspace of six meters diameter hemisphere where the user can move and interact 
with the virtual model, in contrary with the usual systems that limit the user 
workspace to be less than half a meter (just in the front of a personal computer). 

4.3. Air-mouse interface 

The third interface consists of a wireless air-mouse [14] that has the exact 
functionalities of a typical 2D mouse and can additionally by operated in the air 
since it utiUzes a gyroscope sensor to identify changes in its orientation. Notice that, 
despite the fact that it can be operated in the 3D space, it is not a 3D mouse. 



Artificial Intelligence Applications and Innovations 367 

5. Experimental results 

The developed sketch-based 3D search platform was evaluated in many scenarios 
where the user had to sketch the query object in order to search for similar content. 
The aim of the evaluation was to test and compare the three different interfaces with 
respect to several parameters, which are: 

- User immersion 
- Usability 
- 3D manipulation efficiency 
- Mobility 
- Robustness 
- Computational efficiency 
- Device intmsiveness 
- Cost 

Fig. 4 illustrates three snapshots, while using the sketch-based 3D search 
platform, while Table 2 presents the comparative results of their evaluation. 

a) b) c) 
Fig. 4. a) Unobtrusive interface, b) Haptic interface, c) Air-mouse interface 

Table 2. Comparison of the interfaces 

User Immersion 
Usability 

1 3D manipulation 
efficiency 

1 Mobility 
1 Robustness 

Computational 
1 efficiency 

Cost 
1 Device intrusiveness 

Unobtrusive 
Very high 
Very high 
Very high 

Very low 
High 

Moderate 

High 
Very low 

Haptic VR 
High 

Very high 
Very high 

Very low 
Very high 

High 

Very high 
High 

Air-mouse 
Very low 
Moderate 
Very low 

Very high 
Very high 
Very high 1 

Very Low 
Low 1 
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6. Conclusions 

In the present paper a sketch-based 3D search system was presented. The user is 
capable of creating the query object using speech and gesture instead of using an 
existing model to search for similar 3D content. Three different interfaces for human 
computer interaction were tested and comparative results were extracted that indicate 
that each interface has its advantages and disadvantages. Which one to use? It 
depends absolutely on the context of the application to be developed. 
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Abstract. Designing affective Human Computer-Interfaces such as Embodied 
Conversational Agents requires modeling the relations between spontaneous 
emotions and behaviors in several modalities. There have been a lot of 
psychological researches on emotion and nonverbal communication. Yet, these 
studies were based mostly on acted basic emotions. This paper explores how 
manual annotation and image processing might cooperate towards the 
representation of spontaneous emotional behavior in low resolution videos 
from TV. We describe a corpus of TV interviews and the manual annotations 
that have been defined. We explain the image processing algorithms that have 
been designed for the automatic estimation of movement quantity. Finally, we 
explore several ways to compare the manual annotations and the cues 
extracted by image processing. 

1 Introduction 

Designing affective Human Computer-Interfaces such as Embodied Conversational 
Agents requires modeling the relations betv^een spontaneous emotions and behaviors 
in several modalities. There has been a lot of psychological researches on emotion 
and nonverbal communication of facial expressions of emotions [8], and on 
expressive body movements [2, 5, 17, 18]. Yet, these psychological studies were 
based mostly on acted basic emotions: anger, disgust, fear, joy, sadness, surprise. In 
the area of affective computing, recent studies of non-verbal behavior during 
emotions are also limited with respect to the number of modalities or the spontaneity 
of the emotion. For example, cameras are used by [13] to capture markers placed on 
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various points of the whole body in order to recognize four acted basic emotions 
(sadnessJoy, anger, fear). 
With respect to other modalities than facial expressions, static postures were 
recorded by De Silva et al. [4] using a motion capture system during acted emotions 
(two nuances for each of four basic emotions; e.g. upset and angry as nuances of 
anger). In Gunes et al [11] the video processing of facial expressions and upper 
body gestures are ftised in order to recognize six acted emotional behaviors (anxiety, 
anger, disgust, fear, happiness, uncertainty). A vision based system that infers acted 
mental states (agreeing, concentrating, disagreeing, interested, thinking, and unsure) 
from head movements and facial expressions is described in el Kaliouby et al. [10]. 
Choi et al. [3] describe how video processing of facial expressions and gaze are 
mapped onto combinations of emotions (neutral, surprise, fear, sadness, anger, 
disgust, happiness). 
These studies are dealing with basic acted emotions, and real-life multimodal 
corpora are very few despite the general agreement that it is necessary to collect 
audio-visual databases that highlight naturalistic expressions of emotions [7]. 
Indeed, building a multimodal corpus of real-life emotions is challenging since it 
involves subjective perception and requires time consuming manual annotations of 
emotion at several levels. This manual annotation might benefit from image 
processing via the automatic detection of emotionally relevant video segments. 
Estimation of movement quantity by automatic image processing might validate the 
manual annotations of movements during the time-based annotation of the video, and 
also of emotional activation at the level of the whole video. Automatic processing 
might provide finer numerical values which are not possible with manual 
annotations. Finally automatic annotation might ease the manual annotation process 
by providing movement segmentation and precise values of expressive parameters 
such as the speed, the spatial expansion or the fluidity of a gesture. Manual 
annotation and image processing provide information at different levels of 
abstraction and their integration is not straightforward. Furthermore, most of the 
work in image processing of emotional behavior has been done on high quality 
videos recorded in laboratory situations where emotions might be less spontaneous 
than during non staged TV interviews. 
The goals of this paper are 1) to explore the applicability of image processing 
techniques for low resolution videos from TV, and 2) explore how manual 
annotation and image processing might cooperate towards the representation of 
spontaneous emotional behavior. Section 2 describes the corpus of TV interviews 
that has been collected and the manual annotations that have been defined. Section 3 
explains the image processing algorithms that have been designed for the automatic 
estimation of movement quantity. Section 3 explores several ways to compare the 
manual annotations and the results of image processing with the illustration of three 
video samples. 

2 Manual annotation of multimodal emotional behaviors 
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The EmoTV corpus features 50 video samples of emotional TV interviews [1]. 
The videos are encoded in Cinepak Codec by CTi (720x576, 25 images/sec). The 
goal of the EmoTV corpus is to provide knowledge on the coordination between 
modalities during non-acted emotionally rich behaviors. A multilevel coding scheme 
has been designed and enables the representation of emotion at several levels of 
temporality and abstraction [6]. At the global level there is the annotation of emotion 
(categorical and dimensional including global activation). Similar annotations are 
available at the level of emotional segments of the video. At the level of multimodal 
behaviors [15] there are tracks for each visible modality: torso, head, shoulders, 
facial expressions, gaze, and hand gestures. The head, torso and hand tracks contain 
a description of the pose and the movement of these modalities. Pose and movement 
annotations thus alternate. Regarding the annotation of movements, we inspired our 
annotation scheme of the expressivity model proposed by [12] which describes 
expressivity by a set of six dimensions: spatial extent, temporal extent, power, 
fluidity, repetition, overall activity. Movement quality is thus annotated for torso, 
head, shoulders, and hand gestures. 

For gestures annotation, we have kept the classical attributes used for gesture 
annotation [14, 16] but focused on repetitive and manipulator gestures which occur 
frequently in EmoTV. Our coding scheme thus enables not only the annotation of 
movement expressivity but also the annotation of the structural descriptions 
("phases") of gestures as their temporal patterns might be related to emotion: 
preparation (bringing arm and hand into stroke position), stroke (the most energetic 
part of the gesture), sequence of strokes (a number of successive strokes), hold (a 
phase of stillness just before or just after the stroke), and retract (movement back to 
rest position). We have selected the following set of gestures functions ("phrase") as 
they revealed to be observed in our corpus: manipulator (contact with body or 
object), beat (synchronized with the emphasis of the speech), deictic (arm or hand is 
used to point at an existing or imaginary object), illustrator (represents attributes, 
actions, relationships about objects and characters), emblem (movement with a 
precise, culturally defmed meaning). Currently, the hand shape is not annotated since 
it is not considered as a main feature of emotional behavior in our survey of 
experimental studies nor in our videos. 

Whereas the annotations of emotions have been done by 3 coders and lead to 
computation of agreement [6], the current protocol used for the validation of the 
annotations of multimodal behaviors is to have a 2nd coder check the annotations 
followed by discussions. We are considering the validation of the annotations by the 
automatic computation of inter-coder agreements from the annotations by several 
coders. 

3 Automatic processing of videos of emotional beliaviors 

Image processing is used to provide estimations of head and hand movements by 
combining 1) location of skin areas and 2) the estimation of movement (Fig. 1). The 
task of head and hand localization in image sequences is based on detecting 
continuous areas of skin color. For the given application, a very coarse model is 
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sufficient, since there is no need for recognition of hand shape. As mentioned before 
the examined corpus is based on real-life situations and therefore the person's 
original posture is arbitrary and not subject to spatial constraints such as "right hand 
on the right side of the head" when the person's hands are crossed. In addition to this 
some skin-like regions may mislead the automatic detection and tracking algorithm. 
To tackle the above problems a user-assisted initialization process is required as the 
starting point for the tracking algorithm. During this process the user confirms the 
regions suggested by the system as the hands and head of the person participating in 
the multimodal corpora ; after that, since lighting and color conditions do not usually 
change within the clip, detection and tracking are performed automatically. Another 
usual impediment to image processing of TV videos is the fact that camera 
movement can be uncontrolled and may result in skin regions moving abruptly 
within a clip without the subject showing the relevant activity. In our approach, this 
can be tackled by taking into account the change of the relevant positions of the skin 
regions, since they will not change in the event of sudden camera movement. 

(a) skin detection (b) Movement estimation of all colors 

Fig. 1. Steps in image processing for automatic estimation of movement quantity: (a) skin 
detection, (b) movement estimation of all colors. The next step is to compute the intersection 
of (a) and (b) for estimating movement of skin areas 

The measure of movement in subsequent frames is calculated as the sum of the 
moving pixels in the moving skin masks, normalized over the area of the skin 
regions. Normalization is performed in order to discard the camera zoom factor, 
which may make moving skin regions appear larger without actually showing more 
vivid activity. Possible moving areas are found by thresholding the difference pixels 
between the current frame and the next, resulting to the possible motion mask. This 
mask does not contain information about the direction or the magnitude of the 
movement, but is only indicative of the motion and is used to accelerate the 
algorithm by concentrating further tracking only in moving image areas. Both color 
and motion masks contain a large number of small objects due to the presence of 
noise and objects with color similar to the skin. To overcome this, morphological 
filtering is employed on both masks to remove small objects. In the following, the 
moving skin mask is created by fusing the processed skin and motion masks, through 
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the morphological reconstruction of the color mask using the motion mask as 
marker. 
Overall activation is considered as the quantity of movement during a conversational 
turn. In our case it is computed as the sum of the motion vectors' norm (Eq. 1). 

1=0 ^ ' 

spatial extent is modeled by expanding or condensing the entire space in front of the 
agent that is used for gesturing and is calculated as the maximum Euclidean distance 
of the position of the two hands (Eq. 2). The average spatial extent is also calculated 
for normalization reasons. The temporal parameter of the gesture determines the 
speed of the arm movement of a gesture's meaning carrying stroke phase and also 
signifies the duration of movements (e.g., quick versus sustained actions). Fluidity 
differentiates smooth/graceful from sudden/jerky ones. This concept seeks to capture 
the continuity between movements, as such, it seems appropriate to modify the 
continuity of the arms' trajectory paths as well as the acceleration and deceleration 
of the limbs. To extract this feature from the input image sequences we calculate the 
sum of the variance of the norms of the motion vectors. The power actually is 
identical with the first derivative of the motion vectors calculated in the first steps. 

5^ = max(kr (0-/(0)1) ^̂ ^ 

We illustrate our approach on the combination of image processing and manual 
annotation on a video of the EmoTV corpus (duration 29 seconds, frame rate 25 §)s, 
722 frames). The image processing module provides information related to 
emotional behavior at two levels: 1) a global level of the whole video clip, and 2) a 
local level (e.g. between two frames). At the global level of the whole video, an 
estimation of the overall activation is computed. For the video 3, this overall 
activation (Eq. 1) normalized by the number of frames is 1340. It was compared with 
the results obtained with two laboratory recorded videos with different behaviors but 
similar viewpoint. The overall activation for a video with fewer movements 
(showing a single gesture) was smaller (44). For a video with more activation 
(showing several repetitive gestures), this value was higher (2167). 
After the user-assisted initialization step the tracking algorithm is responsible for 
classifying the skin regions in the following frames of the examined video. Skin 
region size, distance wrt the previous classified position of the region, flow 
alignment and spatial constraints. These criteria ensure that the next region selected 
to replace the current one is approximately the same size, close to the last position 
and moves along the same direction as the previous one as long as the instantaneous 
speed is above a certain threshold. As a result each candidate region is being 
awarded a bonus for satisfjdng these criteria or is being penalized for failing to 
comply with the restrictions applied. The winner region, the one that collects the 
most points during this process, is appointed as the reference region for the next 
frame. The criteria don't have an eliminating effect, meaning that if a region fails to 
satisfy one of them is not being excluded from the process, and the bonus or penalty 
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given to the region is relative to the score achieved in every criterion test. The finally 
selected region's score is thresholded so that poor scoring winning regions are 
excluded. In this case the position of the body part is unchanged wrt that in the 
previous frame. This feature is especially useful in occlusion cases when the position 
of the body part remains the same as just before occlusion occurs. After a certain 
number of frames the whole process is reinitialized so that a possible 
misclassification is not propagated. 

4 Comparing manual annotations and automatic processing 

In this section we illustrate the comparison of manual and automatic processing on 
three videos from the EmoTV corpus. These three investigated videos have different 
profiles. Video 41 which includes only head movement. Video 3 includes torso and 
hand movements. Video 36 includes movements of other people in the background. 

4.1 Global activation of behaviors in each video 
The values obtained for 1) the manual annotation of emotional activation, 2) the 
automatic estimation of movement quantity at the level of the whole video clip, 3) 
the % of seconds of each video for which there is at least one manual annotation of 
movement (either head, hand or torso) are given in Table 1. 
Video # 41 3 36 
(1) Emotional activation (manual annotation) 
l:low activation, 5: high activation 
(2) Estimation of movement quantity 
(automatic image processing) 
(3) % of sec. for which there is at least one manual „« ^ Q. ^ ^.. 
annotation of movement (head, hand or torso) [ [ ' 
Table 1. Values of three manual and automatic measures of emotional activation in 
three videos 
These three values provide different estimations of the quantity of multimodal 
activity related to the emotions. These values are consistent with the different 
profiles of these videos. The correlation analysis suggests that measures (1) and (3) 
may be correlated (r = 0,97). This might reveal a consistency in the manual 
annotation process. The correlation analysis also suggests that (1) and (2) may be 
correlated (r = 0.74). This shows that the automatic processing of videos might be 
useful for validating the manual annotation of activation at the global level of each 
video. Finally, the correlation analysis suggests that (2) and (3) may be correlated (r 
= 0,58). However, due to the small sample size, these three values do not reach 
statistical significance. More data are needed to confirm such a result. 

4.2 Time-based estimation and annotation of movement 

At the local time-based level, we were willing to compare the manual annotations (of 
the movements of the head, hands and torso) with the automatic estimation of 

3 4,33 4,66 

959,60 1132,80 2240,50 
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movements. The current state of the image processing module enables to provide an 
estimation of the movement between each frame for the whole image. The current 
image processing module does not provide separate estimations of movement for the 
different body parts (e.g. image areas). Thus, we compared the union of the manual 
annotations of movements in the head, hands and torso modalities with the automatic 
estimation of movements. When the image processing module detected a movement, 
we decided that there would be an agreement with the manual annotations if a 
movement had been manually annotated in at least one of the three modalities. 
The continuous values of motion estimation provided by the image processing 
module need to be thresholded in order to provide a Boolean automatic annotation of 
movements that can be compared with the manual annotations. Setting different 
values to this threshold for automatic movement detection leads to different values of 
agreement between the manual annotations and the automatic detection of 
movement. The value of the amplitude threshold above which the image processing 
module decides that a movement has been detected should be the minimal value at 
which a movement should have been perceived and annotated. We evaluated the 
agreement between the union of the manual annotations of movements and the 
estimation of movement with several values of this amplitude threshold above which 
the image processing module decides that a movement has been detected. The tested 
values for this threshold were between 0.1% and 40% of the maximal value of 
estimation of movement quantity. We use a 0,04 s. interval for computing the 
agreement between manual and automatic annotations since it is the interval between 
2 frames used by the automatic processing. 
The resulting confusion matrix is provided in Table 2. The agreement is the highest 
for video 3 which features many movements of the head, hand and the upper area of 
the torso where the skin is visible. The lowest agreement is obtained with video 36 
which features people moving in the background, the movement of whom have not 
been manually annotated since we focus on interviewed people. An intermediate 
value is obtained for video 41 which only features slight movements of the head and 
a few movements of the torso. These three videos from EmoTV are rich in 
annotation of movements of either hand, torso or head. The % of frames for which 
there is no manual annotation of movements are 26% for video 41, 7% for video 3, 
and 5% for video 36. 
Table 2. Confiision matrix between manual annotation of movement and automatic 
estimation of movement quantity (for example the colunm "Auto 0 - Manual 0" 
describes the agreements no manual annotation of movements / no automatic 
detection of movement) 

Video # 

3 
41 
36 

AutoO 
Manual 0 

1% 
19% 
4% 

Agreements 

Auto 1 
Manual 1 

89% 
48% 
45% 

Total 

90% 
67% 
49% 

AutoO 
Manual 1 

3,5% 
25% 
49% 

Disagreements 

Auto 1 Total 
Manual 0 

6,5% 10% 
8% 26% 
2% 51% 
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In order to compute statistical measures of the agreement between manual and 
automatic annotations, we balanced the number of frames with and without manual 
annotation by 1) computing the number of frames without any manual annotation of 
movement, and 2) by a random selection of the same number of frames with a 
manual annotation of movement. For video 3, a threshold for motion detection of 8% 
of maximum movement quantity, leads to a maximum kappa (0,71). For video 36, 
the maximum kappa is 0,6 (threshold 9%). For video 41, the maximum kappa is 
0,425 (threshold 0.6%). For the three videos the kappa is very low when the 
threshold is too low (the system considers that there is always a movement from 
automatic processing, and when compared to the manual annotation, the agreement 
is lower). Then the kappa increases until reaching its highest value (e.g. the values 
described above), and then decreases as the threshold becomes higher. 

5 Conclusions and future directions 

In this paper we have described an exploratory approach aiming at computing 
various relations between manual and automatic annotations of videos of multimodal 
emotional behaviors. We observed that some dimensions of manual annotations and 
results of automatic might be correlated. A next step is to consider other videos in 
order to reach statistical significance in the comparison of manual annotation of 
activation and the automatic estimation of movement quantity. We will consider 
videos with very few movements in order to be able to compare the manual and the 
automatic annotations with classical kappa measures for all the annotations. 
Future direction also include the use of temporal filters for improving the automatic 
detection of movements, the separate estimation of movement quantity for different 
body parts of the image (including tracking of these areas), the automatic extraction 
of values for the expressive parameters such the spatial extent (Eq. 2), the validation 
of the manual annotation of activation at the level of emotional segment, the 
relations between the estimation of movement quantity and gesture phases 
(preparation, stroke, retraction), the inclusion of torso annotation in the union of 
movement annotation only if it includes a skin area. 
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Abstract. MPEG-4 facial animation parameters are used in order to evaluate 
theoretical predictions for intermediate expressions of a given emotion 
episode, based on Scherer's appraisal theory. MPEG-4 FAPs and action units 
are combined in modelling the effects of appraisal checks on facial 
expressions and temporal evolution issues of facial expressions are 
investigated. The results of the synthesis process can then be applied to 
Embodied Conversational Agents (EGAs), rendering their interaction with 
humans, or other EGAs, more affective. 

1. Introduction 

Affective computing dictates the importance of creating interfaces which are not 
solely limited to the synthetic representation of the face and the human body, but 
which also expresses feelings through facial expressions, gestures and the body pose. 
The most significant challenge is the compatibility of an EGA with MPEG-4 
standard and its use in various applications. The use of affective avatars can be 
applied in many sectors - culture, gaming, e-leaming, while their compatibility with 
the MPEG-4 standard makes it possible for avatars to interact with synthetic objects 
and to be seamlessly integrated in different scenes. 

Scherer's appraisal theory investigates the link between the elicitation of an 
emotion and the response patterning in facial expression [6]. It predicts intermediate 
expressions based on sequential appraisal checks and postulates a cumulative effect 
on the final expression. 

The current work aims to investigate this cumulative effect through the synthesis 
of the temporal evolution of facial expressions during emotion elicitation based on 
the mapping of Ekman's Action Units [9] to MPEG-4 FAPs. 
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2. ECA's facial expression and the component process model 

The processes of emotion elicitation and emotion expression constitute central issues 
in rendering an EC A more affective. Emotion theory offers a variety of models each 
aspiring to capture the emotion expression process. One would expect that the choice 
of the modelling approach would be irrelevant of the task at hand and would aim to 
capture global patterns. Contrary to this intuition, relevant research has shown that 
the choice of the modelling approach is strongly correlated to the task the agent will 
be asked to carry out. For example the dimensional approach [10] to emotion 
modelling is more fitting for the case of emotion recognition i.e. anger detection. It 
remains a challenge to identify the emotion model for an ECA that will not be 
dependant of specific action examples. 

By studying the requirements for a naturalistic interaction with an ECA, a very 
central issue in the approach each model adopts is the temporal evolution of an 
expression and how it is affected by surrounding stimuli. Scherer's component 
process model provides predictions for intermediate expressions as well as a 
prediction for the final emotion expression based on appraisal checks preformed on 
various specifically defined components. In the current work we are interested in 
evaluating this theoretical model and in investigating ways in which appraisal check 
results and the accompanying predictions can become a behaviour metric for ECAs 
in a dynamic environment. 

According to cognitive theories of emotion, emotions are closely related to the 
situation that is being experienced (or, indeed, imagined) by the agent. Specifically, 
emotions are connected to mental representations that emphasize key elements of a 
situation and identify them as being either positive or negative. These representations 
have generally been called appraisals. An appraisal can be thought of as a model 
which is selective and valenced - i.e., highlights key elements of a situation and their 
values for good or ill [1]. Early examples of this approach can be found in [3], [4]. 
Appraisals are not necessary conscious, thus the evaluation processes can occur also 
by an unconscious way as demonstrated by an important corpus of study in cognitive 
neuroscience, with different methods as subliminal presentations of stimuli or by 
clinical neuropsychology (e.g. [5]). 

Scherer has developed an appraisal model of emotion in which emotions are 
conceptualized as the outcome of a fixed sequence of checks [6], [7]. According to 
Scherer's view, emotion serves an important fimction as "...an evolved 
phylogenetically continuous mechanism that allows increasingly flexible adaptation 
to environmental contingencies by decoupling stimulus and response and thus 
creating a latency time for response optimization" [6]. 

The appraisal is the sequence of Stimulus Evaluation checks (SECs), which 
represent the smallest set of criteria necessary to account for the differentiation of 
main groups of emotional states. These checks are not necessarily binary and are 
subjective (i.e. they depend on both the appraising individual's perception of and 
inference about the specific characteristics of the event [6]. 

The individual SECs can be grouped together in terms of what are called 
Appraisal Objectives, of which there are four: 1) Relevance Detection: comprising 
Novelty Check, Intrinsic Pleasantness Check, and Goal Relevance Check; 2) 
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Implication Assessment: comprising Causal Attribution Check, Discrepancy from 
Expectation Check, Goal/Need Conduciveness Check, and Urgency Check; 3) 
Coping Potential Determination: comprising Control Check, Power Check, and 
Adjustment Check (can the event be controlled, if so by how much power do I have 
to exert control, and if not can I adjust?); 4) Normative Significance Evaluation: 
comprising Internal Standards Check, and External Standards Check. A major 
assumption of Scherer's SEC Theory is that the sequence of the checks and of the 
groups is fixed. However, this does not rule out parallel processing as, in theory, all 
of the SECs are processed simultaneously. 

Representations of emotional states using this model of emotion are explained in 
terms of cognitive appraisals of the antecedent situation, and these appraisals account 
for the differentiated nature of emotional responses, individual and temporal 
differences in emotional responses, and for the range of situations that evoke the 
same response. Appraisals also make appropriate emotional responses likely, and 
conflict between automatic, unconscious appraisals and more consciously 
deliberated ones may explain some of the more irrational aspects of emotions [3]. 

3. MPEG-4 based representation and the Facial Action Coding 
System 

In the framework of MPEG-4 standard [8], parameters have been specified for Face 
and Body Animation (FBA) by defining specific Face and Body nodes in the scene 
graph. MPEG-4 specifies 84 feature points on the neutral face, which provide spatial 
reference for FAPs definition. The FAP set contains two high-level parameters, 
visemes and expressions. Most of the techniques for facial animation are based on a 
well-known system for describing "all visually distinguishable facial movements" 
called the Facial Action Coding System (FACS). FACS is an anatomically oriented 
coding system, based on the definition of "Action Units" (AU) of a face that cause 
facial movements and tries to distinguish the visually distinguishable facial 
movements using the knowledge of facial anatomy. An Action Unit could combine 
the movement of two muscles or work in the reverse way, i.e., split into several 
muscle movements. MPEG-4 FAPs are strongly related to the AU [11]. Description 
of archetypal expressions by means of muscle movements and AUs has been the 
starting point for setting the archetypal expression description through FAPs. 

In particular, the Facial Definition Parameter (FDP) and the Facial Animation 
Parameter (FAP) set were designed in the MPEG-4 framework to allow the 
definition of a facial shape and texture, eliminating the need for specifying the 
topology of the underlying geometry, through FDPs, and the animation of faces 
reproducing expressions, emotions and speech pronunciation, through FAPs. Viseme 
definition has been included in the standard for synchronizing movements of the 
mouth related to phonemes with facial animation. By monitoring facial gestures 
corresponding to FDP and/or FAP movements over time, it is possible to derive cues 
about user's expressions and emotions. Various results have been presented 
regarding classification of archetypal expressions of faces, mainly based on features 
or points mainly extracted from the mouth and eyes areas of the faces. These results 
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indicate that facial expressions, possibly combined with gestures and speech, when 
the latter is available, provide cues that can be used to perceive a person's emotional 
state. 

4. Facial expression synthesis based on Appraisal Theory 
predictions 

Based on the predictions of Scherer's appraisal theory for the intermediate 
expressions of hot anger and fear, videos animating the transition between the 
predicted expressions were generated using the GretaPlayer MPEG-4 decoder. The 
process was based on the mapping of Ekman's Action Units to MPEG-4 FAPs [11]. 
This approach aims to be the beginning of an attempt to model the effects of 
appraisal checks on facial expressions, taking advantage of the flexibility and the 
expressivity the GretaPlayer engine has to offer. 

Fig. 1. Intermediate predictions of facial expressions according to Scherer's appraisal theory 
for the case of fear-(a) neutral, (b) novelty-sudden, (c) unpleasant, (d) discrepant, (e) goal 
obstractive, (f) low control-final expression -fear. Each expression is derived from the 
"addition" of the previous expression's AUs and those of the current one. 

Until recently, most of our work had to do with static images of the apex of an 
expression, since no videos with satisfactory resolution that would allow the tracking 
of the evolution of a FAP in successive frames were available. In contrast to a 
display of static images of the intermediate predictions, in the process of video 
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synthesis, the temporal evolution of the expressions poses various issues on the 
synthesis procedure. Lacking the information about the track each facial animation 
parameter follows through time; various methods of transition between the 
intermediate expressions were investigated. 

The appraisal theory predicts a cumulative effect of intermediate predictions on 
the final expression of an emotion. This effect needs empirical investigation in order 
to determine the appropriate method of animation of the effect. We have identified 
two major ways of treating the evolution of an expression between the intermediate 
expression predictions provided by the appraisal checks, an additive animation and a 
sequential one. They are methods based on principles of computer graphics that 
require further empirical testing on the naturalness of their outcome. In this 
preliminary research both approaches were tested in depth, the sequential 
presentation of intermediate expressions was used in the case of hot anger and the 
additive presentation of the intermediate expressions was used in the case of fear. 
Results on a frame level can be seen in Figures 1 and 2. 

(d) (e) 

Fig. 2. hitermediate predictions of facial expressions according to Scherer's appraisal theory 
for the case of hot anger-(a) neutral, (b) novelty-high, (c) goal obstructive, (d) control 
high/power high, (e) final expression -hot anger. 

In the case of additive animation -as seen in the fear example, each intermediate 
expression is derived by the addition of the AUs of the current expression to the AUs 
of the previous appraisal check AUs. 
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This approach was found to be problematic in the cases when subsequent 
expressions are constituted of conflicting animations. For example in the case of hot 
anger the "novelty high" intermediate expression, according to the appraisal theory 
predictions ([2]) is includes raised eyebrows among others. The next intermediate 
prediction is "goal obstructive" and predicts lowered eyebrows. This conflict renders 
the animation problematic and the outcome of a sequential representation is 
confiising. 

In the case of sequential animation - as adopted in the hot anger example, all 
intermediate expressions are animated in sequence. This could be realized either by 
interposing the neutral expression between the predictions or by "tweening" from 
one expression to the other keeping the common deformations as the common 
denominator. The approach containing the neutral expressions between predicted 
expressions renders the outcome counterintuitive. Overall the tweening approach is 
friendlier to the eye but is still not perceived as a realistic expression generation. 
Such conclusions demand further investigation in order to empirically prove such 
hypotheses. Both expert and simple user evaluation is needed. 

5. Conclusion-Future Work 

The synthesis of emotional facial expressions should be used to systematically 
address the questions of the underlying mechanisms of the emotion elicitation 
process, as well as the temporal unfolding emotional expression. The results 
presented in this paper aim to constitute the basis of future research and 
interdisciplinary collaboration between relevant research groups. Expert opinions as 
well as specific hypothesis testing are required to back or falsify the current 
preliminary conclusions. Future work will be comprised of in depth investigation of 
the temporal evolution issues that arose. More emotional expressions need to be 
synthesized in order to obtain substantial empirical evidence on the veracity of the 
appraisal theory predictions in expression synthesis. 
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Abstract. Ambient Intelligence research is about ubiquitous computing and 
about social and intelligent characteristics of computer-supported 
environments. These characteristics aim at providing inhabitants or visitors of 
these environments with support in their activities. Activities include 
interactions between inhabitants and between inhabitants and (semi-) 
autonomous agents, including mobile robots, virtual humans and other smart 
objects in the environment. To provide real-time support requires 
understanding of behavior and activities. Clearly, being able to provide real
time support also allows us to provide off-line support, that is, intelligent off
line retrieval, summarizing, browsing and even replay, possibly in a 
transformed way, of stored information. Real-time remote access to these 
computer-supported environments also allows participation in activities and 
such participation as well can profit from the real-time capturing and 
interpretation of behavior and activities performed supported by ambient 
intelligence technology. In this paper we illustrate and support these 
observations by looking at results obtained in several European and US 
projects on meeting technology. In particular we look at the Augmented Multi
party Interaction (AMI) project in which we are involved. 

1 Introduction 

Environments equipped with Ambient Intelligence technology provide social and 
intelligent support to its inhabitants. The majority of ambient intelligence research is 
on providing support to individuals living or v^orking in these smart environments. 
However, in home and office environments we have also people interacting with 
each other and interacting with smart objects (e.g., a mobile robot, furniture, 
intelligent devices, and virtual humans on ambient displays). Cameras, microphones 
and other sensors can be used to detect and capture such activities. Can the 
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environment, using this sensorial input, support this multi-party interaction, e.g. in a 
home environment, as well? 

Looking at smart environments from the point of view of supporting multi-party 
interaction adds some interesting research issues to the area of ambient intelligence 
research. Firstly, in order to be able to provide support, the environment is asked to 
understand the interactions between its inhabitants and between inhabitants and the 
environment or smart and maybe mobile objects available in the environment. 
Although we see the development of theories of interaction and behavior, these 
theories are rather poor from a computational point of view and therefore they hardly 
contribute to the design of tools and environments that support activities of human 
inhabitants. Hence, the need for computational theories of behavior and interactions 
needs to be emphasized. A second research issue that needs to be mentioned is the 
real-time monitoring of activities, the on-line access to information about activities 
taking place and also the on-line remote participation in activities or influencing 
activities in smart environments. The third research issue concerns the off-line access 
to stored information about activities in smart environments. This latter issue may 
involve retrieval, summarization, replay and browsing. 

Certainly, not all three research issues need to be considered for every type of 
smart environment. Sometimes we are only interested in providing real-time support 
to an individual entering an ambient intelligence environment. Sometimes we just 
want to monitor what is happening and having an alert when something unusual 
occurs. Sometimes we want to know what activities were there when we were not 
present. Sometimes we need to retrieve, browse or replay previously stored 
information about activities in the past in order to support current activities. 

There is one important domain of application of ambient intelligence technology 
where all these research issues play an important role. This is the domain of 
meetings supported by smart environment technology. In this domain it is useftil to 
provide support during the meeting, it is useful to allow people who can not be 
present to view what is going on, it is useftil to allow people to remotely participate 
and it is useful to provide access to captured multimedia information about a 
previous meeting, both for people who were present and want to recall part of a 
meeting and for people who could not attend. 

The aim of this paper is to look at the way results from research and development 
done in the context of some large research projects on the design and development of 
meeting support technology (smart meeting rooms, remote meeting participation, 
distributed meetings, distributed collaborative work spaces, etc.) can be explained 
and explored in the context of smart home environments. 

In section 2 of this paper we look at ambient intelligence in home environments 
and extend existing views in order to include multi-party interaction support and 
replay of events. In section 3 of this paper we discuss the research issues in several 
projects dealing with the development of meeting support technology. We explain 
and review the research approaches from a point of view that allows exportation to 
other research and application areas. In section 4 we extend these views and 
approaches to (remote) meeting support such that it becomes clear that topics such as 
visualization, virtual reality and embodied agents (virtual humans).can play 
important roles in providing not only meeting support, but also, with appropriately 
equipped smart home environments, to support (1) multi-party interaction and joint 
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activities of family members (including virtual pets and virtual humans), (2) real
time monitoring and participation in such activities, and (3) retrieving, browsing, and 
replaying of previously captured and stored information about activities that took 
place in a particular environment. Section 5 contains conclusions and has 
observations about future research. 

2 Social and Intelligent Home Environments 

Whatever kind of situation we are in, when * ambient intelligence' in one or other 
way is able to support our activities we can be happy with it. Maybe the activities 
can be done more efficiently due to this support or they can become more enjoyable. 
Do we want to look back at activities, do we want to retrieve information about 
previous activities or do we want to experience these activities again, maybe from an 
other view point or being in an other's person skin? 

Our viewpoint is that there are lots of reasons to want to look back on a previous 
activity in which we or our friends and relatives were involved. This is certainly 
obvious when looking at a meeting event. We always do, trying to remember what 
happened, what was said and what decisions were taken for what reasons. 
Traditionally there are minutes of a meeting, participants have their own notes and 
there is other material that can be consulted (agenda, list of participants, documents, 
presentations). More and more we see audio and video recordings of meetings 
appear in order to be able to back to a certain moment during a meeting. This makes 
clear that meetings differ from spontaneous gatherings, from family gatherings and, 
generally, meetings and joint activities between friends, relatives and family 
members. Meetings are structured and certain goals are defined in advance. 

Hence, a meeting differs from joint activities in a home environment, but also in 
home environments meeting support technology that is now developed in some large 
European projects can play useful roles. The home environment can ask for real-time 
support for activities that take place, sometimes it can be useful or enjoyable to 
remotely take part in home activities and sometimes we would like to experience in 
some or other way an important moment again. Presently this is done with diaries, 
photo albums and video collections. Web providers make it already possible to share 
these collections with others. Personal archives are made accessible for others and 
personal notes and thoughts appear in blogs on the web. This can be considered as a 
first step to a continuous registration of events in social environments [1] and at the 
same time to technology that makes it possible to search, browse and replay such 
information or allow to get immersed in this information (see also [2]). 
Currently, most ambient intelligence technology that is being developed concerns 
applications as home environment control and automation. Personal entertainment, 
health care and security are other application areas. In our view we should also look 
at events that involve multi-party interaction for which real-time support is useful 
and where support requires some high-level interpretation (in contrast with turning 
on the lights when someone enters the room). This interpretation allows also for off
line intelligent search in the stored information, the development of intelligent 
browsing tools and multimedia presentation of the information. Among the 
possibilities for multimedia presentation we include ways of replaying, probably in a 
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transformed and manipulated way of home activities (family meetings, visits of 
relatives, playing with children, a birthday party, a wedding, just an evening at home 
with everyone doing usual things, preparing a dinner in the kitchen, et cetera). Being 
able to interpret, search, browse and replay recorded meeting data is part of the 
European AMI (Augmented Multi-party Interaction) project. Having a (mixed 
reality) 'album' of important events is one of the streams {My Life Album) of the 
IntoMyWorld candidate Presence II project [3]. Among the examples that are 
mentioned is the possibility to allow people to re-immerse themselves in their own 
weddings. In this paper an attempt is presented to bring these approaches together. 

3 The AMI (Augmented Multi-party Interaction) Project 

3.1 General Background and Introduction 

By looking at the earlier mentioned AMI project we want to make clear that 
technology obtained in multi-party interaction research as is now becoming 
available, can be usefully employed in the context of other smart environments. The 
AMÎ  project builds on the earlier M4 project (Multi-Modal Meeting Manager). Both 
projects are concerned with the design of a demonstration system that enables 
structuring, browsing and querying of archives of automatically analyzed meetings. 
The meetings take place in a room equipped with multimodal sensors. Multimedia 
information captured from microphones and cameras are translated into annotated 
multimedia meeting minutes that allow for retrieval, summarization and browsing. 
The result of the M4 project was an off-line meeting browser. 

More than in M4, in the recently started AMI project attention is on multimodal 
events. Apart from the verbal and nonverbal interaction between participants, many 
events take place that are relevant for the interaction and that therefore have impact 
on their communication content and form. For example, someone enters the room, 
someone distributes a paper, a person opens or closes the meeting, ends a discussion 
or asks for a vote, a participants asks or is invited to present ideas on the whiteboard, 
a data projector presentation is given with the help of laser pointing and later dis
cussed, someone has to leave early and the order of the agenda is changed, etc. 
Participants make references in their utterances to what is happening, to 
presentations that have been shown, to behavior of other participants, etc. They look 
at each other, to the person they address, to the others, to the chairman, to their notes 
and to the presentation on the screen, etc. Participants have facial expressions, 
gestures and body posture that support, emphasize or contradict their opinion, etc. 

To study and collect multimodal data smart meeting rooms are maintained by the 
different research partners. They are equipped with cameras, circular microphone 
arrays and, recently introduced, capture of whiteboard pen writing and drawing and 
note taking by participants on * electronic paper'. Participants also have lapel 
microphones and cameras in front of them to capture facial expressions. 

^ AMI started on 1 January 2004 and has duration of three years. It is supported by the EU 6*̂  
FP 1ST Programme (1ST IP project FP6-506811). 
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3,2 AMI: From Signal Processing to Interpretation 

The meeting support application researched in the AMI project [4] requires the 
development of tools that take into account the meeting context. Rather than 
zooming in on constraining general methods of detecting and interpreting events in 
physical environments, we have a bottom-up approach starting with observed events 
in meeting environments and attempting to model and explain them using more 
general observations on theories of verbal and nonverbal communication. 

Models are needed for the integration of the multimodal streams in order to be 
able to interpret events and interactions. These models include statistical models to 
integrate asynchronous multiple streams and semantic representation formalisms that 
allow reasoning and cross-modal reference resolution. Apart from the recognition of 
joint behavior, i.e., the recognition of group actions during a meeting, there is also 
the recognition of the actions of individuals, and the information fusion at a higher 
level for further recognition and interpretation of the interactions. 

When looking at the actions of the individuals during a meeting several useful 
pieces of information can be collected. First of all, there can be person identification 
using face recognition. Current speaker recognition using multimodal information 
(e.g., speech and gestures) and speaker tracking (e.g., while the speaker rises from 
his chair and walks to the whiteboard) are similar issues. Other, more detailed but 
nevertheless relevant meeting acts can be distinguished: for example, recognition of 
individual meeting actions by video sequence processing. 

Presently models, annotation tools and mark-up languages are being developed 
in the project. They allow the description of the relevant issues during a meeting, 
including temporal aspects and including low-level fusion of media streams. In our 
part of the project we are interested in high-level fusion, where semantic/pragmatic 
(tuned to particular applications) knowledge is taken into account (see e.g. [5]). I.e., 
we try to explore different aspects of the interpretation point of view. We hope to 
integrate recent research in the area of traditional multimodal dialogue modeling. 
These issues will become more and more important since models, methods and tools 
that need to be developed in order to make this possible can be used for other events 
taken place in smart and ambient intelligence environments as well. 

4 Towards Virtual Reality Representations and Replay 

In our research we have looked at capturing meeting activities from an image 
processing point of view and at capturing meeting activities from a higher-level point 
of view, that is, a point of view that allows, among others, observations about 
dominance, focus of attention, addressee identification, and emotion display. We 
studied posture and gesture activity, using our vision software package. A flock-of-
birds package was used to track head orientation of some of our 4-party meetings. It 
allowed us to display animated representations of meeting participants in a (3D) 
virtual reality environment [6]. In this environment visualized events can be 
augmented with meta-observations provided by support agents and displayed in the 
virtual environment. This is illustrated in Fig. 1. 
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Fig. 1. The virtual meeting room showing gestures, head movements, speech transcript, 
addressee(s) and the percentage a person has spoken until that moment 

Even more attractive is it to have meetings represented in a virtual meeting room 
(VMR), where participants do not all share the same physical space. We introduced a 
prototype version of a distributed meeting room set-up. This set-up [7] allov ŝ the 
connection of several inhabited smart meeting rooms and the representation of the 
participants and their activities in a shared virtual environment, made accessible for 
participants (and observers) in real-time. It allov ŝ the participants to take part in the 
meeting, perceiving the verbal and nonverbal communication by other participants 
through their avatars, from their assigned position around the meeting table. As 
shown in Fig. 2, also in this distributed version we can add meta-information about 
the meeting and its progress to the visualization of the virtual room. 

The technology used within the DVMR experiment differs substantially from 
normal video conferencing technology. Rather than sending video data as such, this 
data is transformed in a format that enables analysis and transformation. For the 
DVMR experiment the focus was on representing poses and gestures, rather than, for 
example, facial expressions. Poses of the human body are easily represented in the 
form of skeleton poses [8], essentially in the same format as being used for 
applications in the field of virtual reality and computer games. Such skeleton poses 
are also more appropriate as input data for classification algorithms for gestures. 

Another advantage for remote meetings, especially when relying on small 
handheld devices, using wireless connections, is that communicating skeleton data 
requires substantially less bandwidth than video data. A more abstract representation 
of human body data is also vital for combining different input channels, possibly 
using different input modalities. Here we rely on two different input modalities: one 
for body posture estimation based upon a video camera, and a second input channel 
using a head tracker device. Although the image recognition data for body postures 
also makes some estimation of the head position, it turned out that using a separate 
head tracker was much more reliable in this case. 

The general conclusion is, not so much that everyone should use a head tracker 
device, but rather that the setup as a whole should be capable of fusing a wide 
variety of input modalities. This will allow one to adapt to a lot of different and often 
difficult situations. In the long run, we expect to see two types of environment for 
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remote meetings: specialized meeting rooms, folly equipped with whatever hardware 
is needed and available for meetings on the one hand side, and far more basic single 
user environments based upon equipment that happens to be available. The 
capability to exploit whatever equipment is available might be an important factor 
for the acceptance of the technology. In this respect, we expect a lot from improved 
speech recognition and especially from natural language analysis. The current 
version of the virtual meeting room requires manual control, using classical input 
devices like keyboard or mouse, in order to look around, interact with objects 
etcetera. It seems unlikely that in a more realistic setting people that are participating 
in a real meeting would like to do that. Simpler interaction, based upon gaze 
detection but also on speech recognition should replace this situation 
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Fig. 2. Capturing, manipulation and re-generation of activities in remote locations in a joint 
virtual meeting room 

Conclusions 

Home automation is important, but providing real-time support to inhabitants during 
their activities is important as well. This real-time support requires interpretation of 
home activities. In many of these activities we have to deal with multi-party 
interaction. That is, there are verbal and nonverbal interactions between the human 
inhabitants of the environment. Moreover, with the introduction of mobile robots, 
smart objects and virtual embodied agents displayed on walls and objects, the multi
party members will also include these artificial and pro-active agents. The 
environment needs some understanding of such interactions and therefore we need to 
look for models for multi-party verbal and nonverbal interaction. 
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Meetings are rather controlled events and therefore they are a more acceptable 
target for preliminary research in this direction. We looked at the approaches and 
preliminary results obtained in the European AMI project on smart meeting 
environments. In this project real-time support is only one of the objectives. Rather 
the emphasis is on querying and brov^sing the multimedia information that is 
captured using various types of sensors. Being able to replay in one or other form of 
a meeting is an interesting objective. These additions to real-time support are useful 
in home environments as well. Apart from real-time support to home inhabitants and 
real-time remote access from other smart environments, it also allows intelligent 
querying, browsing and replay of previous interesting events. From detecting rather 
straightforward events as entering a room, being in the proximity of a certain object 
or identifying a person in the room, to the interpretation of events in which more 
persons are involved is a rather big step. However, in AMI and other large EU 
projects we now see, as discussed here, that small steps in this direction are taken. 
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Abstract. In this paper we present a web based tool for authoring adaptive 
assessments based on IMS QTI, IMS LIP and IEEE PAPI learning standards. 
The tool allows authors of assessments to customize the applied adaptation 
strategies to meet their own teaching experiences and goals. During the 
assessment procedure the system accumulates knowledge about learners and 
adapts the exposure of items based on this knowledge and on the adaptable 
rule model. Design decisions and the employed user, domain and rule models 
are analyzed and discussed. Results from a usability evaluation are discussed 
at the end of the paper. 

1 Introduction 

Adaptive Educational Hypermedia Systems provide a learning environment adapted 
to the individual characteristics and goals of the learners [1]. Adaptive Educational 
Hypermedia Systems can be used both for assessment and self-assessment providing 
a tailored testing environment which results to a shorter and less demanding 
assessment. 

Most of the current adaptive testing systems rely on the Computerized Adaptive 
Testing technique [2] and the Item Response Theory [3] and depending on the 
learner's performance they pose easier or more complex questions. This unique 
adaptation criterion limits the capabilities offered to educators for identifying the 
learning difficulties and misconceptions of their students. The majority of these 
systems represent their data in a custom way, i.e. in a custom made database or XML 
structure, preventing knowledge sharing between applications [4, 5], 

CosyQTI has been designed taking into account two very important factors. 
Firstly, that the data models employed should comply with established learning 
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standards to support interoperability among e-leaming systems. Secondly, adaptive 
decisions should not be fixed and thus pedagogically limited. Instead, the adaptivity 
decisions should be left to educators who could then integrate their own teaching 
experiences and intelligence into the system. This can be achieved through the 
customization of a broad set of predefined adaptive rules. 

The paper is organized as follows. In section 2, a brief introduction to adaptation 
in assessment systems is provided. Section 3 presents the basic modules of CosyQTI 
and discusses the factors that influenced their design. Section 4 presents the results 
of usability experiments and section 5 summarizes and gives directions for further 
research. 

2 Adaptation in Assessment Systems 

The most well known adaptation technique is Computer Adaptive Testing (CAT). 
This involves a computer-administered test in which, the selection/presentation of 
each question and the decision to end the process are dynamically adapted to the 
learner's performance in the test [2]. Computer Adaptive Testing is based on Item 
Response Theory [3]. In the adaptive testing procedure, depending on the learner's 
answers to questions, easier or questions of increased difficulty are posed. The 
criterion for selecting questions is to match the question's difficulty level with the 
learner's estimated knowledge level. It has been shown that these questions are more 
"informative" in terms of conclusions that can be drawn on the learner's knowledge. 
The goal is to accurately estimate the learner's knowledge. Several approaches 
exploit the idea of adaptive testing. Huang in [6] describes the CBAT-2 adaptive 
testing algorithm that generates content-balanced questions and SIETTE [7] is an 
adaptive assessment authoring tool that employs this technique. 

Another adaptation technique, which is however mainly used in computer-
assisted surveys, is Adaptive Questions, as defined by Pitkow and Recker in [8]. This 
method causes the generation of a dynamic sequence of questions depending on 
learner's responses. In this case, questions are divided in categories based on 
whether they do not cause any adaptation at all, trigger one follow-up question, or 
trigger more than one follow-up question. It has been shown that web-based adaptive 
questionnaires can reduce the number and complexity of questions presented to 
users. Adaptive questionnaires have been used to assess web users' attitudes in 
CATES [9]. 

3 Overview of CosyQTI 

CosyQTI is a web based tool allowing authors to create both adaptive and non-
adaptive web based assessments. The component based architecture of the system, 
depicted in figure 1 using UML notation, consists of a learner model, a domain 
model and a rule model. The item selection engine is implicitly created based on 
these models. The learner model contains information such as the goals, preferences, 
qualifications, knowledge estimations and usage data of each learner. The domain 
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model follows the IEEE/ACM Computing Curricula structure [10] and additional 
domains can be easily integrated. The rule model is user adaptable meaning that 
educators adapt a set of predefined rules to meet their own pedagogical goals and 
beliefs. 

Domain 
Model 

Run Time 
Model 

-> 
'Depends on' relationship 

Fig. 1. High level component architecture of CosyQTI 

3.1 Assessment authoring 

After authentication educators select the domain of the assessment and create a new 
assessment or edit an existing one through a homogeneous interface (see figure 2). 
Educators can create or re-use items (questions) of various types and group them to 
sections. Each section is associated with a concept which in tum is associated with a 
domain. 
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Fig. 2. Creation of multiple choice questions 

For each assessment item the educator may alter the default values of the 
additional data which are difficulty level, hints, number of attempts, penalty for 
using the hint, and minimum and maximum score (see figure 2). The different types 
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of items supported are: 
(i)True/False 
(ii) Multiple choice (single, multiple or ordered response) 
(iii) Fill-in-the-blanks 
(iv) Multiple Image choice 
(v) Image hot spot. 
Interoperability is a significant design requirement in CosyQTL Therefore the 

created assessments conform to IMS QTI (Question and Test Interoperability) XML 
standard [11], so that they can easily be exported and used by other IMS compliant 
applications. QTI structures material into assessments, sections, and items. An item 
is the formal name for a question and assessment is the terminology used for a test. 

The structure of an assessment resembles a two dimensional array. Each row is a 
set of questions which are grouped in a section and associated with a concept of the 
domain. The number of items is diversified between sections and they are sorted 
based on their difficulty level. Testing paths differ between learners as in real world 
classes. Experienced teachers pose questions of increased complexity to students 
with a high knowledge level or an augmented number of simpler questions to 
students with lower performance. In both cases the ultimate goal of educators is to 
encourage all the students to actively participate in the learning procedure. Similarly 
in CosyQTI the testing path of a new learner may initiate in question 1 of section 1, 
while in other learners the assessment procedure may start in question 1 of section 2 
or in a question of increased difficulty level of section 1. 

3.2 Learner model 

The adaptivity of the system relies primarily on the learner model which contains the 
goals, preferences, knowledge and usage data of each learner. This information is 
crucial as the adaptive rules are based on these data as we will see in the next 
sections. The information in the user profile has to be such that the system can better 
adapt to the user's individual needs [12]. To support the adaptive approach taken in 
CosyQTI we identified five categories of data in the learner profile: 

(i) Demographic information: data that remains unchanged, such as age, gender, 
etc. 
(ii) Learner goals: which are related to the long and short term learning goals (e.g. 
"to pass test X with a high score"). 
(iii) Learner preferences: preferences related to various aspects of the learning 
environment and procedure (e.g. the mode of delivery, accessibility requirements, 
or assessment). 
(iv) Learner knowledge: records the knowledge level and the weaknesses and 
strengths related to the concepts to be learnt and the formal qualifications of a 
learner. 
(v) Usage data: information like which pages were viewed, in what order, for how 
long, etc. 

For satisfying the interoperability design principle we structured the data using 
learning standards. More specifically, the attributes that compose a learner's profile 
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have resulted from a selection and combination of elements from IMS LIP [13] and 
IEEE PAPI [14] standards. This combination of elements serves our key objective 
for interoperability without compromising the attributes and services required [15]. 

3.3 Domain model 

Domain model is a set of associated concepts which form hierarchies of concepts. 
Concepts of the domain model may be atomic or composite containing other atomic 
or composite concepts. The IEEE/ACM vocabulary [10] is utilized for testing 
purposes in the current implementation of CosyQTI. However CosyQTI is an open 
domain web testing tool, meaning that a mechanism has been developed which 
allows automatic integration of domains following the IEEE/ACM vocabulary 
structure. Thus educators of various disciplines are able to utilize the system. 

The domain model contains additionally a series of learning objectives such as 
*leam concept X', 'describe the common characteristics of concept X', etc. Learning 
objectives are high level abstract learning goals which are associated with concepts 
at run time. Educators define learning objectives for each section or item of an 
assessment and the system automatically determines, based on the learner's 
performance, whether these learning goals are satisfied or not. The domain model is 
overlaid [16] in the learner model based on the concepts and learning objectives of 
an assessment. 

3.4 Rule model 

Adaptation decisions are set by the educators during the authoring phase. An 
educator is able to adapt the assessment to the requirements of an individual or to the 
aims of a class by adapting a set of /F <condition> THEN <Siction> rules. During the 
creation stage trigger points are set and actions are specified based on the learning 
preferences and pedagogical aims of the teacher (see figure 3). Rules are applicable 
either to new users or to existing users for whom the system, based on their previous 
interactions, has a complete learner profile. Adaptation rules may be combined with 
the aid of Boolean operators. 

Events relate to the previous knowledge on the assessed subject, formal 
qualifications, previously estimated knowledge level or performance during the 
execution of an assessment. Conditions are set by the educators and are thresholds 
which should a learner pass an action is realised. Actions may be section 
advancement, knowledge level increase or decrease, assessment ending, ascent or 
descent of the difficulty level. For example an educator may impose section 
advancement and knowledge level increase if the score of a learner during the first 
five questions of a section is greater or equal to 75%. 

3.5 Run time model 

When learners log in to the system they are identified and described by their personal 
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model. The user model has to form an accurate image of the learner so it needs to be 
updated frequently to include any changes. The learner's knowledge is updated in 
our system, based on the section topics a learner is assessed on. The algorithm used 
to update the user's knowledge is implicitly formed based on the author's rules. 
Learners get immediate feedback and help on their choices. 

System keeps the learner's usage data which includes historical information 
about the learner's performance in the test as well. It is very useful to keep track of 
the learner's actions and the sequence of sections and items visited. This information 
is required in cases where an author wants to apply advanced rules such as "If the 
user performed very well in section A but performed poorly in section B, then 
present a new section with intermediate difficulty level". This type of rule condition 
is currently under development. Also usage data can be used for opening the learner 
model during or at the end of an assessment [17]. 
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CosyQTI is a web based adaptive assessment tool which can be used for self-
assessment as well. Its main goal is to support learning by adapting the testing 
procedure to the performance, goals and preferences of learners and to the teaching 
experiences and intelligence of educators. Thorough evaluation of such a system is a 
complex and time consuming procedure involving compound criteria, several users 
and different approaches. 

The initial evaluation performed regarded the system's added value offered to 
educators. The system's authoring capabilities and features were explained and 
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exhibited to five experienced IT instructors. Then we asked them to create a 4 
section assessment consisting of 10 questions each. We asked the participants to 
supply their own queries and should they judge it appropriate and necessary to adjust 
some of the available adaptive rules. 

During the test authoring phase we recorded their adaptation decisions. As seen 
in table 1 most of the educators defined section advancement if a learner achieves a 
specific score in the first 5 or 7 questions. However two of them created more 
specialised compound rules applied either at the start or at the end of each section. 
These rules depend on the estimated knowledge level of learners. If it is high then 
force the system to increase the knowledge level and thus the difficulty level of the 
subsequent questions. 

Table 1. Adaptive rules created from the educators 

Educator Trigger point Condition Action 
1 Question 5 of each Score > 75% 

section 
2 Question 7 of each Score >= 90% 

section 
3 1. Test initiation 1. Degree in 

computer science 
or certificate in IT 

2. Question 5 of each 2. Score >= 100%o 
section 

Move on to the next 
section 
Move on to the next 
section 
1. Pose questions of 
increased difficulty level 

2. Move on to the next 
section 

End of first section 

Start and end of each 
section 

Score >= 80% 

High or low 
knowledge level in 
the domain 

Increase knowledge 
level and difficulty level 
of posed questions 
Increase/decrease 
difficulty level of posed 
questions 

This short evaluation revealed that such a system is quite useful because it grants 
educators with freedom to apply their own intelligence and teaching philosophy. 
However enrichment of the rule model is necessary and possibly a mechanism for 
defining new rules instead of simply adjusting the predefined ones is necessary as 
well. In any case more exhaustive evaluation experiments are needed to realize the 
full potential of the system and to recognize design weaknesses. 

5 Discussion and Future Work 

This paper presents the basic components and design decisions of a web based 
adaptive assessment authoring tool. Data models conform to international standards 
making the system interoperable with other e-leaming tools. Educators have the 
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ability to tailor multiple criteria to their goals and to the individual needs of their 
learners. The authoring environment makes the addition and modification of learning 
content straightforward and allows the educators to efficiently customize the 
execution of the assessment and assign various learning objectives to items and 
sections. Learners get immediate feedback on each question and an analytical 
explanation at the end of the assessment. 

The usability experiment revealed that the capabilities and the non restrictive 
nature of the system are very useful to educators. Different educators applied 
different pedagogical approaches to test the knowledge of their students on the same 
domain. The evaluation produced new research directions with respect to the 
adaptation model. More adaptive rules and more adaptability freedom needed to 
simulate real teacher/student classes. 
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Abstract. In this paper, we use adaptable instructional digital images. The 
images used are the result of screen capture. These images illustrate the 
specific use of a spreadsheet software package in order to complete a given 
task. This task consists from several parts, and for these parts the 
corresponding images are given in different versions. Each version is using a 
different amount of details for the same part of the task. The task is accessible 
to the students through a single html file hosted on a web site, available 
through an Intranet. Via this web site students choose their preferable 
"knowledge path" (that is: the choice of image files they make in order to view 
the whole task). In the experimental course set, there are 3 steps where 
students choose between 2 versions for each, giving altogether 8 different 
choices (knowledge paths) that a student can choose from. 

1 Introduction and Theoretical Analysis 

Research has been performed in many aspects of using animation, multimedia and 
video for instruction, as well as relative issues of pedagogy and didactics on children 
[1-12]. Research has also been performed in many aspects of adaptive and adaptable 
hypertext, hypermedia and multimedia [13-18]. In this paper, we use adaptable 
instructional images (that is: in this system students adapt to the system themselves 
while using it). The approach we use here makes the assumption that the adaptation 
has to be performed without changing the media used to present a certain knowledge 
item. For example, a concept we found out that is best to be taught using 
instructional images, will not be presented as well if we choose to teach it using 
digital audio (e.g.: aural instructions). So, in order to use adaptation to give different 
knowledge paths to each student, we do not change the used media itself; we prefer 
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to change the content of the certain media. This assumption and approach was 
followed by [14] (where it was used for the case of adaptable instructional video). In 
the case of this experiment, we change the content of the instructional images. By the 
term "knowledge path" we are referring to the 8 different choices a student can 
make: Considering that there are 3 steps where students choose between 2 versions 
for each, there are altogether 2*2*2=8 different choices. 

By making different versions of instructional images for the same part of the 
course, we provide different levels of detail to students: Students can either choose 
the non - detailed images (they only view the result of the certain part of the task) or 
the detailed version of the images. 

Students can choose a sequence of instructional images all based on the same 
approach, or they can choose images using each time the appropriate alternative 
version. 

The method of instruction uses adaptation (alternative images for the same part 
of the task) and gives the student more flexibility in order to adapt this method to 
his/her personal needs. So, the students can create their own knowledge path and 
they can use it to complete the given task taking all the time they need. This method 
is similar to the method used by [14] (where it was used for the case of adaptable 
instructional video). 

2 The experiment 

We used the described method in order to teach a course on spreadsheets to high 
school students. In this course, students have to calculate the remaining amount of 
euros to be paid, from someone who got a loan from a bank, at the end of a given 
period. We divided this exercise into ten (10) steps, and some of the steps had 
different approaches (and different versions of images). 
The goals of the experiment are to examine the following: Did students find the 
applied method useful, easy to use, and easy to learn and did they feel satisfied using 
it? Are the results of the students relevant among these categories (usefulness, ease 
of use, ease of learning, and satisfaction)? Is there any difference in terms of using 
the detailed version of images or not? 
The steps and approaches are as follows. 

2.1 The Steps of the Given Task 

For the first step, students have to create the initial spreadsheet (table) and enter 
headings and data to it. This step has a limited number of special actions to be 
performed in the spreadsheet: Merging cells, formatting cells and enter initial data of 
the task. For this first step, two different versions of images were used. 

In the first approach, we presented an image containing the completed screenshot 
of the spreadsheet for this step. In the second approach, we presented a series of 15 
images that presented, in detail, what the students had to do in order to complete the 
first step. 
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For steps 2-6, students have to calculate the result of some cells by typing the 
proper types (e.g.: =C1+D2). For these steps, two different versions of images were 
used. 

In the first approach, we presented images (one for each step) containing the 
completed screenshot of the spreadsheet for these steps. In the second approach, we 
presented a series of 10 images (two for each step) that presented, in detail, what the 
students had to do in order to complete these steps. 

For steps 7-10, students have to calculate the rest of the cells by using the 
completion method. For these steps, two different versions of images were used. 

In the first approach, we presented images (one for each step) containing the 
completed screenshot of the spreadsheet for these steps. In the second approach, we 
presented a series of 6 images that presented, in detail, what the students had to do in 
order to complete these steps. 

2.2 Experimental Setup 

The experimental setup is similar to the experimental setup used by [14] (where it 
was used for the case of adaptable instructional video). We used all the above images 
to create our experiment: We created a single (and very simple to use) web page 
(html file). Please note that in this experiment we didn't use any special authoring 
environment. In this html file, we gave instructions to the students (subjects of the 
experiment) about the steps they had to follow in order to complete the given task. 
For each step, simple (text) instructions were given: These instructions were about 
the contents of each of the images (alternative versions) available on every step, so 
that the students could choose the proper version of the images they would like to 
view for each of the steps. This html file and the corresponding image files were 
available to the students through an intranet. Each of the students completed the 
given task by following the instructions and viewing the image files (available 
through the html file). 

The method was applied to 43 high school students. After completing the given 
task, each student completed a questionnaire about how he/she evaluated the method 
of instruction. We used the USE questionnaire [20]. We used all statements from this 
questionnaire [20], except one that did not fit our case of study. The word "it" in the 
USE questionnaire [20] was changed to "this method" (the use of adaptable digital 
images for instruction). 

In this questionnaire, the students had to rate their agreement with the given 
statements about how they felt using this method of instruction. For each statement, 
they had to circle or X out the level of agreement that applied (where 1 means 
strongly disagree, 4 means neither disagree nor agree, and 7 means strongly agree; 
and NA means it doesn't apply). Finally, the option of not rating a statement was 
given (by cycling nothing or by cycling the "NA" option). 

Also, in each questionnaire the students completed yes or no to the question "did 
you use the detailed version of the images?", and also their sex (male or female). 

This type of questionnaire had been used by [14] and [19]. 
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3 Statistical Analysis and Results 

3.1 Grouping Initial Statements of tlie Questionnaire into Categories 

In order to group these statements into categories for further statistical analysis, we 
grouped them into four categories, using the categories as they appear in [20]: 

Category 1: Usefulness 
Category 2: Ease of Use 
Category 3: Ease of Learning 
Category 4: Satisfaction 

For each of these categories, we calculated the mean value of all the statements 
of the category, and we used this mean value as the value of the category. 

So, further statistical analysis was performed using these four categories, and not 
the 29 initial statements. In fact, we transformed the 29 discrete variables we initially 
had (from the questionnaires) into 4 non-discrete variables. 

This kind of transformation had also been performed to the questionnaire used by 
[14] and [19]. 

Please note that for some of the statistics that follow, we recoded these 4 non-
discrete variables into discrete variables for statistical purposes. 

3.2 Statistical Results and Correlations between Categories 

The boxplots for the four categories are given in figure 1. Statistical facts for the four 
categories are given in table 1. In table 2 we see correlations between the categories 
(in pairs of two). We see that they are (in pairs of two) related with correlations 
significant at the 0.01 level (2-tailed). 
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Fig. 1. Boxplots for the four categories 
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Table 1. Statistical facts for the four categories 

Usefulness Ease of use 
Ease of 
learning Satisfaction 

N Valid 
Missing 

Mean 
Std. Error of Mean 

Std. Deviation 

Skewness 

Std. Error of Skewness 

Kurtosis 

Std. Error of Kurtosis 

Percentiles 10 

25 

50 

75 

90 

43 

0 

5.19 

0.86 

1.220 

-0.786 

0.361 

0.462 

0.709 

4.00 

4.00 

5.00 

6.00 

6.60 

43 

0 

5.56 

0.177 

1.161 

-0.962 

0.361 

0.925 

0.709 

4.00 

5.00 

6.00 

6.00 

7.00 

43 

0 
5.86 

0.190 

1.246 

-1.352 

0.361 

1.566 

0.709 

4.00 

5.00 

6.00 

7.00 

7.00 

43 

0 

5.28 

0.222 

1.453 

-1.052 

0.361 

0.710 

0.709 

3.00 

4.00 

6.00 

6.00 

7.00 

Table 2. Correlations between the categories 

usefiilness 
ease of 

use 
ease of 
learning satisfaction 

usefulness Pearson 
Correlation 
Sig. (2-tailed) 
N 

ease of use Pearson 
Correlation 
Sig. (2-tailed) 
N 

ease of Pearson 
learning Correlation 

Sig. (2-tailed) 

N 
satisfaction Pearson 

Correlation 
Sig. (2-tailed) 
N 

1 0.828(**) 

0.000 

43 

0.828(**) 

0.000 

43 

43 

1 

43 

0.757(**) 0.902(**) 

0.000 0.000 

43 43 

0.921(**) 0.929(**) 

0.000 0.000 
43 43 

0.757(**) 0.921(**) 

0.000 

43 

0.902(**) 

0.000 

43 

1 

43 

0.839(**) 

0.000 

43 

0.000 

43 

0.929(**) 

0.000 

43 

0.839(**) 

0.000 

43 

1 

43 

** Correlation is significant at the 0.01 level (2-tailed). 
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3.3 Independent Samples Test 

We made independent samples t-test to check whether the mean values of the four 
categories differ significantly in terms of using detailed version of images or not. In 
table 3 we see group statistics using the details as grouping variable. 

Table 3. Grouping statistics (grouping variable: details used) 

details used N Mean Std. Deviation Std. Error Mean 
usefulness 

ease of use 

ease of learning 

satisfaction 

detailed 
simple 

detailed 

simple 

detailed 

simple 

detailed 

simple 

29 

13 

29 

13 

29 
13 

29 

13 

5.06158 

5.65385 

5.45517 

5.87350 

5.80172 
6.21154 

5.14778 

5.60440 

1.190709 

1.092295 

1.324157 

0.932766 

1.263109 

0.518875 

1.486324 

1.293829 

0.221109 

0.302948 

0.245890 

0.258703 

0.234553 
0.143910 

0.276003 

0.358844 

In table 4, we see results for Levene's test for equality of variances. 

Table 4. Levene's test for equality of variances (Equal variances assumed) 

F Sig. 
usefulness 
ease of use 
ease of learning 
satisfaction 

We can see that sig>0.10 for categories usefulness, ease of use and satisfaction, 
so we can assume equal variances for these categories. Also, we can see that 
sig<0.10 for category ease of learning, so we can not assume equal variances for this 
category. 

So, the independent samples t-test for our case is given in table 5. 

Table 5. Independent samples t-test 

0.014 
1.269 
6.228 

0.192 

0.905 
0.267 
0.017 

0.664 

t df 
Sig. (2- Mean Std. Error 
tailed) Difference Difference 

usefulness Equal 
variances -1.527 40 0.135 -0.592270 
assumed 

ease of use Equal 
variances -1.027 40 0.310 -0.418332 
assumed 

ease of Equal 
learning variances -1.489 39.867 0.144 -0.409814 

not assumed 
satisfaction Equal 

variances -0.956 40 0.345 -0.456612 
assumed 

0.387867 

0.407204 

0.275182 

0.477731 
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We can see that sig(2-tailed)>0.05 so the mean values of the four categories do 
not differ significantly in terms of using the detailed version of images or not. 

4 Conclusions 

To begin with, as we can see in table 1 the mean values for the four categories 
usefulness, ease of use, ease of learning and satisfaction are, respectively, 5.19, 5.56, 
5.86, and 5.28. So, considering that these values are >4, we can say that students 
found the applied method useful, easy to use, easy to learn and they felt satisfied 
using it. 

As we can see from table 2, correlation is significant between the four categories 
(in pairs of two). So, the results of the students are relevant among the categories. 
So, we can say - for example - that if a student is satisfied with the applied method, 
then we expect that he/she would find it useful as well. 

Finally, from table 5 we conclude that the mean values of the four categories 
(useMness, ease of use, ease of learning, and satisfaction) do not differ significantly 
in terms of using the detailed version of images or not. 
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Abstract. This paper presents e-Class Personalized (e-CP), a new extension of 
the widely available open source Learning Content Management System 
e-Class. e-CP monitors interaction of the users of e-Class with its content and 
services and adapts the services to better suite the users' interests and tasks. 
E-CP has been tested for over a year at the University of Patras e-Class server 
with over 20,000 users. It drew positive response by the user population that 
were exposed to this version of the leaning Content Management System. In 
this paper we discuss architectural decisions and evaluation results of e-CP. 

1 Introduction 

Learning Management Systems (LMS) are software applications based on 
internet technologies that support management and delivery of distance learning 
content and services. LMSs need to be usable, reliable, affordable for their users and 
educationally relevant. The use of LMS in education offers definite advantages. 
More specifically they overcome time and space constraints, they offer flexibility in 
learning methods, they support extensive interaction between teachers and students 
whilst simultaneously allowing for inexpensive management and modification of 
learning resources. 

The main fimctionality that a typical LMS needs to provide to its end users, 
students, teaching staff and administrators, includes: (a) Course Management which 
concerns tools that deal with the creation, administration, adaptation and supervision 
of courses, (b) Classroom Administration which includes tools that deal with 
handling of students and trainees, the creation of study groups, assignments etc. (c) 
Communication tools that supporting real time and asynchronous interaction 
between students and tutors. Such tools include email, chat rooms, voice and image 
conferencing, announcements and agenda management. Advanced LMS offer even 
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more possibilities for cooperative learning such as sharing of archives and 
applications, sharing of workspaces and the whiteboard, while often more advanced 
services like synchronous design and modehng tools may be supported, e.g. see [1]. 
(d) Students' Tools facilitate students' access, administrate and study of the 
available material. Examples of such tools are private and public notes on text, 
indexes, personal histories, offline study, search engines etc. (e) Content 
management which deals with the tools that create, store and distribute leaming 
material, the administration of archives, addition and extraction of leaming material 
etc. (f) Evaluation tools deal with the administration of assignments on the internet, 
delivery of activities, self evaluation tests, student participation statistics etc. (g) 
School administration deals with the tools that handle student presence control, 
student performance, student registration, personal data of the students, financial 
matters, timetables etc. 

Each one of these services is desirable to have an interface which adapts to the 
user's needs and requirements. In addition, the adaptable content of each service may 
affect the main system interface so that the user has overall control of the system the 
moment he/she connects to the system. These are some of the requirements for 
adaptivity of LMSs which have been tackled in the research reported in this paper. In 
the following we discuss general issues and state of the art of adaptive web 
applications and in particular adaptive LMSs and subsequently we focus in a specific 
case of design, development and evaluation of such a system, the e-Class 
Personalized, which permits adaptation of interaction according to the history of 
system usage by each individual user. 

2 On Adaptive Learning Management Systems 

The rapid development and wide use of the internet has influenced the way we 
access information in general and on-line learning services in particular. An internet 
application or an internet portal may provide large amounts of information which can 
meet the preferences and expectations of many different users. Most Universities and 
educational establishments have added such technological support to their users, 
facilitating and enhancing the face-to-face everyday teaching and other educational 
activities. 

Users of such establishments are usually a heterogeneous group with widely 
different needs. Therefore the great quantities of information available may cause 
confusion and disorientation. This is what the development of web personalization 
services aim to solve. This approach deals with adaptation of interaction between the 
user and the internet application in order to serve these widely diverging users' needs 
and preferences. 

A leaming management system assumes the existence of distinct user roles 
(teacher, trainee, administrator). The selection of information presented to the end-
user is based on these roles. The administrator has full access to the leaming 
management system, the teachers manages content of the courses he/she is 
responsible for and the student has the appropriate information for the courses he/she 
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is registered for. So the adaptive user interface deals with different needs of each 
group of end-users. 

In order to be useful to individual learners, LMS, must be adaptive, since when 
learning from a Web-tutor there is often no availability of supporting colleagues to 
provide assistance as in a normal classroom situation. Minimum adaptivity of a 
Web- based educational application, according to [2] includes collecting, some data 
about the student working with the system and creating, the Student Model. This 
Model can be then used to adapt the presentation, of the course material, e.g. ranking 
content according to the user's interests, adapting navigation through it, sequencing, 
and annotation, to the student. Further possible levels of adaptivity are discussed in 
[3], while there are a number of examples of such systems and architectures, as in 
[4], [5]. In the rest of the paper we describe our experience with development and 
evaluation of an adaptive LMS for a widely available open source management 
system, e-Class. 

3 Design of e-Class Persolized (e-CP), an adaptive open source 
Learning Management System 

e-Class (www.eclass.gr) is an open source learning management system. The 
development of this software has been the result of an initiative of GU Net the 
organization that supervises the Greek Universities backbone network and provides 
value added services to its members. e-Class has been spawned from the Claroline 
project, a European open source LMS (www.claroline.nef). Currently e-Class and 
Claroline development follows different tracks, resulting in two different platforms, 
despite the common origin. e-Class has been used by all major Greek Universities 
with many hundreds of thousands of users. Contribution to the development of this 
platform has been made by many developers in Greece. The University of Patras 
HCI lab has contributed with the e-Class Personalized (e-CP) which is discussed 
here. This is currently under consideration to be included in one of the forthcoming 
major releases of the e-Class platform. The main considerations of e-CP design are 
discussed first. These will provide the adaptive behavior pattern of the system. 
Taking these into account we then decide ono issues like the user interface to be 
developed as well as key architectural decisions, like the development of a user 
modeUng system, based on users' interaction data. 

3,1 Overview of requirements 

One of the main aspects of e-CP is related to the navigation support and design 
of the user-centered interface design. The key design issue was related to the 
redesign of the end user home page. Analysis of the previous design of e-Class 
demonstrated that it was heavily course-centered, instead of user-centered. The user 
entering the system was faced with a list of courses, like in most such platforms. So 
any changes in a course content, for which a user is registered, are not immediately 
clear to the user upon entering the system. The user has to check on a daily basis for 
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any changes in all the courses content he/she is registered for, a tedious process, 
requiring a long sequence of clicks. 

It is also clear that the system needs to provide a greater degree of adaptivity. 
The home page, central to users' interaction and conceptualization of such a system, 
needs to have a more meaningful content. This has to adapt to the needs of each user 
and user group, depending on the user and his/her role on the platform. In addition, 
the user needs to continue having access to the services provided by the current 
home page. At the same time a study needs to be carried out to identify the services 
to which the user should have access to directly from this home page and to identify 
how these services should be presented to facilitate the search and selection of 
information. 

Considering the current system, the user should continue to have access to the list 
of courses he is registered for as well as the navigation menu. In addition he/she 
needs instant access to all important course tools and information, while a special 
attention focusing mechanism should be devised that permit immediate attention 
drawing on any changes which might have occurred, since the previous visit. 

So an Adaptive Subsystem was designed and developed as a module, to meet 
these requirements. This subsystem, in effect takes over the control from the central 
system of e-class when a user logs in and adapts the user interface according to the 
specific characteristics of the user, found in the User Model. The most prominent 
characteristic of this module is to provide all relevant and timely information 
grouped in the same page, using a ranking mechanism to allow for the most relevant 
information to appear at the top of the list, taking in consideration historical data of 
interaction. 

In addition technical considerations have to be met. An adaptive system has as its 
primary goal the reformulation of the content and services in order to meet the 
characteristics of different users. This has to occur through an automated and fast 
procedure. 

The adaptive system has to be easy to use and further maintain and support. It 
must provide the capacity to add new functionality without major changes in the 
source code, especially in the context of an open source project, where 
maintainability of the application is one of the main considerations. To achieve these 
objectives, a modular architecture was defined. In addition, one of the main technical 
challenges was to interface to the existing system and take care not to burden the 
service, deteriorating performance. 

The user interface of the adaptive system needs to be significantly richer to the 
initial one. This is a result of the fact that the user is now provided with greater 
amounts of information and expanded interaction possibiHties. However special care 
needs to be taken so that there is continuity between the new and the old user 
interface, since such systems have large numbers of users who do not wish to be 
faced with major discontinuity of their already developed mental models of the 
application. At the same time the additional information and services in the interface 
has to be properly organized and provide coherent instructions. 

In the following section we describe how the developed module has met these 
requirements. This is done through a number of evaluation tests. 
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4 Formative evaluation of interaction- Keystroke Level Analysis 

An analytical method called Keystroke Level Analysis (KLM) [6] was initially 
used for testing the developed concept of the adaptive system interface. This is a 
technique used during the requirements development and initial planning phase in 
order to assess the efficiency of a system. This is part of the GOMS knowledge 
model. This model is based on the assumption that the user is experienced and makes 
no mistakes while using the system. This is a laborious method if it is to be used on 
extensive parts of the interface. It may though offer quite accurate results. It is 
particularly for comparative studies among suggested alternative designs. 

For the system we used the adaptive interface which provides access to services 
like announcements, deadlines, schedule and a discussion forum. In addition we have 
menu options and the user's list of courses. The analysis method was applied on 
these items using the KLM model. The results are shown on table 1. 

As seen from the results in table 1 there is significant access improvement (61% 
in average) for each tool. What is important is that the time needed (in the 
personahzed version) may even be decreased to zero if there is no other change and 
if this is notified to the user. 

Table 1. Results of the KLM evaluation model on the tools used for the personalization 
interface. Tl is the time the user needs to check the specific tool, and T2 is the same time 
through the personalized interface 

Tool eClass (sec) eClass personalized (sec) 
Announcements Ti=a(5,86) T2=b(4,48) 
Assignments Ti=a (8,59) T2=d(4,48) 
Agenda Ti=a (5,86) T2=f(4,48) 
Forum Ti=a (11,32) T2=h(4,48) 

As an example we can show a part of the personalized interface which regards 
the assignments tool. 

In figure 1 we see the reason behind the significant access time improvement to 
the tool. Using the personalized interface the steps required to check or submit an 
assignment are decreased to one from three initially. 

eCiass start i 

page \ 

Personal ised i G(Homa page - lesson X) 

page 

Lesson «X» i 
(lesson's i C(Student assignments)^ 

tools) ' G(List of assignments) 

Student assignments i 

for Lesson X 

C(Assignmenl title Y) 

• G(Pag8 of assignemnt Y) 

I 

i 
I Upload page for assignment • 

" * " ; Y of Lesson X 

Fig. 1. The STD diagram of the the task "Deliver Assignment" when using the existing system 
(black path) and the personalized system (red path) 

In figure 2 we see the structure of the assignments tool in the personalized 
module. There is clear distinction between columns and rows, clearly indicating the 
course, the assignment and the deadline. At the same time the second column 
indicates that it is active, a link to the assignments upload tool. This is made 
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possible by clicking on the assignment title. At the same time we are provided with 
delivery confirmation for the assignment. The message "delivered" appears next to 
the assignment title. This is based on the existing system use which allows 
resubmission of an assignment within the deadline. 

Therefore, in planning an adaptive interface one must take care to provide the 
functionalities already offered by the system for each tool that need to personalize to 
user needs. 
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No Yivci r[ siKovtKn epyacnripiaKn aoKrior} 1 31-10-2005 

HQ ymi r\ siKoviKf) tg^Qmrpiom aoKfiori 2 10-11-200S 

Fig. 2. The assignments block when the user has assignments to deliver. There are three 
columns. The first column is the Course column. The second column is the Assignment 
column that informs us of the title of our assignment due. The third column is the Deadline 
column that informs us when the assignment will expire. 

5. Design and performance of the Adaptive Component 

In this section we discuss implementation problems and performance testing of the 
Adaptive CLM system developed. 
The e-class environment structures data per course. This data model is reflected in 
the user interaction. So a new user-centered interaction model needs to be based on a 
transformation of this data model, without however imposing high computational 
load at run time, caused by the necessary queries in multiple databases. Our aim here 
is the construction of an algorithm which present in an efficient and timely way 
relevant data taking into account the user preferences. The system keeps records of 
user access, such as date and time of accessing a course and the user ID. The 
information in the log file is processed at regular intervals and are then placed in a 
scoreboard. Each user-course combination is a distinct entry on the board. An 
adaptive system needs to maintain a record of user's access and accordingly rank 
courses in order of importance for the user. This way, courses of high importance are 
easily accessible as can be found at the top of the courses list. The same principle is 
also applied to other services, like agenda items, assignments, scheduled events etc. 

Let us consider a course classification index ERA € [0,IJ, where 0 (zero) 
indicates that the user has never visited the course and 1 that the user continually 
visits this course, without visiting any other. 

Let us discuss the algorithm for calculating ERA for all courses of a student. 
Suppose that after processing the data from the logging table we are provided with 
the following information for a student: Total course hits: 100 and Hits on the 
specific course: 35 

35 
A first estimation could be: ERA = = 0,35 , which is a good initial estimate. 

100 
Suppose that the scoring algorithm is executed each week. If for a course we have 
35 ± 3 hits, the position of a course on the course list will not be significantly 
changed. 
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But what happens if the course is visited 35 + 3 times per week and for one week 
the user needs to access it far less or far more often? In this case the position of the 
course on the list will change even though the particular week is an exception to the 
usual usage pattern. This is not a desirable change. To compensate for this we add 
"memory" to the system. The algorithm will be executed once a week but will 
"remember" user preferences. This "memory" will register the ranking of each 
course for the whole month (one registration per week). Each registration includes 
all the measurements from the time of the activation of the algorithm using an 
overlay between registrations. So, we now have: 

ERAj'OT =iERAj^_2 -\-ERA^_2 +ERA^_^ +£'iL4^)'^4, where: 

ERAi takes value i=N for the period {- oo < f < / ^ } , N-1 for 

{-oo<t< Vi}.N-2 for {-00 < r < V s } andN-3 for {-oo < / < t^,^} 
So we now have a balanced method of calculation of the scoring algorithm which 

disallows abrupt variations in cases of a typical interaction between user and system. 
The implementation of the usage data collection system is done through the 

central parser of the application. This parser provides for the transfer of the user 
from the personalization interface to the course environment selected. 

At the same time it collects usage data which can be analyzed by the algorithm. 
Specifically it stores dates, time, user id and course id in its own space on the 
database of the e-Class system. Therefore usage data tells us which user accessed 
which course. 

We evaluated the algorithm by using 21298 events from the logging table of the 
database. The algorithm was programmed in Java and used threads to control the 
program run time and CPU usage. Our purpose was to create a light algorithm that 
has minimum CPU and memory requirements of the web server. The algorithm has 
an initial peak when it fetches the logs for processing. After this, it is hardly 
noticeable. This was made possible since the algorithm is not time-critical and more 
logs can be added to the logging table as the algorithm is active. 

A benchmarking experiment was conducted of this algorithm, using simulations 
of server balances in the form of eight different thread sleep times ranging from 5ms 
up to 40ms with a step of 5ms. For each thread sleep-time we performed 10 
simulations and received the average duration. In figure 3 the results of the 
simulation are shown. The algorithm is almost linear and gives good performance 
results for the amount data processed. 

6. Conclusions 

In this paper the e-Class Personalized prototype has been presented. The 
prototype was tested for performance at the keystroke level, simulating improvement 
of user keystroke activity. An average improvement of 61% was measured according 
to this test. In addition, the ranking algorithm that adapts content presentation to the 
users' usage patterns was tested for performance A linear behavior of the algorithm 
in terms of server load, simulated through a thread sleep was demonstrated, while the 
absolute load was not found noticeable in typical server conditions. After the 
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reported tests, the new version of the e-class software was installed on the Network 
Centre of the University^ serving over 20,000 users. In the first phase a limited 
number of users was exposed to this software. Through a focus group we measured 
their reaction to the new system and the first findings have been very positive. As we 
approach the end of the first year of operation of the prototype, we plan a more 
systematic evaluation using the logfiles of the system itself 

Execution Timesf(t «IMP} 

y = 2,5941x+l,5 

0:03:56 0:05:00 0:05:49 

t(min:sec) 

Fig. 3. Ranking algorithm execution time vs thread sleep time 
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Abstract. When we trace the history of mind and learning theories we clearly 
see a transitioning course that traverses Cartesianism, Behaviorism, and finally 
Functionalism. Current advances in computer scanning technologies reinforce 
the view that learning should also be examined under the prism of brain-
centered materialist theories. Adaptive learning systems are instructional 
technologies that try to minimize the mismatch between learner needs and the 
learning environment. Currently, they try to elicit the learner needs with 
performance measures but they ignore learner differences at the brain level. 
This paper offers a shift of viewpoint in thinking about future adaptive 
learning systems. If we want education to be precisely tailored to the needs of 
learners then instructional technologies must take advantage of known 
individual differences in brain processing. The paper offers the justification of 
such an approach, analyzes its implications, proposes an implementation 
model, reviews related work, and outlines future challenges. 

1 Introduction 

The history of computer-based learning systems can be traced back as far as the 
beginning of computing. Since the early computing days an effort was made to 
create learning systems that adapt their functionality based on the learner needs and 
capabilities thus giving birth to the class of adaptive learning systems. The most 
notable early work in adaptive learning systems was done by B. F. Skinner in the 
1960s. Skinner and his colleagues developed the concept of programmed learning 
where a teaching machine engages a learner in a task, and uses a comparison of the 
learner's performance to a model of how the task should be performed in order to 
provide the learner with advice to successfully complete the task [27, 28]. 

Through the years, evolutionary forces resulted in the development of learning 
systems that represent a leap beyond the earlier Skinnerian work in terms of their 
capacity to detect learner abilities and deficiencies as well as to provide insightful 
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remediation. In the traditional mode of operation adaptive learning systems maintain 
the domain knowledge that needs to be conveyed to the learner (domain module), the 
learner's existing knowledge (learner's module), and the pedagogical methods that 
can be used in order to convey the domain knowledge (methods module). Through 
the interaction of these modules the learning systems are able to make judgments 
about the student's knowledge, skills, and progress. The methods module tailors the 
learning experience to the student's needs, automatically, without the intervention of 
a human instructor [1,3]. 

Today's adaptive learning systems are capable of modifying any individual 
student's learning experience as a function of information obtained through their 
performance on situated tasks or assessments [12]. Situated tasks can be any 
dynamic learning challenge that requires a measurable response on the part of the 
learner. These can include problem sets, learning task challenges, a Socratic 
dialogue, or experiences in simulated environments. In a nutshell, the adaptation is 
done based only on performance measurements. 

When we trace the history of mind and learning theories we clearly see a 
transitioning course that traverses Cartesianism, behaviorism, and finally 
functionalism [13]. Current advances in computer scanning technologies reinforce 
the view that learning should also be examined under the prism of brain-centered 
materialist theories. 

Nowadays, advances in psychophysiological techniques, such as brain scanning, 
make it possible to identify differences in human brain processing that correspond to 
differences in learning styles and capabilities. The knowledge of such differences is 
valuable in every educational setting because teaching methods that may work well 
for a large majority of learners may be counterproductive when used with learners 
that their brain processing deviates from the majority. Additionally the same 
psychophysiological techniques may reveal, in real time, the learner's cognitive 
state. 

Therefore, with this article, I propose the design of adaptive learning systems that 
incorporate the use of psychophysiological measurements, in addition to 
performance measurements, in modifying the student's learning experience. I assert 
that such systems will be more effective and I hope to stimulate new ideas and 
research in this direction. 

In particular, I give a brief overview of the relevant psychophysiological 
techniques, I explain how such techniques may benefit learning theories, I propose a 
new implementation model for adaptive learning systems, and I outline future 
challenges. 

2 Psychophysiology 

Psychophysiology research and practice deals with the interactions between the mind 
and body by recording how the body is functioning and relating the functions 
recorded to behavior. The field is based on the premise that changes in the body's 
functioning cause changes in behavior and vice versa [9]. Psychophysiological 
recording techniques are generally non-invasive. That is, they record from the body's 
surface and nothing goes into the person being recorded. 
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Nowadays, the filed of Psychophysiology is employing a number of techniques 
that help elicit data about the function and structure of the brain. They can be divided 
into those that provide functional information and those that provide structural 
information about the brain [5]. 

2.1 Structural Measures 

The magnetic resonance imaging (MRI), magnetic resonance spectroscopy (MRS), 
and diffusion tensor imaging (DTI) are methods used to measure brain structure and 
chemistry. For example, magnetic resonance imaging (MRI) can be used to measure 
gross size or volume differences in brain regions while magnetic resonance 
spectroscopy (MRS) can be used to measure the concentration of cerebral 
metabolites that have been related to neuronal loss or damage. Thus MRS can 
provide additional insight as to why an MRI-based measure of a brain structure may 
be smaller. Finally, difftision tensor imaging (DTI) allows for measures of the 
regularity and myelination of fiber tracts and provides a more precise measure of 
myelination of fibers than traditional MRI measures of white matter volume. All 
three of these structural imaging methods can be correlated with behavior, but none 
involves simultaneous collection of behavior or the capability of measuring brain 
changes associated with trial-by-trial behavior. 

2.2 Functional Measures 

In contrast, Electroencephalography (EEG), event related potentials (ERP), single 
photon emission computed tomography (SPECT), positron emission tomography 
(PET), functional magnetic resonance imaging (fMRI), near infrared 
spectroscopy/optimal imaging (NIRS), and magnetoencephalography (MEG) are 
classified as functional imaging methods because they measure changes in brain 
activity associated with simultaneous changes in behavior. 

In particular. Electroencephalography (EEG) is a method for capturing and 
measuring brain waves and as such provides evidence of how the brain functions 
over time. It is commonly used for detecting and observing certain conditions, such 
as seizures, by observing changes in the normal pattern of the brain's electrical 
activity [8, 30], The output from an EEG is recorded as a graph of brainwaves on a 
time scale and simply reveals rough brainwave frequency and amplitude. Measuring 
Event Related Potentials (ERP) involves correlating the EEG brainwave response 
with a stimulus (event) and averaging the result of dozens to thousands of stimulus 
expositions together to get a clear picture of what electrical activity takes place upon 
presentation of that specific stimulus [2] 

A Single Photon Emission Computed Tomography (SPECT) scan is a type of 
nuclear imaging test that shows how blood flows to tissues and organs. This is done 
by ejecting the body with a radioactive chemical that emits gamma rays and can be 
detected by a scanner. SPECT scans are relatively inexpensive and readily available. 
[14] 

Positron emission tomography (PET) is a technique that produces a three-
dimensional image or map of functional processes in the body based on the detection 
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of radiation from the emission of positrons. This is achieved by injecting into the 
body a short-lived radioactive tracer isotope that decays by emitting the detected 
positrons [4]. This technique differs from a SPECT scan in that the chemical is being 
absorbed by surrounding tissues rather than staying in the blood stream, therefore the 
images are not limited to areas where blood flows. 

Functional magnetic resonance imaging (fMRI) is a technique that exposes the 
brain with a high static magnetic field and a small alternating radiofrequency field. 
Thus is capable of visualizing changes in chemical composition of brain areas or 
changes in the flow of fluids that occur over time periods of seconds to minutes. It 
can be used to find out what the brain is doing when subjects perform specific tasks 
or are exposed to specific stimuli [6]. There are three advantages to fMRI scaning 
over PET scanning 1) It is not invasive since the signal does not require injections 
of radioactive isotopes, 2) the total scan time required can be very short, i.e., on the 
order of 1.5 to 2.0 min per run, and 3) it is capable of fine resolutions in the order of 
1.5x1.5 mm or even less. 

Near infirared spectroscopy (NIRS) offers a safe, non-invasive means of 
monitoring cerebral fimction without the use of radioisotopes or other contrast 
agents. NIRS systems measure the oxygenated blood flow through the brain by 
shining light in the near infrared (NIR) range of the spectrum through the scalp [31]. 

Magnetoencephalography (MEG) is noninvasive technology for fimctional brain 
mapping that is based on the measurement of intercellular currents of the neurons in 
the brain, spontaneously or to a given stimulus [19]. MEG combines many of the 
advantages of PET and fMRI scanning but MEG's temporal resolution of 1 ms is far 
superior while having an equivalent spatial resolution. 

3 Psychophysiology & Learning 

Functional imaging techniques are capable of measuring subfle task-induced changes 
in signals from the brain and as such they can be of particular interest in formulating 
learning theories and constructing learning environments. In general, they can be 
usefiil in the filed of learning for three reasons. First they can shed light into 
understanding how learning occurs. Second they can idenfify differences in learning 
styles and capabilities. Third they can monitor in real time and reveal an individual's 
cognitive state. 

3.1 Understanding Learning 

Through the years a number of learning theories have been developed usually 
aligned along the philosophical theories of the time. Nowadays, the advances in 
brain scanning technologies allow us to develop a better understanding and insight of 
how learning occurs and thus piece-by-piece either validate or refiite existing 
theories. For example imaging studies using flVIRJ of the prefrontal cortex helped 
identify how humans focus attention on the task at hand while ignoring distractions 
[7, 16]. Those studies are significant because, contrary to current learning theories, 
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prove that attention control is achieved by ampHfying task-relevant information, 
rather than by inhibiting distracting stimuli. 

3.2 Identifying Differences 

Over the past two decades researchers from various labs were able to use structural 
and functional brain imaging techniques in identifying learner differences such as 
learners with dyslexia and attention deficit disorder [10, 20,25, 26]. 

For example, Richards and Berninger [21, 25] used functional magnetic 
resonance spectroscopy and fMRI to show that there are chemical differences 
between the brains of learners with dyslexia and those of other learners. Their work 
is based on monitoring metabolic activity of the brain. When the brain is at work, it 
uses energy. One by-product of energy use in the brain is lactate. By measuring 
where lactate is being produced, they were able to see which part of the brain was 
active. 

Identifying learner abilities is crucial in an educational setting in order to choose 
the pedagogical methodology that matches best the learner's abilities. For example in 
teaching reading, pedagogical methods based on intensive or systematic drill in 
phonemic awareness or phonetic decoding strategies may actually be harmful to 
dyslexic learners. Such teaching might simply emphasize reliance on mental 
strategies that are as likely to diminish reading ability for dyslexics, instead of 
improve it. 

3.3 Revealing Cognitive States 

Since the early 90's researches proposed the use of Psychophysiology for eliciting 
cognitive states. In 1995, Pope, Bogart, and Bartolome developed a system that used 
EEG in airplane simulators to monitor when pilots are engaged and when they're 
disengaged during a typical flight. The pilot's level of engagement was then used by 
a system that adapted the airplane's level of automation. When pilots became 
disengaged, the airplane became less automated and the additional work required 
pulled the pilots back into the process of flying the aircraft [17,18]. 

Expanding upon the work of Pope and his colleagues, St. John, Kobus, Morrison, 
and Schmorrow have described a new DARPA program aimed at developing 
systems that can detect an individual's cognitive state and then manipulate task 
parameters to overcome four primary "bottlenecks" in cognitive performance: 
attention, executive functioning, sensory input, and working memory [29]. 

Although Pope's and St. John's work aimed at developing adaptive automation 
systems that enhance an operator's effectiveness the same principles and finding are 
applicable in learning systems that can adapt to better fit learner needs. In fact, one 
of Pope's striking findings was the similarity between the brain waves of disengaged 
pilots and the brain waves of learners with Attention Deficit Disorder. 
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4 A Model for Adaptive Learning Systems 

The power that psychophysiological measures give us in understanding how learning 
occurs, in identifying individual learning differences, and in revealing cognitive 
states can be invaluable for every educational setting. 

In particular, for designing an adaptive learning system I propose that such 
measures should be integral part of the learner's module in order to transform the 
domain and the instructional methods modules. In all of the existing systems the 
learner's module is exclusively comprised of the learner's motives and knowledge as 
it is being assessed by performance measures. The incorporation of 
psychophysiological findings can greatly improve the accuracy of the learner's 
module. This can be done at two distinct collection levels. 

First, a battery of psychophysiological tests should be administered to assess the 
student's learning style and abilities. This will create an individualized profile, 
diagnostic in style, which gives answers to the questions: Is the learner an auditory 
personality? visual? tactile/kinesthetic? dyslexic? etc. This psychophysiological 
profile should be incorporated into the learner's module along with the information 
from the performance measurements thus resulting in an augmented learner's 
module. At the second collection level real-time information about the learner's 
cognitive state should be collected. The psychophysiological monitoring should 
match specific learning materials and tasks with constructs such as effort, arousal, 
attention, and workload. 
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Fig. 1. Model for an Adaptive Leaming System 

In traditional adaptive leaming systems Artificial Intelligence (AI) techniques have 
been instrumental in providing the adaptation of the domain and methods modules. 
Based on this model AI techniques should also be applied for interpreting the 
psychophysiological findings. To this day only limited work has been done in this 
direction [22, 23]. 

The existence of those two levels of collecting psychophysiological measurements 
leads us into a two-stage model for adaptive leaming systems (figure 1). At Stage I, 
the initialization stage, the domain knowledge and the set of available pedagogical 
methodologies get customized based on the initial leamer's module that includes the 
psychophysiological profile from the first collection level. Stage II, the real-time 
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stage, further adapts the domain and methods modules in a dynamic way as the 
second level collection occurs. Such adaptation may include reprioritizing or 
rescheduling tasks, changing the level of difficulty, or switching between verbal and 
spatial information formats. 

5 Discussion 

The notion of using psychophysiology for explaining learning processes was first 
introduced by Tom Mulholland in 1974 but since no work has been achieved [15]. 
Nowadays, the impressive advances in psychophysiological techniques progressed 
our abilities to understand how learning occurs, identify individual learning 
differences, and reveal cognitive states. Despite the isolated successes many 
significant challenges must be overcome if the proposed model for adaptive learning 
systems is to move out of the laboratory. 

First of all, more experimentation needs to be done. Today, the work done in 
augmented cognition does not have learning in mind [24]. Future experimentation 
needs to focus on learning, learning differences, and cognitive states as they 
specifically relate to learning tasks. Second, researchers in this area need to establish 
the vaUdity of the approach through systematic controlled tests and replication. 

Additionally, serious effort needs to be invested in order to achieve remote 
psychophysiological monitoring [11]. Only when we eliminate the wiring and 
physical contact between machine and humans we'll be able to truly develop 
applications outside the laboratory. 

Also, numerous other issues such as determining the frequency of adaptive 
changes, adaptive algorithms, types of interfaces, improving the signal-to-noise ratio 
of psychophysiological measures, extracting useful signals from within dynamic 
environments, etc. need to be addressed. Nonetheless, the proposed model poses as a 
starting point in an exciting direction that holds enormous promise for the fiiture of 
adaptive learning systems. 
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Abstract. Users of hypermedia systems are heterogeneous, came from 
different backgrounds and have different level of knowledge in the use of 
information systems. This paper discusses a multi-layered approach for 
developing personalized e-books. The layers regard both Human Computer 
Interaction/Navigation level and the Content of the e-book. These layers are 
defined and described in detail. The tei-Book architecture is also presented in 
the paper and it is proposed as suitable for providing personalized e-book 
views to the various e-book readers. This is done by an E-Book manager that 
manage to provide the appropriate e-book view according to the User Profiles 
and Book Profile Components that dynamically are developed by the tei-Book. 
Future work includes the evaluation of the personalized e-book views and also 
the evaluation of system's usability. 

1 Introduction 

Adapting books to electronic form in order to be readable by users in a computer 
system is a concept that motivated research very early. The book metaphor has acted 
as the primary way of presenting e-leaming systems in a book like lay out [1]. 
Electronic browsing systems as SuperBook [2] and the Book Emulator [3], as well as 
recent commercial offerings of hand held devices of book size [4] are a few of the 
examples of the research into the e-book domain. 

The demands and expectations of diverse users have grown fast. A recent study 
reports that even for experienced users of common personal computers, 
approximately 45% of their time is wasted with finstrating experiences tied to 
confusing menus, indecipherable dialog boxes, and hard to fmd functions [5]. The 
users find themselves disorientated, feeling stressed out and disappointed, end up 
giving up the learning procedure to avoid further annoyance. 
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The e-book as a learning platform should be able to accommodate for all users but 
usually it is designed in a unified way, cutters for the middle line of users, excluding 
the novice ones or makes the application unattractive for the experienced users. The 
inequity of access to hypermedia products, often called the digital divide [6] 
addresses the need of adapting the way the user accesses an e learning system to 
cater for each individual separately. 

In order to cater to different user needs, information systems can be tailored 
manually by the user or automatically by the system. Systems that allow the user to 
change certain system parameters, and adapt their behavior accordingly, are called 
adaptable. Systems that adapt to users automatically based on their assumptions 
about them are called adaptive [7]. Whereas the first group of adaptations aims at 
enabling and improving the overall access to the information system, the second 
group of adaptations aims at individualizing one specific hypermedia system. 

Personalization of the e leaming systems is increasingly important. Research has 
shown that most users prefer the control afforded by an adaptable approach to 
personalization rather than a system-controlled adaptive approach. No study, 
however, has compared the efficiency of the two approaches. 

Multi layers have been introduced in order to divide the interface of an 
application into sections and make each section accessible by the user separately 
[8,9,10]. Instead of presenting all features at once it is proposed to allow the user to 
choose the features he prefers according to his skills and personal needs. An example 
of a multi-layered application has been illustrated in the search engines on the 
Internet in which the novice users just type a keyword in a search box and the results 
are presented in a certain sequence. Users are usually satisfied with the whole 
procedure, which is easily accessed. Experienced users might use a more advanced 
interface, which allows them to use more criteria (country they are seeking 
information from, time depended results, order of the results when presented). The 
above approach gives users control over the sets of features available at any moment 
but a clear separation between the different functions is incorporated. The two layers 
of accessing the information is presented clearly leaving the user in control. 

Each level can be designed separately; nevertheless all layers have to share 
common aesthetics. Distinct goals that will be achieved in each level have to be 
clarified. It is vital for the user to navigate through the system without the notion of 
disorientation. Confusion between switching between layers has to be avoided. 

Cognitive leaming models have to be incorporated in order to define the 
principles of the design of a multi layered e-leaming application and usability testing 
as well as user feedback will be essential. Facilities as help menu that clarifies the 
use and scope of each level have to be examined and the interaction between 
interface layers and layers of the content presentation also have to be addressed. 

By adding to this debate the issue of not only adapting the navigation but adapting 
the content of the subject the e-leaming application is designed for, we are presented 
with a much more complex system. In the following chapter the layers stmcture of 
presentation of the content and the navigation will be described, incorporating both 
the adaptive and the adaptable approach. 
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2. E-Book layers definition 

This paper discusses a multi-layer approach to developing personalized e-books 
[11]. A system for supporting this personalization process, tei-Book (transformable 
electronic and intelligent Book) was developed at the Department of Informatics of 
the Technological Educational Institute (TEI) of Thessaloniki. As it is shown in 
figure 1, our layered approach, proposes the existence of layers both to the HCI 
(human-computer interaction/navigation level) of the e-book and to the content of 
the e-book. 

HCI 

HCI-3 

HCI-2 

HCI-1 

Annotations, 
Bookmarks, 
Highlights 

Hyperlinks, 
Imagemaps, 

Video 

Front, Back, 
Index, Image 

Zoom 

Content-1 Content-2 Content- Content-N Content 

Fig. 1. Layers concerning both to the HCI of the e-book and the content of the e-book. 

According to the proposed design, there are three different layers/levels of HCI. 
These are the following: 

Level HCI-1. This layer is designed for first-time and novice users of computer 
systems, having no experience of how to use hypermedia. In this layer, only a static 
menu will be presented, having simple functions such as return to index, go to next 
and previous page and exit (see figure 2). Additional to these, images can zoom-in to 
reveal details of various initially small images in the e-book. The user of this layer 
will use the book metaphor and he will be able to navigate through e-book contents 
without feeling disoriented. 

Level HCI-2. In this level, users that have some experience in hypermedia, 
additionally to the features of level HCI-1, will be able to find in the e-book, (a) 
hyperlinks, (b) imagemaps (images are separate in different areas, each area having a 
link to a corresponding e-book position) and (c) videos with the necessary navigation 
buttons (play, pause, stop, fast forward, rewind). The user of this level will feel free 
to navigate more flexibly to the whole book in a much faster manner. 
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Fig. 2. Tei-Book with book like layout, page turning simulation, table of contents, front and 
back page cover 

Level HCI-3. In this top level, additionally to the features of level HCI-2, the 
user will be able to personalize the e-book, by (a) adding his own bookmarks on the 
pages of the e-books, (these work as hyperlinks to specific e-book positions), (b) 
highlighting sentences that he considers important for him, and (c) adding personal 
annotations on the pages of the e-book, that can be his personal comments on e-
book's content (Figure 3). Every time the user of level 3 exits the e-book, 
information regarding the personalized version of the e-book will be saved. In this 
way the user will be able to load his own personalized version of the e-book and 
continue his study from the point he stopped studying the e-book, viewing also his 
past annotations, highlights and bookmarks. 

Separating out the HCI-layers enable users to learn HCI features in a meaningful 
sequence, while help screens are avoided. Nevertheless help menu can be added to 
explain the functions of each HCI level. E-book readers can gain confidence and 
after mastering layer HCI-1 move on to higher layers, when needed or when they 
had time to experiment with. 

The e-book can also have different levels of content. The e-book domain expert 
can identify different levels of users according to their past knowledge on the e-book 
subject, their age and the depth of the knowledge they are looking for in the e-book. 
In this way, level Content-1 will correspond to the simplest content version which 
will suitable for the absolute beginner of the e-book subject, having no prerequisites. 
In the same manner, highest content level, level Content-N, will correspond to the 
most advanced content version of the e-book that will be suitable for the most 
experienced on the subject and concerned reader of the e-book. The number of 
different content levels is not defined, since it depends on the subject and the scope 
of the readers the e-book's authors want to reach. 
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Fig. 3. Tei-Book with user's personal annotations and highlighted content. 

According the above and figure 1, an e-book reader who is novice to the use of 
hypermedia but very experienced on the e-book subject, should use the e-book tuned 
to levels HCI-1 & Content-N, whereas an experienced hypermedia user with no 
background knowledge on the subject of the e-book, should use the e-book tuned to 
levels HCI-3 & Content-1. 

3. The tei-Book Architecture 

The personalization supported by the tei-Book system that we propose, is 
orthogonal in the sense that HCI layered based personalization and content based 
personalization could be applied as two separated processes. These processes can 
then be combined to provide the final view of personalized e-book to its users. 

Figure 4 shows the architecture of the tei-Book system. The content material 
constituting a specific e-book is stored in the e-book Content Base. 

The HCI Adaptation module is the one responsible to decide for the HCI layer 
adaptation pertinent to each user. In order to do so it keeps a data base of user 
profiles. These profiles are updated when the user initiates a reading session, either 
based on his direct will or by following an interactive questionnaire approach in 
order to diagnose his level. In such a way the e-book is fimctioning as an adaptable 
hypermedia system. The profiles could also be updated automatically by the system 
which monitors the user interaction through a microadaptation submodule (HCI 
Monitor) in order to allow for dynamic HCI layer switching. In such a way the e-
book could be considered as an adaptable hypermedia system. 

The Content Adaptation module is responsible to decide for the content layer 
adaptation which provides different views to different users. In order to do so it 
keeps a data base of book profile components. These book profile components are 
updated: 
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Fig. 4. The tei-Book architecture 

Super 
User 

(a) When a user initiates a reading session at HCI level 3, where content 
adaptations tools (for bookmarking, annotation, paragraph hide et.c.) are 
provided. In this case, a book profile consisting of a single book profile 
component is created which governs content personalization for the user in 
question. 

(b) When a special user (e.g. author of the e-book or experienced teacher using 
the e-book as e-learning material for its students) initiates a reading session 
in order to transform the e-book content. In this case, a discrete number of 
book profile components could be generated corresponding to different 
levels of content adaptation. The special user then has the possibility of 
assigning these levels to specific user groups. Based on these content 
profile components the content adaptation module can produce one or 
more book profiles to be assigned to final users. 

In both cases, user's actions regarding content change are controlled through the 
Content Monitor Module. In the second case content based personalization acts as a 
tool to a teacher to annotate and transform the e-book in order to enhance a specific 
strategy for reading to be followed by the students. 

The e-book Manager subsystem is responsible for producing the personalized e-
book views for the specific users. It does so by using the e-book content base and by 
collaborating with the HCI and Content Adaptation modules. By providing sufficient 
redundancy and separation of content from HCI layout, the system ensures through 
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the e-book Manager module that for any given situation adaptation is possible 
without involving the complete content management chain. 

The Administrative module apart from accommodating the HCI and Content 
Monitors is responsible for controlling the whole user interface to the e-book and for 
keeping user accounts. The system works as a web based client server application 
and users need to go through a login authentication procedure in order to work with 
their personalized version of the e-book. Additionally when a personalized e-book 
view is fmalized it can be compiled and used off-line by its user as a stand alone 
hypermedia document. 

4. Conclusions - Future Work 

This paper suggested a multi-layer approach to developing personalized e-books. 
Two types of personalization are possible: HCI based layers of personalization and 
content based layers of personalization. These two types could either be applied 
separately or could be combined. The layers were defined and the architecture of the 
tei-Book system, which is used as a framework for developing personalized e-books, 
was presented. A first version of the tei-Book was implemented together with a 
complete e-book case study, an e-book containing an introduction to Computer 
Systems. This case study will be used in order to evaluate the personalized e-book 
views that are produced during the interaction between users (both readers and 
teacher) and the tei-book system. Based on the evaluation results a more complete 
version of the suggested architecture will be implemented. Usability testing is also 
essential and comparison between the adaptable and the adaptive aspects of 
personalization has to be examined in the fixture. 
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Abstract. We present a conditional rewrite system for arithmetic and 
membership univariate constraints over real numbers, designed for com
puter assisted learning (CAL) in elementary math. Two fundamental 
principles guided the design of the proposed rewrite rules: cognitive fi
delity (emulating steps students should take) and correctnesSf aiming 
that step-by-step solutions to problems look like ones carried out by 
students. In order to gain more flexibility to modify rules, add new ones 
and customize solvers, the rules are written in a specification language 
and then compiled to Prolog. The rewrite system is complete for a rel
evant subset of problems found in high-school math textbooks. 

1 Introduction 

To understand what people do when they do mathematics and write programs 
emulating that process is a continuous research topic in Artificial Intelligence, 
Automated Reasoning, and Symbolic Computation [3, 8]. Computer Mathe
matics is by now an established, although developing, subject. The challenge 
is to make the systems, including Computer Algebra systems and Proof Assis
tants, more (mathematician-)£riendly [1]. Symbolic computation systems, like 
the commercial packages Maple and Mathematica, are widely used, though 
they can produce unexpected or wrong answers [1, 2, 5]. Nevertheless, in order 
to reduce the eflPort of writing solvers, some web-based learning environments 
and e-learning authoring tools support (unsafe) interaction with them [7, 10]. 
Those packages were not developed specifically for education, which makes it 
diflficult to get them generate step-by-step solutions that are cognitive faith-
fdy i.e. that emulate the steps a student should take. In [2] a discussion 
about design criteria of software for mathematics education is given. AG-
ILMAT - Automatic Generation of Interactive Drills for Mathematics Learning 
(vvw.ncc.up.pt/AGILMAT/) - aims at the design and implementation of a sys
tem to automatically create and solve math exercises, continuing research work 
reported in [9]. There, we introduced a prototype, called DEMOMATH, that also 
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yields one-line solutions for some exercises. Its solver is fairly ad-hoc, and can
not be eaisily adapted to present step-by-step solutions with pedagogic interest, 
which motivated our current work. We propose a conditional rewrite system for 
arithmetic and membership univariate constraints over real nimabers. To gain 
flexibility, the rules are written in a specification language and then compiled 
to Prolog. In the next section we recall basic notions of real-valued functions 
and give examples of problems we want to automate. In Section 3 we intro
duce our representation for problems and constraints and show how to convert 
membership to arithmetic constraints, and reciprocally. Section 4 is devoted to 
the presentation of the proposed rewriting system, which was designed to be 
complete for the problems that can be solved by analyzing the sign variation of 
functions created by DEMOMATH. 

2 Some Mathematical Background and Examples 

We start with some notions about real-valued functions. E stands for the set 
of the real numbers, a, 6, c, k for real constants, / , p, h for generic real-valued 
functions over R, and x, y, z for real valued variables. As usual, Vf is the domain 
of the function / , and its image (a.k.a., range) is f{Vf) = {f{x) : x € P / } . 
We represent the restriction of f to D C Vf by flo and the inverse function 
by /~^, if it exists. If / is strictly monotonic over Dy then flo is invertible. The 
following table shows the basic functions studied in math at high school and 
some of their properties, if we exclude the trigonometric functions and generic 
polynomial functions i>oZon,...,ao • ^ *~* IDILô *̂ *-
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/ 
id: xi-^ X 
Ck '' Xh-¥ k 
Pk :xi-^ kxj k^O 

pola,b : a; !-• aar 4- & 

pOW2n+l ' X i-^ a? "̂"*"̂  

pow2n ' a; »-• x^^ 

Vf fiVf) Behavior in Vf 
R 
R 
R 

R 

R 
R 

rodbn+i : x ^ ^'^^-^ R 
rackn ' X1-^ ^ ^ 

o5s : a? h-> |a;| 

ea;pa : a; i-^ a® 

loQa : a; >-• log^ x 

R 
w 
R 

R 

R 

K 

R 

RjRj 
R 

R 

R+ 

R+ 

R+R 

strictly increase, odd 
constant, even 
strictly increases if AJ > 0 
strictly decreases if A; < 0 
odd 
strictly increase if a > 0 
strictly decreases if a < 0 
odd if 6 = 0 
strictly increases, odd 
symmetric w.r.t. a; = 0 
pow2n\^ strictly increase 
even 
strictly increases, odd 
strictly increases 
symmetric w.r.t. x = 0 
o6s|g+ strictly increases 
even 
strictly increase if a > 1 
strictly decreases if 0 < a < ] 
strictly increases if a > 1 
strictly decreases if 0 < a < 3 

Inverse function 
id-' = id 

— 
Pk^ix^ Ix 

i^C.b -^^^l^-z 

POW2n-\-l=rad2n+l 

(pow2n\^)~^ = rad2n 

rad2n^i == pow2n-^i 
rad^n = POW2n\^ 

{abs\^)-^=id\^ 

exp~^ = log a 

lOQa^ = expa 

Composition, sum, difference, product and quotient of functions are represented 
by o, +, - , X and / . We have Vfog = Pp n {a: : g{x) € 2>/}, 2>/©p ^VfOVg 
for 0 € {-!-, —, x} and T>f/g = 2>/ fl P^ \ {a:: ^(a;) = 0}. A piecewise fimction 
/ is of form (/f, A)£=ij with n > 2, being f{x) given by fi(x) If x e Di. 

Drills and practice We now give some ̂ camples of exercises we are interested 
in automating. The first ones are from a high school math textbook (grade 11). 
To create the two last ones and get their solution we have used AGILMAT 
(available at www.ncc.up.pt:8080/Agiliaat/). 

- Find the domain of /(x) = ̂ _f^^^ 
- Express g{x) = |a; — l|-f-|a; + l|-|-aj without using the absolute value function. 

Solve g{x) < |a; + 3|. ^ 

- Study the sign variation of — y ^^z|^z^ — 1 for a; € M. (Solution: Negative 
in ] — 00, — | ] U {0} (the domain of the expression)). 

-Solve (2 \'-x^-2x + l\f {2x^-x^-3) ^ 0 foi x e R. (Solution: 
] - o o , o o [ \ { - l - V 2 , - i v ^ , - l + %^,ix/6}) 
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3 Constraints and Problems 

We would like to solve problems that may involve arithmetic and member
ship constraints, because both types coexist in some math problems. We define 
atomic and complex constraints as follows. 

The atomic arithmetic constraints are either of the form f{x) ^ g{x) and 
f{x) ^ k with ^ € {=, ̂ , > , < , < , > } , / and g are real valued functions on reals 
and k m & ground axithmetic-term. The atomic membership constraints are of 
form f{x) ^ S with ^ € {€, ̂ } and 5 is a groimd set-term. The conjunction 
and disjunction of a finite number of constraints in the variable a; is a (complex) 
constraint C{x). 

We often write C instead of C(a;), since we will addr^s only problems that 
involve a unique variable. We use ^"^ to denote the inverse of the binary 
relation ^ , for ^ € {=, f̂ , <, >, >, <}. We inductively define the domain of cons
traint C (denoted by VQ) by P/(a:)^^(x) = ^ / H Vg, T>f{x)4k = ^f{x)4S = %> 
'^^Z.tOi = nS=i2>Q and PvtL.a = Uf^iPci-

The problem P of finding all a; € -D that satisfy the constraint C is denoted 
by a tuple (C^x^D). A problem is in solved form iff it is {id{x) € D^x^D) 
and D is then called the solution set of the problem. (For short, we shaU write 
{x € D^ Xj D) instead.) 

3.1 Membership versus Arithmetic Constraints 

It is important to be able to convert membership to arithmetic constraints 
and reciprocally. For that we define two representations for sets. A set is in a 
standard form if it is either 0 or the union of a finite sequence 5 i , . . . , 5n of 
non-empty intervals and/or finite sets of E, that are pairwise disjoint and such 
that sup(5t) £ inf(5i+i) for all 1 < i < n and if sup(iS'i) = inf(5i+i) then 
sup(5i) ^ Si and iBf{Si+i) ^ Si^i. The infimum and supremum of each set 
may be — oo and -foo. A constraining set m a subset of E that may be written 
in standard form. 

Although the constraining sets do not fully repr^ent all subsets of E, they 
cater for the mast frequent types of sets that occur in notath drills, if trigonom
etry is excluded. This standard form is like a picture of the set in the real 
axis. 

Example 1. The set ([-3, -1[U{2,17} U [8,11[U]11,14[) \ {10} is a constraining 
^ t and it standard form is [-3, -1[U{2} U [8,10[U]10,11[U]11,14[U{17}. 

We now introduce the reduced normal form which gives a more compact 
arithmetic repr^entation of each constraining set, being thus relevant for CAL. 
The reduced normal form is unique. A constraining set is in reduced normal form 
(mf) iff it is given in one of the following forms: E, 0, a finite non-empty set, 
UjLiSi, E \ 5n+i, (UJLiSi)\Sn+i,((U?=i5i)\5n+i)U5n+2, or (UjLiSi)U5„+2, 
for a finite sequence of non-empty and non-universal intervals Si,,.,,Sn with 
sup(5i) < inf(iS'i-i.i), for 1 < i < n and Sn+uSn+2 non-empty disjoint finite 
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sets such that iS'n+i C Ug=i5i and Sn+2 H {Si U{inf (5^), sup(5i)}) = 0, for every 
i < n. 

Example 2. mf([-3,-l[U{2,17}U[8,ll[U]ll,14[)\{10}) = (([-3,-l[U[8,14[)\ 
{10,11}) U {2,17}. 

Let «S| denote the set {x € R : a; ̂  fe}, for fc € E and ^ € {=, 7̂ , >, <, <, >}. 
E.g., 5>^ is [-3, +oo[, a n d 5 | and «Sj are ]—00,5[ and 1R\{2}. To help transform 
membership constraints into arithmetic constraints we introduce n that writes 
sets given in reduced normal form in terms of S^% for suitable A;*s and ^'s and 
is defined as follows. 

The map n is given by: ri(E) = E, ri(0) = 0, ri({ai,..,,an}) = U?=i52?, 
Ti([a,+oo[) = 5 | , ri(]-oo,a]) = 5 5 , ri(]a,+oo[) = 5^, Ti(]-oo,a[) = 5^, 
ri([a,6]) = S% n 5 | , ri([a,6{) = 5 | n 5 ^ , ri(]a,6]) = 5^ n 5 | , ri(]a,6[) = 
55n5^,fora,5€E,and,Ti(E\{ai . . . , a j ) ) = n|Li5^Sri(A\{ai ...,an}) = 
ri(.4) n (n|Li5^0, for A ^ E, and ri(UjLi.4i) = \J^^^Ti{Ai). 

This transformation n is quite convenient to convert f{x) € S into an 
arithmetic constraint, for 0 ^ iS* ^ E. 

The transformation T2 acts on membership constraints f{x) € 5, for 5 
presented in terms of 5^'s, being inductively given by: T2{f{x) € E) = {f{x) € 
K), r^Uix) e 0) = Oix) 6 0), T2(/(a;) € S%) = {/{x) < fc), r2(/(x) € 
Ut i^ i ) = (V.tLir2(/(a;) € Si)) and T2(/(X) € n^Si) = (A?=ir2(/(x) € 5^)). 
Each of these reductions between different set representations was implemented 
in Prolog. We reused a module developed for DEMOMATH for operating cons
training sets in standard form [9]. Union, intersection and set difference are 
translated by cup, cap and setminus. Some ĵnoaboMc representations were in
troduced for 5^, e.g., s ( real ) , s ( [ ] ) , s(K,eq), s (K, l t ) , s(K,leq). Exact 
arithmetic for a subset of E is supported also by a module defined for DEMO
MATH, that uses CLP(Q) for some computations [6]. 

For every given constraining set S (s.t. 0 ^ S ^ R) and function / , we 
shall write r{f{x) € 5) as an abbreviation of T2{f{x) € Ti(mf (5))). Clearly, 
'7"2(/(aj) € ri(mf (5))) is an arithmetic constraint that is equivalent to f{x) € S. 
Because we consider that a; € 5 is simpler than r{x € 5), we introduce yet 
another transformation F defining it by r{id{x) e S) = {id{x) € mf (5)) and 
rif{x) eS) = r(/(x) e 5), for / ^ id. 
Proposition 1. For all constraining sets S, {f{x) € S^x^D) is equivalent to 
(r{f{x)€S),x,D). 

Example 3.1fS= (-3, -l[U[8,ll[U]ll,+oo[), we may rewrite, r{f{x) e S) as 

rif{x) e 5) = T2{fix) e n{{[-3, -i[u[8,+oo[) \ {ii})) = 
= r2if{x) e ((5>3 n 5<i) u 5«) n 5̂ )̂ = 
= am > - 3 A fix) < -1) V fix) > 8) A fix) jt 11 

If / is rods opol2,-7, i.e., fix) = ^2x — 7, for solving (fix) e 5, x,R), students 
transform the membership constraint to arithmetic constraints. Our solver does 
the same thing. 
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Each atomic constraint C = (f{x) ^ fc) or C = {f{x) ^ 5 ) , is ^uivar 
lent to {f{x) € c t rSe t (C)) , for ctrSet(C7) given by ctrSet(/(a;) e S) = S, 
ctrSet( /(a;) 9̂  5) = E \ 5 and ctrSet( / (a;) ^ k) = S^. So, c t rSe t (C) is 
a constraining set that contains f(x) if C holds. We also introduce a partial 
function nf that writes some constraints to a standard form: nf (/(a;) ^ p) = 
ir{f{x) € ctrSet( / (a;) ^ p))) for ground 0 and nf ((g)^gj(/(aj) ^ i A)) = 
ir{f{x) e ®^gjCtrSet(/(a;) ^ i pi))) for ground Pi, Here V = U and A = H. 

4 Solving Problems 

To design pedagogically relevant solvers we cannot manipulate problems and 
constraints in an arbitrary way. The rewrite rules we propose use some ex
tra mathematical knowledge, e.g. about functions behavior, and, if applicable, 
transform a problem into an equivalent one, under some specific conditions. 
For instance, the rule BOUNDRANGB checks whether an atomic constraint is 
valid or inconsistent based on functions range. It states that: for any generic 
Junctions f and g, f T^ idj and any ground set-term or ariikmetic'term /?, if 
D C Vfog and S is such that fiPf) Q S then 

((/ o g)(x) ^ p, X, D)-^{x€ D,x, D) if ctrSet((/ o g){x) ^ p) 2 S; 
((/og){x) ^ p,X,D) --* (a; € 0,x,0> if c t rSe t ( ( /og) (x ) ^p )ne = 0; 
{(/ o g)ix) ^ p, X, D) ^ {r{{f og)(x)eSn s), x, D) 

if ^ ^ {=, ^ } , 0 ^ 5 n £ # 5 ond 5 2 ^r where S = ctrSet(( / o g){x) ^ P). 

The rewrite rules look like P -^ P' if condition although some preconditions 
were stated in a global head. This kind of mathematical representation d o ^ 
not make clear the intended operational reading of each rule. Implicit meta
knowledge should be made explicit in order to be able to explain solution steps. 
Because of that, and to gain also more flexibility to modify rules, add new ones 
and customize solvers to different users or curricula, we developed a language for 
specification of rewrite rules. The corresponding formulation of BOUNDRANGE 
looks as follows. Relevant conditions for writing explanations are annotated 
with ( # ) . 

BOUNDRANGE(P) 

begin 
is-atomic(P: ctr) , is-ground(P: c t r : rhs), 
subseteq(fimc_dom(P: c t r : llis: f tmc) ,P : dom), 
(# )P :c t r : lhs : f imc - ? F o G , J F - ? i d , 
E : - (#)boundImage(F,fimc-dom(P)), 
S : - {#)ctrSet(P:ctr) 
if (#)supseteq(5,E), (#)note("valid %", P : c t r ) 

rewrite-to s^rob(P: var, inset ,P: dom) 
eHf (#)seteq(5 cap JE,s(n)), (#)note("inconsist«it %", P : c t r ) 

rewrite_to sJ^rob(P: var,liiset,s ( D )) 
else ! inMst (P: c t r : op, [eq,ziec[]), 

(#)note( "nec^sarUy %", ctr(P: c t r : Ihs: fTmc,P: var,iiiset,E cap S)), 
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!seteq((#)rnf(^ cap 5),5) rewrite-to 
prob(tgni(ctr(P: ctr: Ihs: f imc,P: var,ias©t,J5 cap S)) ,P: var,P: dom) 

endif 
end 

The specification language is a functional language with implicit types. Primi
tive (data)typ^ axe boolean, real, set, f\mctioii, coEstraint and problem. 
Ail built-in constructs are typed and every rule definition must be type checked. 
Due to space limitations we can not describe its details in this paper. The def
inition of a rule consists of a name, a parameter (of type problem) and a se
quence of conditions followed either by a nested if-block or by a rewrite_to 
exp, where exp corresponds to the r^ulting problem, if no condition is false. 
Atomic conditions will allow the specification and the verification of mathemat
ical knowl^ge as relations between functions, sets and real numbers; equality 
of problems or constraints; properties of functions; transformations and com
putations, etc. Each rule is compiled to a Prolog predicate. The if-block is 
translated to an auxiliary predicate, whose clause correspond to the branches 
of the if-block. A single branch may succeed. Besides defining the rewrite rules, 
we need to specify how they are applied for solving problems. For that we use 
the notion of strategy [4]. A trivial strategy is to try to apply all available 
rules until either a solved form or an upper bound on the nmnber of steps (rule 
applications) is reached. But other strategies may be defined. 

4.1 Cognitive faithful rewriting rules 

We now present some of the rewrite rules, that contribute to the novelty of this 
work. The whole set is complete for a set of problems arising in high-school 
math curricula and that can be generated by DEMOMATH. The grammar that 
describes the arithmetic expressions involved in them is pr^ented in [9]. For 
space reasons, we omit their formal definition, except for a few, presenting their 
aim instead. We start by REDUCEPROBDOMAIN, that says that solutions must 
hem DnVc' Then, we give four rules for handling complex constraints and 
the rules for atomic constraints, omitting BOUNDRANGE. 

ReduceProbDomain To giiarantee that solutions are m Df) Vc* 
SplitConstraints To rewrite several top level conjuncts (or disjuncts). 
AggregateNormalize To rewrite several atomic constraints f{x) ^i Pi, that 

occur at top level, to a simpler form (may detect inconsistency/validity). 
Conjunctive To rewrite a single conjunct at top level. 
Disjimctive To rewrite a single disjunct at top level. 
ArithNormalize To convert a single membership constraint to an arithmetic 

constraint if the latter is simpler. 
DefRealValuedFunc To rewrite membership constraints f{x) € S or f{x) ^ S 

for 5 = 0 or 5 = R, to solved form. 
DomainAtomConstr To rewrite a constraint {x ^ /3) to solved form. 
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ConstantPunc To rewrite a constraint involving the constant function to a con
straint f{x) ^ fc or to a solved form. 

StrictMonotonic To rewrite ( / o g){x) ^ A; to a simpler form when / is strictly 
monotonic. 

AxialSymMonotonicBranch To rewrite {fog)(x) ^ A; to a simpler form when / 
is symmetric w.r.t. x ^a^ strictly monotonic on Vj°' (i.e., the set of points 
in Vf that are greater than or equal to a). 

We also introduce five specific rules AfRneTransf, Power, Absolute-
Value, Quadratic, Radix to rewrite ifog){x) ^ A; to a simpler form, when / is 
Pola,bi poWn, G&s, pola,b,c and rodn* Although they are instances of the Strict
Monotonic and AxialSymMonotonicBranch, these more advanced rules 
are best suited for handling generic functions, once students have already stud
ied their behavior. For all but pola.b and pow2n+i (whose range is R), conditions 
are imposed to disallow their application if it can be trivially deduced that the 
constraint is inconsistent (by using BoundRanpe). For example, Absolute-
Value is defined by {{abs o f){x) ^ k, x, D) -> (r{f{x) € B^^), x, D) if A; € E 
and A; > 0, where Bf̂ ^ is {a; € E : |a: - a| ^ J}. That is, B { ^ = S^^ U S'^A, 

if J > 0, and ^G {>, >}, Bi^^ = S^^ n S^A, if (̂  > 0 and ^€ {<, <}, and so 
forth. The following rules handle constraints involving sum, product, difference 
and quotient of functions and also the piecewise function. 

Piecewise To replace a constraint that involves a piecewise function / , given 
by / = (/i,£)»)|Li, by a disjimctive constraint induced by the relevant 
branches /i's. 

ProductByConstant To rewrite (c^ x f){x) ^ AJ' to a simpler form. 
DiffSquare To factorize a difference of two squares {jfxmNog—p(m}M^K){x) ^ 0, 

for N and M even. 
NuUProduct To simplify a constraint by applying the rul^ for null product 

and sign of a product. 
FactMonotonic To simplify constraints {f o g)(x) < (/ o h){x) when / ^ id is 

strictly monotonic. It is useful for solving radn{X) < radn{Y) for instance. 
FactOdd To simplify ( / o g){x) ^ ( ( - / ) o h){x) when f ^idm odd. It states 

thBt: {{fog){x) ^ {{-f)oh){x\x,D) ^ {{f og){x) ^ {f o (-h)){xU,D) 
if f ^ id m an odd function and g^h. 

ToHomQuotient To rewrite {f/g){x) ^ A; to (/ - CA- x g)/g){x) ^ 0. 
DiffMono To rewrite {f o g - f oh){x) ^0 to {f o g){x) ^ (/ o h){x) when / is 

strictly monotonic. 
SignDiff To rewrite f{x) ^ g{x) to (/ - g){x) ^ 0. 
SumNuU To simplify ( / 4- Sf)(a;) = 0 and (/ 4- g)(x) ^ 0 when the ranges of / 

and g are both in E^ or E j . 
SquarePol To simplify constraints of form {rad2 o / — 5)(a?) ^ 0 and {rad2 o 

f)ix)^gix). 
We need the last rules to guarantee the solvers completeness for the expressions 
that DEMOMATH creates. The solvers will not support user-defined expressions 
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/(a;), unless they may be recoffnized by the system. Simple algebraic manipu
lations may be carried out to express / in terms of a different combination of 
primitive functions. 

AppUcations of CAL to math education require a careful analysis of proce-
dinres that students usually apply to solve math drills to d^ign generic solvers 
with pedagogic relevance. We claim that solvers based on the proposed rewrite 
rules set fulfills this requirement. The system is being implemented in Prolog. 
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1 Introduction 

Most learning management systems do not support a flexible navigational struc
ture and an open assessment mechanism allowing incorporation of new pedagog
ical ideas. Thase learning management systems do not allow server side scripting 
for dynamic presentation of content either. Our idea is to develop a tool follows 
and supports each student's learning process by modelling a tutoring system 
based on classroom teaching. 

This paper focuses on a tutoring system discovering gai^ in the current 
body of students* knowledge. A framework for building new courses or updat
ing existing ones by choosiog learning objects developed at universities that 
are members of a federated learning system is also provided. The aim of this 
framework is twofold. First assisting a lecturer in collecting learmng objects 
closest to the lecturer's vision on what a subjwt should contain and how the 
content should be pressented. Secondly, present a student with content, tailored 
ac(X)rding to student's individual learning preferences. 

Let us consider a lecturer affiliated with an educational institution that is 
member of a federated learmng system. Suppose the system is able to provide 
a large number of learning objects (LOs) upon the lecturer requ^t. A lot of 
time and efforts can be spared if the system can first filter and rank those 
LOs accordhig to the lecturer's preferences. Another important issue is how to 
build a course supportiog student's individual learning preferences. The system 
can help both the lecturer and the students by presenting each student with a 
LO chosen from the related set of selected LOs but tailored according to the 
student's individual learning styles and preferences. Identifying a student's style 
and then providing instruction consistent with that style contributes to more 
effective learning [3]. 

2 Related Work 

Ekpert and theoretical knowledge about the use of technology for assessment 
is offered in [2]. 
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An mtelligent system for assisting a user in solving a problem was developed 
in [7]. A personalized intelligent computer assisted training system is presented 
in [8], A model for detecting student misuse of help in intelligent tutoring sys
tems is presented in [1]. An investigation of whether a cognitive tutor can be 
made more effective by extending it to help students acquire help-seeking skills 
can be found in [5]. Evidence that when used appropriately, on-demand help 
can have a positive impact on learning was found in [9]. 

We focus on a different aspect of use of intelligent tutoring systems which 
is an attempt to first detect lack of prior knowledge of each student and then 
fill in the gaps. 

3 Tutoring System 

A course work is made of a set of subjects. Bach subject contains an ordered set 
of related topics. Each topic contains a set of definitions, statements, examples, 
hints and tests. The tests within a topic are grouped into levels of difficulties 
and are used to asses students' level of knowledge about a particular topic. 

For each topic, a student is initially presented with a Web page contain
ing theory (definitions and statements) and supporting examples, where it is 
explicitly stated which part is required and which part is recommended for ad
ditional reading, to the current curriculum. The student is expected to study 
the presented material. 

The student is then asked to take a test in the form of multiple choice qu^-
tion tests and provide a level of confidence in each answer. This test assumed 
that the student has learned and understood the presented materials in that 
particular topic. 

Erom the result of the test, the system will guide the student through an 
automatic tutoring session if the student fails the test or presents the student 
with the next topic. The automatic tutoring s^sion guid^ the student down
wards (lower level of difficulties) according to the student mistakes and upwards 
again using the same path without a human tutor within the current topic. 

Suppose the current topic was designed with three levels (A,B,C) in de
scending order of difficulties 1. After failing the test on level A, the automatic 
tutoring session brin^ the student to level B for reading suitable theory, hints 
and solving new examples. A new multiple choice qu^tion te^t for level B is 
then presented to the student. The automatic tutoring session checks the result 
of the level B t^t. If the student fails the test B then the automatic tutoring 
session brings the student down to the next (easier) level (level C). If the stu
dent passed the test B then the automatic tutoring session brings the student 
up again to next (more difficult) level (level A). 

These iterations of tests between levels terminate when the student passes 
the multiple choice question test at the top most level (level A) or the student 
chooses to break out of the current automatic tutoring session. The materials 
and the multiple choice question t^ts presented at each level are dynamically 
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produced depending on student's responses to the given tests. At any level 
the automatic tutoring session distinguishes wrong answers caused by miscal
culation, lack of knowledge, and misconception. By automatically tracking the 
students* paths in response to theirs tests results, the automatic tutoring session 
helps the students to learn from their mistakes. 

The automatic tutoring session keeps a record of all students' interactions 
with the system, providing data about level of knowledge of each student. This 
information can be used to compare the performance of each student against 
the whole class, compare the overall performance of different classes against 
each other, and to keep statistics of usage of particular learning tmits (state
ment, problems, hints, and examples). This helps content developers (teachers, 
lecturers, tutors) to improve on certain aspect of learning units by including 
new materials. 

The automatic tutoring session is the heart of our tutoring system employing 
several intelligent agents working in concert which respond to students real time 
interactions to the system Web based interface. The agents interact with each 
other, record students' knowledge states and status and b a s ^ on rules stored in 
the database provide students with personalized adaptive learning experience. 

Fig. 1. Automated tutoring session 
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4 System Architecture 

The system framework is composed of three main components: Web server, 
database and agents implemented on a Linux server. 
Web aerver, Apache Web server with mod-python (Python interpreter). Dy
namic HTML pages are created by server-side scripts (SSS) written in Python 
in response to students' interactions with the system using a Web browser. 
Having Python interpreter embedded in the Web server improves performance 
and reduces response time thus increases user satisfaction. Python is used to 
program the whole system including database connectivity and the agents. 
Database i SQLite is used as a relational database. SQLite is a smaU C Hbrary 
that implements a self-contained, embeddable, zero-configuration Structured 
Query Language (SQL) database engine. SQLite is small and fast compare to 
other open soiurce database engines for example PostgreSQL and MySQL. A 
complete database is stored in a single disk file that supports databases up 
to 2 terabytes (241 bytes) in size. Database files can be freely shared between 
machines with different byte orders. It is easy to set up a distributive multi-
databases system using SQLite. A Python module pysqHte is used as a DB-API 
2.0-compliant database interface for SQLite database from within Python pro
gram. 

Each subject metardata is stored in its own database. Each student's auto
matic tutoring session data has its own database. We used native file system 
file structure to structure subjects and students' classes. One database is used 
for user administration and global references to others operational database. 
This provides us with a flexible and expendable multi-databases system. 
Agents: Independent agents written in Python provide the system support for 
students' automatic tutoring session. The Web server scripts and agents com
municate with each other using XML-RPC (remote procedure call) over HTTP. 
The communication sub-system is also implemented in Python using xmlrpcMb 
module. The sjnstem is supported by user, test and diagnostic agents that will 
be discussed later on in this paper. 

By using three open source software - Apache, SQLite and Python we are 
able to implement a machine based tutoring system for teaching mathematical 
courses for higher education. 

4.1 Agents 

Agents are free running programs, capable of mutual interaction. The uiterac-
tion can be in the form of message passing (XML-RPC) or producing changes 
in their conunon environment (data saved into or fetched from databases). 
User agent: In order to use service provided by the system a person must register 
as a user to the system. A registered user will be given identity (user identifica
tion and password) and authority (student or teacher) within the system. The 
user agent is responsible in providing users' authentication and authorization 
data to other agents and keeping track of user current session, knowledge state 



446 Artificial Intelligence Applications and Innovations 

Agente 

Fig. 2. System architecture 

and working profiles. The user agent records students learning progress through 
the system. All learning material subscriptions and test results for a particu
lar student are saved into the student personal database. Data saved in this 
database is used for the student's automatic tutoring session. These data also 
provides the student's audit-trail. Such audit-trail data can be used for billing 
purposes and course planning. 
Test agent: This agent is equipped with a pedagogically crafted scheme with a 
set of questions and answers for each topics and levels. The agent responds to 
a particular student test r^ults and his/her audit-trail to provide the student 
with personalized automatic tutoring session. The student can then subscribe to 
those learning materials suggested by his/her automatic tutoring session. The 
agent also calculates scores, show result status and keeps track of assessments 
taken by each student. After each assessment the test agent sends summarized 
information to diagnostic agent. 
Diagnostic agent: Each automatic tutoring s^sion is determined by pedagogical 
requirements. Each automatic tutoring s^sion is structured using dependencies 
among learning materials, level and relationships betw^n tests options, and 
inference rules triggered by a particular student interaction with the system. 
These requirements, relations and rules are crucial to the effectiveness of the 
system as a learning aid. Expert tutors »q)erienced in the subject of learning 
are employed to define the pedagogical requirements of the diagnostic agent. 
This agent is the most difficult to implement and the success of the system 
depends on its implementation. 

In order to support an adaptive learning environment these agents need a 
large collection of LOs, in particular - hints, examples and tests. A federation 
of organizations sharing LOs can in principal provide such collection. 
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5 Eramework for Building New Courses 

Suppose umversities C/i, C/b,..., Un are members of a federated learning system. 
A lecturer, affiliated with university Uj is developing a new course. 

What is known for this course is the following - students will obtain degree 
(D) in for example engineering, mathematics, statistics or physics; it is at bach
elor, master or Ph.D. level (L); it is an introductory, intermediate or advanced 
course level (C); table of contents of the subject (S). 

Let us assume that it is an advanced course in differential equations for 
engineering students on a master program in fire safety. 

Figures illustrates how an automated system for building courses using LOs 
in a federated learning system can assist a lecturer. A lecturer sends a quarry to 
the system about existing LOs in an advanced (C) course in differential equa
tions (S) for engineering students (D) on a master program (L). 

(1) Select universities (U_D) offering degree in engineering. 
(2) Select universities (UX) offering master degree in engineering, 

(U-L c UJ>). 
(3) Select universities (U-C) offering advanced courses, ( U_C C UJLr). 
(4) Select universities (U-S) offering courses in the desired subject, 

(UJS C U-C). 
(5) Select universiti^ (U-LOs) offering courses that contain LOs, 

wanted by the lecturer, (U-LOs C U-S). 
(6) Collect the wanted LOs that belong to the universiti^ in the set UXOs. 
(7) Choose the most suitable LOs. 
(8) Consider whether the course is complete. 

If one of the sets UJD, UJD, U_C, U-S, UJLOs is empty or the list of ob
tained LOs is incomplete, the lecturer will be asked to send a new quarry. In 
our example it could be a degree in physics, mathematics or statistics. If the 
system search exhausts all possibilities in this federated system the lecturer is 
advised to consider other options like search among other systems or develop 
the missing LOs. 

Intelligent Diagnostics- It is based on each individual's learning styles and 
preference. An intelligent agent will choose the most appropriate LOs for the 
course. An agent is first checking whether all definitions and statements re
quired are included in the suggested LOs. Another agent determine whether 
the level of difficulties assumed for the new LOs corresponds to the level of dif
ficulties of the suggested LOs. The unfolding model (shortest distance) is used 
while comparing different LOs. The level of difficulties is judged based on the 
included theory, examples and assessment tests. A questionnaire is put to the 
students for determining their individual learning preferences. 
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Fig. 3. Search process for LOs among federated universities 

Stack Profiler - In the recommendation on how to proceed, a student can 
choose to subscribe to one or more suggested LOs. The student's LO subscrib-
tions are placed in a stack-like structure in the student profile data. Initially, 
the profile stack contains a sequential ordering of LOs in a given subject. A 
student can choose to skip any pr^ented LOs and go to the next one at any 
time. 

Policy - The curriculum of each subject at every imiversity should be de
scribed using a set of agreed upon metadata presented in a standard structure 
in a database. 

LO Caching - If LOs in a course are connected with hyperlinks, the course 
builder risks to end up with some dead links during the semester. If all LOs in 
a course are cached on a local server, the course builder is sure that all LOs are 
going to be available to the students through the entire semester. The owners 
of the LOs have no control over the amount of students and number of times 
those LOs are used. However, the owners of the LOs can include f. ex. 1 x 1 pixel 
gif picture in every LO. Thus the owners will get information from log files for 
the number of times a LO has been used and by how many different users. 



Artificial Intelligence Applications and Innovations 449 

6 Conclusion 

The system is designed to enhance the specific features of each user, without 
increasing the differences between users in what concerns the level of under
standing or the ability to creatively use the acquired knowledge. 

The paper describes also a framework for building new courses or updat
ing existing ones by choosing learmng objects developed at universities that are 
members a federated learning system. The aim of is to assisting a lecturer in col
lecting learning objects closet to the lecturer's vision on what a subject should 
contain and how the content should be presented, and to present a student with 
contents, tailored according to student's individual learning preferences. 
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Abstract. An adaptive tutoring system for an Operating System 
course is presented. The architecture, based on sequencing graphs, that 
supports an adaptive sequencing of the learning imits is described. The 
content structure is presented as well. The system is now in use in reg
ular university courses and results of this experience will be published 
in the future. 

1 Introduction 

Web based education (henceforth WBE) has seen in recent years a significant 
increase in both in its functionality as well as possible scenarios. Er-leaming sys-
tems are now present in an ever growing number of compani^ as well as educa
tional institutions of all levels. After a first stage in which these systems offered 
mainly content management and course management capabilities, systems now 
offer solutions that cover pedagogical aspects such as activity sequencing. 

When users of an e-learning platform are simply given access to a set of 
documents for each course, there is a high risk of being "lost in cyberspace" [1], 
As important as having access to the proper docimients, course activities and 
how they are organized within a course have a direct impact on the overall effect 
of the learning experience. Adaptive Hypermedia is a research area that focus on 
how hypermedia can be changed according to the user needs. When applied to 
e-learning, these techniques are generally known as "personalized learning'* or 
"adaptive educational hypermedia''. The idea is to customize learning material 
and activities and provided a personal environment for each learning [2]. 

This paper presents how a sequence of parametric exercises has been de
ployed in the context of a course on Operating Systems. Parametric exercises 
are those with content suitable to be instantiated an unlimited number of times 
with different data [3], A set of exercises are initially designed and hierarchically 
organized by topics. A transition structure similar to a state machine is defined. 

The presented firamework allowed the teaching staff to organize a significant 
set of exercises from different operating system topics such as process schedul
ing, memory management, disk organization, and file system techniques. As a 
result a web based tutor offers the students a personalized exercise sequence 
based on the previously given answers. The system has been implemented and 
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t^ted in a reduced environment and is now being used in regular university 
courses. 

The rest of the document is organized as follows. Section 2 presents related 
work in the area of tutoring systems and e-learning content sequencing. Sec
tion 3 describes how the material is organized to cope with its complexity as 
wen as the conditions to describe the transitions. Design of the tutor on op
erating systems is described in 4. An example of exercises covering a concrete 
topic of the course is shown in 5. The document terminates with a brief outline 
of future work in 6 

2 Related Work 

There is a wide variety of strategic proposed for sequencing educational mate
rial even before the appearance of e-learning platforms. In the area of computer 
assisted learning, intelligent tutoring systems [4] typically include a **tutoring 
model" that decide which information to be shown to the user. Techniques 
such as bayesian networks or neural networks (to mention a few) are used to 
deduce such information. The cououmon diaracteristic of th^e systems is that 
design^s do not specify directly this sequence but an algorithm to compute it. 

The ideas included in this paper asume that a the designer specifies such 
sequence (or set of possible sequences). In this scenario several languages have 
been proposed to define these sequences. They are usually referred to as "Edu
cational Modelling Languages" or EMLs (see [5] for a survey). Other techniques 
use already existing languages. As an example, in [6] UML (Unified Modelling 
Language) is used to define the sequences emphasizing in the use of ontologies 
to guide the student. 

Two more initiative that seem to capture the interest of the e-learning 
comunity are Simple Sequencing [7] and Learning Design [8]. Both of them are 
specifications proposed by the IMS Global Consortium and have become part 
of SCOHM [9]. Simple S^uencing assumes the material is organized as a tree 
and provides conditions to modify an in-order traversal of the nodes. Learning 
Design tackles a wider problem because it allows the possibUiiy of specifying 
arbitrarily complex activitie such as discussions, collaborative tasks, etc. 

The main problem with thee techniques is that require the deigner to 
learn an additional notation to formally describe a learning experience. The 
proposed approach can be considered as a tradeoff between expressive power 
and simplicity. The goal is to capture the experience teaching staff has about 
how material should be sequenced with the most intuitive formalism possible, 
a graph. 

In [10], Collet et al. propose using a graph to describe a sequence of problems 
in a way similar to the one propose in this docimaent. Transitions are initially 
defined by a user and later modified depending on the probabilities associated 
with the transtions. The algorithm used to modify these probabiMtie follows 
an ant colony optimization strategy. 
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In the proposed approach, the designer is in charge of providing a transition 
structure with a set of conditions that consider different scenarios when solving 
the exercises. Instead of dinamically a4jiiflting the graph structure, the condi
tions attached to the transitions allow for a large number of possible paths along 
the graphs. The main challenge when deploying this paradigm has been taking 
a concrete course on operating S3rstems and designing the transition graph with 
concrete exercises. 

Sequencing graphs, pres^ited in the next section, specify how to sequence 
learning activities in our system. They are powerful enough to allow arbitrary 
sequencing in a simple and intuitive manner, yet they can cope with big amounts 
of activities without becoming unmanageable due to their inherent hierarchy. 
This hierarchy allows to store small amounts of connected activities (a plain 
graph) in nod^ that are part of a higher level organisation (another plain 
graph, but with graphs inside). 

3 Sequencing Graphs 

In our system, Sequencing Graphs define the sequencing of learning units. In 
the following definition, a learning unit is any digital learning content to be 
dehvered to the user of an elearning platform including, but not limiting to, an 
exercise, its solution, a page with formulae and explanatory text, a commented 
photograph, etc. 

3.1 Plain graph 

A Sequencing Graph is defined recursively. In this subsection the plain graph 
with no hierarchy is presented. The hierarchy is explained in 3.2. A plain graph 
is defined as follows: 

A plain transition graph G is a tuple (F , E) where F is a set of nodes each of 
them a leajming unit and E is a set of directed arcs connecting nodes in F . 

An environment i l is a set of pairs variable-value, where information about 
the student and its relation to the graph can be stored. Attribute values are 
divided into two types: strings and integers. Changes in the environment 
are made after each unit is delivered (any output data is stored in it) and, 
more importantly, by the actions. 

An action a determines a change in the environment. This can be the addition 
of a new pair to the environment, the change of an existing one or the 
deletion of it (PUT actions and DEL actions). 

A condition c specifies a boolean expression. Operators allowed for integer 
comparison are = , <, <, >, >. Strings (including booleans) can only be 
checked for ^juaHty. The allowed boolean connectives are I , &, | for nega
tion, conjunction and disjimction respectively. 
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Fig. 1. Sequential graph hierarchy example. 

An arc a € E is a tuple (t;i, V2, c, A) where vi, t;2 € V. When condition 
c evaluates to true, the corresponding transition is suitable to be taken. 
Should the arc be followed, the corresponding set of actions A would be 
executed, modifying the environment. 

At this point it can be seen that given a set of activiti^ and a transi
tion graph, the effectiveness of the system is captured in how transitions are 
enabled and how each activity modifies attribute values (thus collecting user 
data) altering the traversing of the graph. The proposed sj^tem assumes these 
functionalities to be created by a tutor or d^igner and provides a user friendly 
environment to develop the transition structure, allowing for a soHd student 
supervision using the collected data. 

It should be noted that the proposed architecture is generic enough to en
compass a wide range of sequencing techniques. On one end linear sequencing 
of a set of conventional activities is implemented l^ a set of units with no par 
rameters and a transition function returning always the next activity. At the 
other end, a non trivial set of highly customizable activities are interconnected 
through a large number of arcs labeled with conditions referring to different 
aspects such as scores, solution time, level of expertise, etc. 

3.2 Hierarchy. Sequencing graphs. 

Although plain graphs provide a powerful and flexible mecanism to express 
sequencing of learning units, they may become too complex for a large number 
of units. In this situation defining or maintaining a large transition structure 
can become infeasible. 

A possible solution to overcome this is the use of hierarchy. Diferent kinds 
of hierarchical graphs have been already proposed and used with good results in 
other scientific fields [11]. The main idea is to consider smaller graphs defining 
sequencing of small sets of learning units as a node of another graph (which 
defines a sequencing itself) of a higher level of abstraction. 

A sequencing graph is thus defined recursively as follows: 

A sequencing graph SG = (F, E, V ,̂ V©) is a tuple where elements in V are 
either learning units or sequencing graphs, E is a set of arcs, Vi C V is its 
set of input nodes and V© C V is its set of output nodes. 
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With this new definition, a sequencing graph is a set of learning units and 
subgraphs comiected among them by a set of arcs. The input nodes are the 
possible entry points from a higher level of hierarchy. The output node are 
those with arcs directed to the upper level of hierardiy. 

The scope of the environment may be general (one and only n for the whole 
SG) or there could be a different environment for each level {Hi) of hierarchy, 
with a mechanism to copy variables from one level to the upper ones. We have 
selected the latter approach, in order to make the implementation easier to use, 
and defined a SAVE action that copies a variable from the current environment 
to the upper level one (see section 5 for an example). 

The possible sequencings defined by a sequencing graph are very intuitive 
to see. Nevertheless, in [12] the traversing algorithm is formally expressed. As 
we have not made any change to that, we do not repeat it here for the sake of 
space. 

An example of a sequencing graph is given in Figure 1, with two levels of 
hierarchy which nodes are labeled with letters A and B. Input nodes at each 
level are marked with a white incoming arrow. Output nodes are marked with 
a cross, representing an arc going to the parent level. Output nodes could have 
a number of outgoing arcs going to the "parent", each one with a different 
condition and a different set of actions, if this fits the pedagogical purpose of 
the graph. 

4 Tutor Structure 

The course considered in this work is included in the fall semester of a fourth 
year in Telecommunication Engineering Degree. The course material is a subset 
of what is usually covered on a course on this topic in most universities. The 
reference book is "Operating Systems Concepts" [13]. The course objective is 
for the students to become familiar with the typ^ of problems present in any 
operathag system as well as a sample of techniques used to solve them. 

The first decision to design the tutor was to select those areas that would 
be covered. The selected concepts were: process management, cache memory, 
memory management, disk management and file systems. In principle, any topic 
included in the course was suitable to be included in the tutor. However, these 
topics were selected because they were identified as those that posed a greater 
difficulty for the students to assimilate and where exercise solving would most 
likely had a positive effect. Despite of being a topic more suitable for a com
puter architecture course, cache memory is part of the course material due to 
dependencies derived from the entire degree. 

The design process for the tutor followed a hierarchical approach to benefit 
from the architecture discussed on Section 3. The first level sequencing structure 
is trivial. Topics are covered sequentially as explained in the course lectures. The 
reason why no other possibility was allowed at this level is concept dependency. 
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Module 
Process Management 

Cache Memory 

Memory Management 

Disk Management 
File Systems 

Learning Units 
Scheduling Policies 
Scheduling Policy Analysis 
Performance Analysis 
Memory Access Time 
Direct Mappmg 
Associative Mapping 
Set Associative Mapping 
Contiguous Assignment 
Paging. Access Time 
Paging. Address Space 
Paging. Page Tables 
Paging. Proems Allocation 
Paging. Page Repl£u;ement 
Disk Access Scheduling 
Access Permissions 
Inodes 
Sector Allocation 

Total 

Exercises 
5 
2 
2 
1 
5 
2 
4 
2 
1 
3 
2 
1 
2 
2 
2 
1 

L J 
4Q 

Documents 
6 
1 
1 
1 
1 
1 
1 
4 
1 
1 
2 
1 
3 
6 
1 
1 
2 
34 

Table 1. Learning Units, Exercises and Documents for each Module 

Concepts covered in one module make use of the ones previously covered. AH 
sequence adaptation is then contained in each module separately. 

Within each module, the material was divided into "learning units". In the 
context of this work, a learning unit is informally defined as a set of topics 
containing a set of exercises and a set of documents explaining the concepts 
required to solve t h ^ e exerdses. 

The learning units present in the tutor as well as the number of exercises 
and auxiliary documents are shown in Table 1. As it can be s^n, for each 
module, a subset of topics were selected. Again, eaxk topic can be arbitrarily 
extended to cover more learning units, but the presented selection was baaed 
on the difficulty perceived by the students as well as how feasible was to design 
a set of effective exercises. 

5 An Example 

The tutor is composed of many graphs and subgraphs. The smallest ones are 
composed of only two elements, with an axe connecting both: one corresponds 
to the question and the other one with the grading of a particular parametric 
exercise. The biggest ones have almost ten elements, and up to twenty arcs 
conecting them (figure 2 is an example). 

In this section we will explain in some detail one of the graphs (the right 
half of figure 1), the one corresponding to the section about 'Access permission' 
section of the tutor. 
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Fig. 2. Example of Grapli for Learmng Unit 

The objective of this section of the tutor (graph) is to assess the knowledge 
of the student about file permissions in UNIX. First, it shows the student an 
exercise. If the students shows a great expertise on the matter, the section is 
finished. If not, another exercise of lower difficulty is delivered. If the student 
fails on the easy exercise, it is assumed that he knows nothing on the topic, so 
an auxihary document is dehvered and the student is advised to read it. More 
exercises are delivered then: good answers will lead to more difficult problems 
and bad answers will move the student in the opposite direction. The cycle 
is repeated until the student answers correctly aU the questions of the hard 
exercise or has tried a number of times. At that moment, the section is finished 
(the sequencing goes up a level) and the tutor selects another section. The 
marks of the student are saved so that the tutor knows if this section should be 
revisited. 

The graph has three nodes. Nodes Al and A2 are sub-graphs and node A3 
is an activity itseE Nodes Al and A2 are graphs containing the exercises and 
node A3 links to the theory web page. Node Al is both the only entry node 
and the only exit node. The complete set of conditions and actions is shown in 
table 2. 

When the user cx)mes to this level (graph) from an upper level of hierarchy, 
a new environment is set for him at an init phase, and it is initialised with only 
one new pair: penaUzaUon.acc.perm = 0. 

The variable penalization.acc.perm acts like a counter to ensure that the 
student does not get stucked in this graph. Every time the student fails in one 
of the two exercises (nod^ Al and A2), condition in arcs 2 and 4 are evaluated 
to true and the arc is followed. The corr^ponding actions increase the value 
of penaMzation.acc.perm by 250, with a maximum of 1000. Conditions in arcs 
1 and 6 ensure that after four or five (depending on the spacific path of the 
student) failed attempts, as the value of penalization.acc.perm will have reached 
1000, the student will go up to the upper level. There he will be redirected to 
another part of the tutor and come back here later to cover this part. 

It can be seen that variables can be put into the environment at the 
init phase or by the actions when an arc is followed. This is the case with 
grade.acc.perm, which is created and introduced when arc 1 is followed to the 
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Arc 
1 

2 

3 
4 

5 
6 

Condltiozi 
aIl-evaluation=cx)rrect OR 
peiia]izatioii-acc-perm=1000 

aIl.evaluatio£L=incoiTect AKD 
pe]ia]ization.acc-perm < 10(K) 

all_evaluation=correct 

aJLevaluation=mcorrect 

peiializatioii.acc.perm < 1000 
peiialization-acc-penn=1000 

Actioii(s) 
[1] PUT grade.acc-.perm = 

= 1000 - p©a€Jization.acc-perm; 
[2] SAVE grade.acc-perm 
[1] PUT penalizatioii.acc_perm = 

= miii(1000,penalization.acc.perm + 250); 
[2] DEL aU_evaluation 
[1] DEL ai_evaluation 
[1] PUT penalization.acc_perm = 

= min(1000,peiialization-acc_perm + 250); 
[2] DEL all-evaluation 

— 
— i 

Table 2. Oonditioiis and actions for 'Access p^mission' graph 

parent node. Furthermore, as this 'mriable will be needed for the sequencing at 
the upper level and the level's environment is erased as the student goes up, a 
SAVE action is needed so its value is not lost. 

The third way in which the environment can be modified is by the learning 
units themselves, or by lower level graphs, using SAVE actions. This is the case 
of variable alLevduation. This variable Is the result of a SAVE action from the 
lower level, either from node Al or A2. As children of these nodes are exercises, 
they set several variables in the environment (the lower level's one). When the 
output arc is taken, a PUT and a SAVE action on it set this alLevduation 
variable in this level. Its value determines whether arcs 1 or 2, or 3 or 4 must 
be followed. Note that, when the corresponding arc is followed, a DEL action 
erases alLevaluation, This is necessary so the result of the exercise under Al 
does not affect the sequencing after A2, and viceversa. 

6 Conclusions and Future Work 

An application for sequencing parametric exercises about operating s}'̂ tem top
ics has been presented. Using sequencing graphs to define the transitions be
tween exercises, a web-based tutoring system has been deigned that adapts the 
sequence of exercises to the capabilities and needs of the students. The system 
is now in use in regular university courses. Results of this experience will be 
published in the future. 

There are two main lin^ for future work, both in relation with the sequence 
ing graphs that the tutor is based on. First, they have been developed based 
on the past experience of the teachers of the target course, in an ad-hoc fash
ion. Further research and appHcation of these ideas should lead to some best 
practices that will make it easier to apply them by other educators, much in 
the way that design patterns [14] can be useful. On the other hand, a graphical 
editing tool is necessary to make the design process easier and faster, and it is 
now in development. 
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Abstract. In this paper we present a novel system that utilizes molecular-level 
information for medical diagnosis. It accepts high dimensional vectors of gene 
expressions, quantified by means of microarray image analysis, as input. The 
proposed system incorporates various data pre-processing methods, such as 
missing values estimation and data normalization. A novel approach to the 
classification of gene expression vectors in multiple classes that embodies 
vari-ous gene selection methods has been adopted for diagnostic purposes. The 
pro-posed system has been extensively tested on various, publicly available 
data-sets. We demonstrate its performance for prostate cancer diagnosis and 
com-pare its performance with a well established multiclass classification 
scheme. The results show that the proposed system could be proved a valuable 
diagnostic aid in medicine. 

1 Introduction 

Microarray analysis has yet to be widely accepted for diagnosis and classification of 
diseases, despite the exponential increase in microarray studies reported in the 
literature. In the last decade a variety of software systems dedicated to microarray 
analysis have been developed. Do et al. [1] proposed the GeneClust software for 
microarray data analysis which implements hierarchical clustering and gene shaving 
algorithms [2]. Li and Wong [3] proposed the dChip software which implements a 
model-based expression analysis of oligonucleotide arrays and several high-level 
analysis procedures, including comparative analysis and hierarchical clustering. 
Peterson [4] proposed Clusfavor, a software package oriented in unsupervised 
analysis of microarrays. A powerful software suite named Genesis has been 
developed by Stum et al. [5] for large-scale gene expression analysis. It includes 
filters, normalization and visualization tools, distance measures as well as clustering 
and classification algorithms such as hierarchical clustering, self-organizing maps, k-
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means, principal component analysis, and Support Vector Machines (SVMs). 
Colantuoni et al. [6] developed a web-based tool named Snomad for the 
standardization and normalization of microarray data, using two non-linear 
transformations which correct both bias and variance of microarray element signal 
intensities. Saal et al. [7] developed Base, a software system for the management of 
biomaterial information, raw data and images, which provides integrated and "plug-
in"-able normalization, data viewing and analysis tools. An open source suite of 
tools named TM4 has been developed by Saeed et al. [8]. It consists of four major 
applications, namely Microarray Data Manager (MADAM) which is a data entry and 
management tool for microarray experiments, TIGR_Spotfinder which is a semi-
automated image analysis software, Microarray Data Analysis System (MIDAS) 
which is used for data normalization and filtering, and Multiexperiment Viewer 
(MeV) which is a data mining tool that implements a variety of clustering 
algorithms. Another software suite provided in open source is Bioconductor. It 
comprises of several packages that provide innovative tools for the analysis and 
comprehension of genomic data [9]. Su et al. developed RankGene, a software 
system which integrates a variety of popular ranking criteria, ranging fi-om the 
traditional /-statistic to the one-dimensional SVMs [10]. A minimum spanning tree 
representation of gene expression data is being exploited by Excavator, a software 
system for microarray data clustering [11]. Toyoda and Konagaya [12] developed 
KnowledgeEditor, a graphical aid for biologists on biomolecular network modelling. 
Recently Pieler et al. proposed ArrayNorm a versatile and platform-independent 
application for the visualization, normalization and statistical identification of genes 
with significant changes in expression [13]. 

Most of the available software systems require technical skills and knowledge of 
compHcated operations with which, physicians and biologists are not usually 
familiar. In this paper we present a novel, user friendly microarray data analysis 
software system which utilizes gene expression data for medical diagnosis. The 
proposed system does not require any technical knowledge by its users. It 
implements various pre-processing methods, and features a novel SVM-based 
architecture that embodies various gene selection methods in its structure and allows 
for the discrimination of multiple diseases or subtypes of a disease. Moreover, it 
handles the adjustment of its parameters automatically. 

The rest of this paper is organized in four sections. Section 2 provides an 
overview of the proposed system and describes the methods it embodies. 
Experimental results fi*om its application for prostate cancer diagnosis are presented 
in Section 3. Finally, in the last section the conclusions of this study are summarized. 

2 System's Overview 

The proposed system is capable of "learning" to recognize the pathology of samples 
provided to its input through a supervised training procedure. It embodies a Pre
processing and a Diagnostic Unit. The Pre-processing Unit prepares the gene 
expression data to passing into the Diagnostic Unit, which is the main processing 
unit of the proposed system. 
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The system's graphical user interface (Fig. 1) allows the user to switch between 
two modes of operation: the training and the diagnostic mode. The training mode of 
operation requires a gene expression matrix of pathologically characterized samples 
as input. The system automatically determines the best parameter settings for a 
particular diagnostic problem by grid search. After training, the system is capable of 
performing medical diagnosis based on a patient's gene expression data. 

^^^^^^S 
• Sfs^ut 

-£'f4tr*i?sP*far«ie^e<s -

|Re4li<-,;jr.EM rie"j'»;t*!«!}4tW' .DONE 

: <" Hon* 

| 5 -

iMil^aliiQ^lilMMrifiii 
P<afWi««6u Fife " - • •-• . . . . 

p«i«<>l«kp4( Brow-':;*.., I 

DMgfWJtK R«su^« - -

P^tkrA's gene e!fpfissv«?>ftte5iJT>»<m«rifs tferiarise " i ' s r r ^ se'si" 

Fig. 1. The system's graphical user interface. 

2.1 Pre-processing Unit 

The Pre-processing Unit handles the management of missing values as well as the 
normaUzation of the gene expression levels. Poor quality in the preparation of the 
cDNA targets contributes to low quality gene expression measurements, as it affects 
the mean values and the standard deviation of the spots' intensities, their size and 
their contrast to the local background areas [14]. Such low quality measurements are 
usually discarded and missing values appear. 

In the Pre-processing Unit of the proposed system we have included a) the row-
average method, as it is simple and effective [14] and b) the A:-nearest neighbours 
method (A:-NN) which is more robust than the row-average method but requires more 
computations [15]. 
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2.2 Diagnostic Unit 

The Diagnostic Unit handles medical diagnosis as a multi-class classification 
problem. It is capable of classifying the input gene expression vectors to N classes 
noted as <5?/, i = 1, 2... iV̂. Each class corresponds to samples acquired from healthy 
patients, from patients suffering from the same disease or from patients suffering 
from a subtype of a particular disease. It comprises of iV-1 cascading blocks Bp J = I, 
2, ... iV-1 as illustrated in Fig. 2. 

^N-l 

B 

^N-t 

N-1 

Fig. 2. The Diagnostic Unit. 

Each block consists of a Gene Selection Module Sj and a Classification Module 
Cj. Module Sj uses the output of the Pre-processing Unit as input. Module Cj is 
autonomously trained with a subset Xj of the available training samples X, where Xj 
is defined as 

Xj=^e{o)jKJG>,\ w,= IJy^ 
(1) 

/>=/+! 

Module Sj selects a subset of Xj gene expression measurements which best 
discriminates class o)j from class (Oh and maximizes the classification performance of 
the module Cj, Given a test vector x, the module Cj is fed with Xj gene expression 
measurements and outputs 1, if XG 6̂ , or -1, \ix^G)j, If x^o)j, the next block Bj^i will 
be activated to classify the test vector using the corresponding ij+i gene expression 
measurements. Otherwise the classification task terminates and x is assigned to class 
o)j. The last block ^^LI decides whether xe <%.i or xe cop/. 

The gene selection modules of the Diagnostic Unit integrate three ranking criteria 
for the selection of differentially expressed genes (Eqs. 2-4) [16-18] have shown that 
these criteria can be efficiently used for the identification of differentially expressed 
genes. These criteria suggest that the genes are ranked in descending order based on 
the absolute value of the Z(g) statistic for each gene g. 

Z(g) = -
(2) 

CT. +CT' 

Zig) = 
(3) 

(<)' , (<f 
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.(,... n,{mi-m^f + n,{ml~m^f (4) 

iecoj iecoi, 

The (m^g, a^g) and (m^g, c^g) correspond to the mean and standard deviation of 
the expression levels of the gene g for the training samples that belong to CDJ and Wh 
classes respectively and nig is the mean expression level of gene g for the entire 
training set. The % is the (g, i) element of the gene expression matrix that 
corresponds to the expression level of gene g for the sample /. The number of 
samples belonging to each of the above classes is denoted by nj and «/,. The zj top-
ranked genes are selected as they lead to a large between-class distance and a small 
within-class variance. 

The classification module of each block of the Diagnostic Unit implements a 
binary SVM classifier. SVM training involves a quadratic programming optimization 
procedure which aims to the identification of a subset of vectors from the available 
set of training vectors x/, /=1,2,...« called support vectors. These vectors are utilized 
in the derivation of a separating hypersurface that separates the two classes yi G {-1, 
1}, according to the following equation 

V»:0<yl,.^c 

where 0 < A, < c are Lagrange multipliers that correspond to the support vector 
solutions, c is a positive cost parameter, and K(Xi,x ) is a kernel function that maps 
the input space into a high dimensional Hilbert space [19]. 

In the diagnostic mode of operation, given a test vector JC/, the trained SVM 
outputs a label Y in accordance with the following formula 

= signl 2^ ̂ iyiK(x. ,x) + w^ 
(6) 

which designates the class in which an unknown vector JC/ belongs to. This 
information is subsequently used for the derivation of the final diagnostic result. 

3 Results 

Experiments were conducted on publicly available datasets to evaluate the 
performance of the proposed system for the diagnosis of diseases. We summarize the 
results of the application of the proposed system for prostate cancer diagnosis. The 
prostate cancer dataset used was first studied by Lapointe et al. [20] and it is 
available from the Stanford Microarray Database [21]. It consists of 112 samples 
with 44,016 gene expressions spanning three classes, namely 62 primary prostate 
tumors, 41 normal prostate samples and 9 pelvic lymph node metastases. 

The gene expression matrix data file of the prostate cancer dataset was loaded to 
the system and the structure of the diagnostic unit was determined to two blocks. The 
first block was assigned to the discrimination of the normal from the joint primary 
and metastatic samples, while the second block was assigned to the discrimination of 
primary from metastatic samples. 
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Comparative classification results were obtained by running the experiments also 
using the well established one-vs-one SVM combination scheme [22]. During the 
training mode of the SVM-based classification schemes (Cascading and one-vs-one) 
the kernel functions tested were the linear, the 2"̂  and 3̂ ^ order polynomial and the 
RBF [19]. The ranges of the training parameters considered were 2"̂  to 2̂ ^ for the 
cost parameter c and 2"̂ ^ to 7? for the y parameter. The best parameters that 
maximize the performance for the cascading and the one-vs-one schemes were 
determined automatically using grid search. The order of the blocks in the cascading 
model was determined based on the histopathological sub-classification of 
carcinomas [20]. A range of one to 11 genes was considered in the gene selection 
process. 

B Cascading 

D Ctoe-vs-oneLnear 

DQae-vs^aePol-2 

DQne-vs-onePol-3 

C One-vs-one KBF 

5 6 7 

Number c£ Genes 

Fig. 3. Diagnostic accuracy of the proposed system (cascading SVM architecture) compared 
with the standard one-vs-one SVM combination scheme, for various numbers of input genes. 

In all cases, the proposed architecture results in lower or comparable 
classification error rates with the one-vs-one scheme. The minimum classification 
error obtained for the prostate cancer dataset reached 6.3% in three cases using one, 
seven or ten genes. The same classification error rate was obtained by one-vs-one 
scheme using 3*̂^̂  order polynomial kernel and ten genes. So, the proposed 
architecture has an advantage over these schemes as it is capable of providing a 
better or comparable performance using fewer genes. The upper classification error 
bound of the cascading SVMs architecture is 10.7%, whereas this bound increases to 
14.3% for the one-vs-one scheme. 

The results are presented in Fig. 3. The diagram shows that the proposed 
architecture leads to lower classification error rates compared to the one-vs-one 
classifier using one to five genes. The one-vs-one SVM combination scheme with 
linear kernel resulted in the lowest classification error using six input genes. 

The classification errors achieved by the proposed system on other publicly 
available datasets were also low. These include colon cancer (9.7%), and lung cancer 
(1.5%)datasets[23][24]. 
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4 Conclusions 

We presented a biomedical software system capable of supporting medical diagnosis 
using gene expression data produced by microarray experiments. The major 
contribution of the proposed system in the process of medical diagnosis is that it 
offers to the physicians substantial molecular-level information by exploiting gene 
expressions. The gene expression measurements are pre-processed and subsequently 
used for the classification of the corresponding samples in two or more categories 
depending on their pathology. 

The proposed system has been tested on various publicly available microarray 
datasets, including those provided by Stanford Microarray Database [21]. In most 
cases the overall diagnostic accuracy it provides, exceeds 90%. Its high accuracy was 
avouched in this paper by demonstrating its application for prostate cancer diagnosis. 
It can be concluded that the proposed system can be used as a valuable diagnostic aid 
by physicians and with the decreasing cost of microarrays it could potentially be 
used in everyday medical practice. 

Moreover the cascading SVM combination scheme provides low classification 
error rates which are comparable and in most cases lower than the rates obtained by 
the one-vs-one SVM combination scheme especially when a small number of genes 
is involved. The proposed architecture utilizes NA classifiers whereas the one-vs-one 
SVM combination scheme utilizes N(N'l)/2 classifiers and the one-vs-one SVM 
combination scheme utilizes Â  classifiers. 

Currently, the approach followed for the system to learn from new training data 
involves discarding the existing classifier, combining the old and the new data and 
training a new classifier from scratch using the aggregate data. Within our prospects 
is the enhancement of the proposed system by incorporating an incremental approach 
to SVM learning that will allow efficient on-line training without losing prior 
knowledge from additional datasets that will later become available. 
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Abstract. This paper presents a synergistic methodology for 
automatically recording, monitoring and interrelating changes occurred in 
invivo bio-cells without any user's assistance. The methodology presented 
here combines several techniques, such as projection functions, registration, 
segmentation with region synthesis, local-global graphs and stochastic Petri-
nets. Each of these techniques produces complementary resuhs and the 
synergistic combination of them generates a methodology that produces the 
bio-signatures of bio-cells in sequences of images. Illustrative results are also 
provided. 

1 Introduction 

Detecting and recording changes in different images captured from the same 
scene at different time and orientation is a subject of important interest in the area of 
medical imaging. Several methodologies have been proposed with good results [1-
10]. Most of these methods use quantitative difference measures and a wide list of 
quantitative image difference measures can be found in [1]. The measures come 
mainly from signal processing area and do not take into account an image 
interpretation. Let we name at least some of them. Given two images /, J, both of 
size MxN, the following measures were defined [1]. 
Maximum Difference MD = max \Iij- Jij\; 
Normalized Average Difference NAD = (1/Ylk\)[ E 14 ' •417'' 
Average Difference AD= (I/MN) 2 \Iij- Jyl; 
Mean Square Error MSB = (1/MN) X (ly - Jijf; 
Normalized Mean Square Error NMSE = [1/ Yfli/jf Z (h'' Jijfll 
Peak Signal to Noise Ratio PSNR = 1 Ologjo (rmax/MSB); 

where I max i^ ^ maximum possible pixel value. 
There also methods for detecting changes in images and they are related to the 
human visual system (HVS), where its sensitivity depends on viewing conditions, 
namely on image illumination, background illumination, viewing distance, color 
fidelity. Those conditions must be usually fixed while evaluating an image distance 
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measure. An interesting approach is proposed in [2]. They choose the viewing 
distance adaptively for every image so that the image of an object appears at the peak 
of the HVS sensitivity curve, or about 8 cycles per degree. The quaUty measure is 
then based on the background illumination level sensitivity and the spatial frequency 
nonlinear models. Moreover, a simple and in some degree valuable model to insure 
that image changes produced in their process of embedding a piece of information 
into an image is visually transparent is used in [3]. The S-CIELAB standard is 
followed to transform each image into an opponent-color representation. Then apply 
low-pass filtering to each of the 3 bands and the result transform into CIE XYZ-
tristimulus coordinates. Finally, the CIELAB formula for color differences AE is 
evaluated (its definition can be found in [4]. A value of AE less than 1 implies that 
the differences are not detectable by humans. S-CIELAB requires some calibration 
parameters like viewing distance (angle), white point, and the mapping between the 
digital representation of the color images and the spectral reflectance of the 
displayed images. 
In addition, a method based on local global (L-G) graphs for efficiently representing 
the cell's structural features (shape, size, color, texture, regions) and to some degree 
the changes occurred in different consecutive images has been presented in [10]. 
Thus, the new contribution in this paper is the correlation and interrelation of the 
detected changes for automatically generating bio-signatures or contributing to an 
interpretation of the events or actions that took place in the sequence of images [9]. 

2. The Bio-signature based Method 
This method is based on the synergistic combination of several techniques, such 

as pixels projections [7], registration [8], region-grown segmentation with region 
synthesis [6], local-global graphs [5], Stochastic Petri nets (SPN) [9]. In particular, 
the pixels projection functions offer an efficient capability for detecting changes in 
2D images captured from the same altitude and the same direction. The image 
registration is offering the capability for matching same regions in images taken 
from different scale, translation and rotation. The image segmentation contributes the 
clustering of different regions with certain characteristics, such as same of similar 
color, texture and the synthesis of regions composes regions with similar features 
into larger regions that serve the goals of the criteria selected by the user or a 
particular application. The L-G graphs provide an accurate representation of the 
regions structural features. Finally the SPN model offers to the synergy operational 
features, such as timing, synchronization, parallelism, concurrence of events that 
occurred in consecutive images captured by a video camera [9], 

2.1. Pixels Projection Functions 
The pixels projection functions are based on the Radon transformation: 

J J/(^5y)'^{P -xcosd,p- y sin 9)dxdy. 

p,9 are the spatial variables in the radial coordinates, p is the radium and 9 the angle. 
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and d is the Kronecer's delta function defined as: Sy = 1 if i=j, and 5ij = 0 if i^j. Then 
the Radon transformation is expressed as 

Nr Nr 

X X 

The result of this process is the decomposition of the initial 2-D signal into two 1-D 
signal. 

2.2. Registration 
Image registration is the process of geometrically or topologically aligning two 

images of the same scene that have been taken under varying conditions. It is usually 
employed as the first stage in medical imaging. For the case of change detection, the 
objective is to fmd the differences between two images of the same scene that have 
been taken from variable viewpoints, at different times, using different cameras. 
Figure 1 illustrates the image registration process in two bio-images. 

bcHveen two images 

Figure 1: It shows two WCE images taken from different directions and different 
time and the 9iyo mapping of a possible common areas after registration. 

2.3. Region Growing Image Segmentation 
Here, we use the Fuzzy-like Reasoning Segmentation (FRS) method with Region 

Synthesis that adds light model as one of the segmentation factors. Its result is more 
accurate in terms of perception and more suitable for later reconstructing work. The 
FRS method has three stages (smoothing, edge detection and segmentation). The 
initial smoothing operation is intended to remove noise. The smoother and edge 
detector algorithms are also included in this processing step [6]. The segmentation 
algorithm uses edge information and the smoothed image to find segments present 
within the image. Figure 2 shows a segmented image and the synthesis of regions 
based on predefined recognition criteria. 

Fig. 2: It illustrates the results from an image segmentation and the synthesis 
of regions with similar features generating the desirable region-object 

2.4. L-G Graphs 
The Local-Global (L-G) graph method combines local-regional information with 

global topological representation of information distributed in an image [7]. The 
graph is a more accurate representation of an object. Thus, we avoid using a non-
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linear graph matching function. By combining the FRS method and the L-G graph 
method, we can improve object recognition accuracy without increasing computation 
complexity. Thus, here the L-G graph is capable of describing with adjustable 
accuracy and robustness the features contained in an image. The main components of 
the L-G graph are: (i) the local graph that represents the information related with 
color, texture, shape, size, (ii) the skeleton graph that provides in formation about the 
internal shape of each segmented region, and the global graph that represents the 
relationships among the segmented regions for the entire image. Thus, the basic idea 
behind this graph based method is the local and global geometric representation of 
the image features and their relationships. The selection of the graph structure for 
representing the information extracted from an image is important for two reasons: 
1) it is a generic and very flexible information representation scheme; 2) it is very 
robust and computationally not very expensive. 

2.5. Stochastic Petri-net Graphs 
The graph models mentioned above have the capability of holding structural 

information for objects. Thus, the missing element is the functional behavior of a 
object. The functional behavior of an object is described by the states that the object 
could be transferred after an appropriate triggering. A successful and power model 
capable of describing (or modeling) the ftinctional behavior of a system is the 
Stochastic Petri-net (SPN) model. Thus, in order to maintain the structural features 
of the graph model and the functional features of the SPN model, a mapping is 
presented here, where the SPN model is transformed into a SPN graph model as 
follows [9]: 

m : G ^ SPNG 
where, {Ni} -> {Pi}, graph-nodes correspond into SPN places , and {aij} -> 

{tij}, relationships corresponds into SPN transitions. 
P4 

^^ t21 

The SPNG above illustrates an object that has four different states (Places Pi, 
i=l,2,3,4). Each place Pi has its own structural features transferred from the 
corresponding graph node Ni. The transitions tl4 and t43 represent relationships 
among the same parts of an object and a stochastic distribution of time required to 
fire that transition. The transition t21 requires no time to fire. 

2.6. Illustrative Examples 
In this section we present illustrative examples of bio-images taken from a sequence 
of images (especially two at a time) for showing the results of the changes detection 
methods. The examples 1 and 2 show results for detecting changes in two images 
using the Radon transformation with horizontal, vertical and diagonal projections. 

PI 
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The changes were detected by combining the horizontal, vertical and diagonal 
projections. This methods alone is good for images where rotation and scaling don't 
occurred. The example-3 presents the structural and the functional parts of the bio-
signatures extracted from the changes occurred in invivo cells from a sequence of 
images. 

Example-1: Two images taken from the same region with differences 
Original Images 

Occurrence of changes 
using the horizontal and 
vertical projections 

Projections (horizontal, vertical) 

mMkmiisy:..M^ 

'̂ . .-̂ .-'-̂  î 

Projections (diagonal) 
WK*s«<-.8p«'«;»u«--5 

Occurrence of 
changes using 
the diagonal 
projections 

Detecting changes 

in images 

M 

^1 • 4 ? ; F ; # ^ ' " 1 ^ I 
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Example-2: Changes detected in images taken from the same region but in 
different times 

P A - ^ % ii J- ' '^^^ 60 
40 

' w , X' Hskj^ 
Unmached regions belwe^ft bb.bmp and bbml 1 bmp The nnat't;|iing ratio is 0 .98^3 

Unmact>ed regions between bb bmp and bbml3^bmp The matching ratio isO. 

ExampIe-3: Biosignatures. 
Here we present the Bio-Signatures structural part using Local Global (L-G) graphs 
and SPN graphs. The L-G graphs extract the structural features (size, shape, color, 
texture, and centroid) of each cell's region and the SPN graphs associate these 
structural features with their changes in time (states), by creating the functional parts 
of the biosignatures. The illustrative example below shows a region and the extracted 
featues. 
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ti. A region difference between two consecutive images 

Size: 3,251 pixels 
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The figure above shows the cell's regions detected with differences from their 
previous status by using software tool's. One region was then selected and frame for 
extracting its features. Also the features extracted from two region are shown below. 
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The figure below shows the graphical representation (in time) of the changes 
occurred in regions of a particular cell. 
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The last figure presents the interrelations among the changes that took place in the 
same cell by using the SPN graphs. 
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3. Conelusions 
The extraction of bio-signatures (structural, functional) was the subject described 

in this paper. The bio-images were captured by a microscope/video camera. This 
methodology is used for the Bio-signatures project sponsored by AIIS Inc. for 
recoding and interrelating the behavior (changes) of cancerous cells. 
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Abstract. The aim of this work is to evaluate a robotic system for remote 
performance of minimally invasive procedures with real-time magnetic 
resonance imaging (MRI) guidance inside clinical cylindrical scanners. In 
these studies, the operator had no physical access to the subject and used MR 
images and video from the observation camera in the scanner to control the 
robot. The control software allowed manual and semi-automated control 
modes and included components for collision avoidance, with the subject or 
the gantry of the scanner, and on-the-fly adjustment of the MR imagine plane 
to visualize the procedure. Studies were performed initially on phantoms and 
lastly on a pig inside a standard clinical cylindrical 1.5 Tesla MR scanner. 

1 Introduction 

1.1 MRI Guided Interventions 
Magnetic Resonance Imaging (MRI) is one of several imaging modalities available 
for performing diagnostic and therapeutic image guided interventions (IGI). 
Compared to other competing modalities, MRI offers several advantages (1,2). (A) 
MRI offers a plethora of soft-tissue contrast mechanisms (e.g. perfusion, 
angiography and diffusion) which allow the assessment of both morphology and 
function. In addition MRI allows for monitoring the effects of procedures, such as 
thermal and cryo-ablations, which alter tissue properties. (B) MRI is the only true 
three-dimensional (3D) modality that allows oblique 3D or multislice imaging. (C) 
Compared to X-rays, it does not use ionizing radiation and therefore is safer for the 
patient and medical staff When cylindrical MR scanners are used, a major limitation 
is the extreme magnetic environment and limited access to the patient. While open 
scanners offer direct access to the patient, these systems are liinited by their 
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suboptimal image quality and low speed of image acquisition. To address the patient 
accessibility limitation of cylindrical scanners, remotely actuated and controlled 
robotic manipulators have been introduced. Several examples of such MR-
compatible manipulators have been demonstrated, for brain biopsies (3), breast 
interventions (4-6), and general purpose (7,8). 

1.2 Tele-Interventions based on MRI Guidance 
As imaging modalities improve, and communication capabilities are becoming faster 
and more reliable, there may be potential for physicians to provide specialized 
diagnostic services, or even therapeutic procedures from a distance. As physician and 
equipment resources are distributed unevenly geographically, patients sometimes 
have to travel great distances to reach facilities with capability and expertise to 
provide specialized care. Traveling in order to receive care is not only a great 
inconvenience and expense for the patient, but may even contribute to deterioration 
of the disease. In addition, when time is of importance, the capability to provide 
treatment from a distance may allow for timely diagnosis and intervention. 

Recently, the possibility of conducting interventions from a remote location is 
receiving attention (9,10). Performance of remote operations is a very complex and 
challenging task, from the technical and clinical point of view. Our work in this area 
focuses mainly on one aspect of this undertaking. Specifically, we are investigating 
whether a physician can perform an intervention based primarily on MR images 
without physical access to the subject. This paper describes an interventional system 
based on an MR-compatible manipulator and examines the feasibility of conducting 
spinal diagnostic and stereotactic procedures from a distance, i.e. with the physician 
in a location physically separate from the location of the patient. This is a pilot 
project, and should be looked at only as a feasibility study. 

2 Overview of the Manipulator 

Figure la reviews the overall layout of the interventional system, which is described 
in detail in (8). The system is composed of a seven degree-of-freedom (DOF) MR-
compatible robot, hardware and software for its control. The manipulator has a 
Cartesian positioner, which resides in-front of the scanner (Fig. 1) and provides three 
orthogonal DOF (X, Y and Z), and an articulated arm with four DOF, which is 
deployed inside the gantry (Fig. 2). Two of these DOF are rotational (0i and 82), 
resembling a dual "elbow" in-tandem, to set the Euler angle ((j)) on the vertical plane. 
The third rotational DOF (83) resembles a "wrist", orthogonal to the axis of 82 axis to 
set the other Euler angle (8). These six DOF are actuated with ultrasonic motors. 
The seventh DOF is on the end-effector of the manipulator and sets the depth of 
insertion (A) with a manual cable-driven mechanism. The control software, reviewed 
in Fig. 4, was developed in the Simulink (The Mathworks Inc., Natick, MA) based 
xFC Target real-time environment and utilizes two dedicated personal computers 
(PC) (Fig. 1). The "Host PC" provides means for manual control, through a graphical 
user interface (GUI) or a master/slave device. It also generates and sends 
instructions to the "Target PC", for real-time control of the manipulator, and to the 
MR scanner, for adjustment of the position and orientation on of the imaging plane. 
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Fig. 1: The main components of the system and their connections. 

Fig. 2: Photograph of the distal end of the arm depicting its four DOF 
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3 Control Environment 
Control of the manipulator is based on four elements which operate in synergy (Fig, 
3). (a) A safety component v^hich checks continuously to prevent collision of the 
manipulator with the gantry or the subject, (b) A procedure to register the position of 
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the manipulator relative to the coordinate system of the MR scanner, (c) A GUI 
human-machine interface for entering control commands, (d) Software which 
performs calculations for controlling the manipulator and updates the 
position and orientation of the imaging plane using the forward kinematics 
solutions. 
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Fig. 3: Block diagram of the main processes of the control software. The input parameters are 
shaded in gray. 
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Fig 4: Example output of the safety control software showing the (a) exclusion zone and 
(b).example of a commanded (red dashed) and executed motion (black continuous line). 

3.1 Safety Controls 
The safety component uses a set of transverse slices to extract the boundaries of the 
subject, with an edge-detection (Canny-based) algorithm to generate the subject-
defined maneuvering exclusion zone (Fig. 4a). The safety component reads the 
solution of the forward kinematics and continuously checks whether the current 
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position and any commanded motion are within the allowable maneuvering zone. 
Figure 4b shows example of the actuation of the Y (vertical) DOF. When the 
commanded motion causes the robot to enter in the exclusion zone, the safety routine 
prevents its execution and the robot remains idle (black arrow). 

3.2 Human-Machine Interface 
Manual control of the manipulator was performed with a simple GUI with 
user-defined motion steps of 0.1 mm to 5 mm for the Hnear DOF and 1° to 5̂  for 
the rotational DOF. The motion instructions are then fed to the forward 
kinematics routine which calculates the position of the end-effector at the 
conclusion of the commanded motion. This solution is then sent to the 
safety component. 

3.3 Manipulator-driven Control of the MR scanner 
For manipulator-driven control of the position and orientation of the imaging 
plane, the control software calculates the current position and orientation of 
the plane on which the interventional tool loaded on the end-effector will 
reside at the end of each step. Two types of manipulator-driven scanner 
control are available. With the computer-managed type, the Target PC 
continuously updates the imaging plane on-the-fly without any involvement 
by the operator. With the operator-managed type, the orientation of a 
slice remains unchanged during the actuation of a certain DOF to always 
image the end-effector during to actuation of this particular DOF. 

4 Experimental Studies 

4.1 Set Up 
All experimental MR studies were performed on a 1.5 Tesla Sonata (Siemens 
Medical Solutions) using the body coil for RF pulse transmission and signal 
reception. To evaluate whether a physician can guide a procedure remotely without 
direct physical access to the subject, the interventionalist was located at the MR 
control room and had access to the following information and tools (fig. la), (a) MR 
images viewed on the MR scanner monitor and included windows shown pre-
operation high-resolution and high-contrast images, and a window dedicated in 
viewing real-time updated low-contrast and high speed images, (b) Continuous video 
streaming on a dedicated monitor from a stationary camera located at the back side 
of the scanner (toward the head), (c) Continuous audio communication with one of 
the co-authors residing inside the MR scanner room. This individual was monitoring 
the system performance and, in particular, checking whether the needle appeared to 
bend or deviate for any other reason from its predefined path. This was deemed 
necessary since the black and white camera did not give a very clear depiction of the 
needle before it entered in the animal, (d) Robot control using a GUI on the monitor 
of the Host PC. In the operator room there is also a monitor which displays the main 
vital signs (EKG, blood pressure, respiratory rate and arterial oxygen saturation). 
Since the animal was euthanized in our experiments, we did not use this monitor. 
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4.2 Phantom Studies 
Registration of the manipulator to the scanner coordinate system was performed by 
measuring the coordinates of the center of a cross shaped MR-visible marker (made 
of 3% Gd-filled 3.1 mm diameter tubes), attached to a specific position on the end-
effector). Computer-managed manipulator-driven dynamic imaging studies were 
performed on a phantom composed of a piece of beef with embedded two Gd-filled 
tubes (same as above) and a 500 cc saline bag rested on its side. Imaging was 
conducted with a true fast imaging with steady precession (TrueFISP) sequence 
(TR/TE/a = 4.3 ms/2.l5 ms/30°; slice = 8 mm; matrix = 128x256; FOV = 
260x260mm ;̂ pixel size = 1.5x1.5 mm^). Two 3.1 nrni diameter Gd-filled tubes were 
attached to the end-effector for viewing the otherwise MR-invisible manipulator. 

Fig. 5: Selected frames from an image-guided procedure monitored with the 
computer-managed manipulator-driven dynamically controlled TrueFISP. 

Figure 5 shows a study with the computer-managed manipulator-driven dynamic 
update of the imaging plane. Initially, panel 4a, the operator moved the manipulator 
over the phantom, to select a target (cross) and a direction of insertion, 
approximately within the dashed-line triangle. Maneuvers were then performed as 
example rotating the wrist joint (3b) to align the needle with the planned strategy of 
target acquisition. All the specified targets were reached with an accuracy of 3.2 mm, 
relative to the center of structures ranging in size from between 1 cm and 1.4 cm 
diameter. The in-plane orientation accuracy of the path was within 2.5° for each one 
of the two Euler angles. 

4.3 Spinal procedure 
The system was tested for the performance of a spinal procedure on a euthanized pig. 
Scout images were obtained with a spin-echo (SE) sequence (TR/TE = 500ms/15ms; 
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slice thickness = 4 mm, acquisition matrix 384 x 512 and a pixel size 1.3x1.3 mm )̂ 
for preliminary localization of the target tissue, which, in this particular experiment 
was the spinal canal in the lumbar area. Once the area of intervention was defined, 
the arm of the robot was advanced into the cylindrical MRI scanner. 

The desired trajectory of the MRI-compatible 20 G needle followed a slightly 
paramedian approach, so that the needle could avoid the spinous processes of the 
lumbar vertebral bodies, and could advance towards the spinal canal without 
encountering any bony structures in its projected path. The selected trajectory was 
defined by two points: (a) the entry point, which was marked by the interventional 
physician on the transverse MR image at skin depth, and (b) the destination point, 
located in the outer portion of the spinal canal in the area of the posterior epidural 
space. Afi:er the trajectory was defined on the images, the physician maneuvered the 
remote manipulator until the long axis of the needle was aligned with the indicated 
trajectory as confirmed by MR imaging, the needle was gradually advanced, under 
intermittent MRI imaging,. Once the needle advanced approximately 2 mm short off 
the total length of advancement, MR images were collected to confirm proximity of 
the tip of the needle to the target tissue. Based on these images, the needle was 
further advanced to reach the targeted spinal canal (Fig. 5). The entire procedure, 
including initial scouting images, definition of the needle trajectory, manipulator 
alignment and, finally, needle advancement until it reached the target took 
approximately 45 minutes. 

Fig. 6: Selected sHces showing (a) an oblique sagittal view of the pig's abdomen and (b) an 
oblique transverse. The white box in (a) indicates the position of the slice shown in (b). Note 
the MR compatible needle as it enters and reaches the spinal canal. 

5 Discussion and Conclusions 

A prototype system is presented for performing minimally invasive intervenfions 
with real-fime MR guidance inside a cylindrical MR scanner using a seven DOF 
robotic manipulator. Experiments were performed to assess whether an 
interventionalist can perform a procedure just by using MR images and position 
information from the robot control software but without physical access to the 
subject. At this early stage, the project is focused on the procedural aspect and the 
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work-load of combining robotics with MR imaging to perform a procedure without 
physical presence in the operating suite. Therefore, certain technical aspects critical 
for a clinical implementation of the system, such as the technology used for remote 
connection, were not addressed (9,10). 

This pilot project pointed to certain improvements of this system including 
additional cameras \for better visualization of the area inside the gantry of the 
scanner and improved voice communication since; the latter is important since the 
MR room is extremely noisy during data acquisition. The system should also have a 
mechanism to compensate for patient movement, regardless of whether this 
movement is smooth and predictable (e.g. respiratory movement) or unpredictable to 
ensure accuracy of needle tip position and patient safety. 
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Abstract. The selection of gene subsets that retain high predictive 
accuracy for certain cell-type classification, poses a central problem in 
microarray data anal} îs. The appHcation and combination of various 
computational intelligence methods holds a great promise for automated 
feature selection and classification. In this paper, we present a new ap
proach based on evolutionary algorithms that addresses the problem of 
very high dknensionahty of the data, by automatically selecting subsets 
of the most informative genes. The evolutionary algorithm is driven 
by a neural network classifier. Extensive experiments indicate that the 
proposed approach is both effective and reliable. 

1 Introduction 

In modem clinical practice, the correct and accurate treatment of patients heav
ily depends on diagnose that incorporate complex clinical and histopathologi-
cal data. In some cases this task is difficult or even impossible due to the large 
amount of data and the limited time and/or resources. Tb this end, fully au
tomated techniques that can assist in the correct diagnoses are of great value. 
Moreover, as the number of microarray experiments increases constantly, these 
techniquas are becoming more and more a part of personalized healthcare. Thus, 
robust computational methods to support this expansion are needed. 

To understand a biological processes that a living ceU midergoes, one has to 
measure the gene expression levels in diflFerent developmental phases, different 
body tissues, and different clinical conditions. Although this kind of information 
can aid in the characterization of gene function, the determination of experi
mental treatment effects, and the understanding of other molecular biological 
processes [4], it also presents new challenges for reî archers. Compared to the 
traditional approach to genomic research, which has been to examine and col
lect data for a single gene locally, DNA microarray technologies have rendered 
possible the simultan^us monitoring of the expr^sion pattern of thousands of 
genes. Unfortunately, the original gene expression data are contaminated with 
noise, missing valu^ and systematic variations due to the experimental proce
dure. Several methodologies can be employed to alleviate these problems, such 
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as Singular Value Decomposition based methods, weight^ fe-nearest neighbors, 
row averages, replication of the experiments to model the noise, and/or normal
ization, which is the process of identifying and removing systematic sources of 
variation. 

Discovering the patterns hidden in the gene esqpression mdcroarray data 
and subsequently using them to clasdfy the various conditions is a tremen
dous opportunity and a challenge for functional genomics and prot̂ >mics [4], A 
promising approach to address this task is to utilize computational intelligence 
techniques, such as Evolutionary Algorithms (EAs) and Feedforward Neural 
Networks (FNNs). 

EAs refer to stochastic optimization algorithms which employ computational 
models of evolutionary processes. They share the common conceptual base of 
simulating the evolution of the individuals that form the population using a 
predeJBbaed set of operators. Commonly two types of operators are used: selec
tion and search operators. The most widely used search operators are mutation 
and recombination. The selection operator mainly depends on the perceived 
measure of fitness of each individual and promotes natiural selection in the 
form of the survival of the fittest. The recombination and the mutation op
erators stochastically perturb the individuals providing efficient exploration of 
the search space. This perturbation is primarily controlled by the user defined 
recombination and mutation rates. Although simplistic from a biologist's view
point, these algorithms are sufficiently complex to yield robust and powerful 
search mechanisms, and have shown their strength in solving hard real world 
optimization problems. 

FNNs are parallel computational models comprised of densely iutercon-
nected, simple, adaptive processing units, characterized by an inherent propen
sity for storing experiential knowledge and renderiD^ it available for use. FNNs 
have been successfully appUed in nmnerous application areas. To train an FNN, 
supervised training is probably the most frequently emplqyed technique. The 
training process is an incremental adaptation of connection weights that prop
agate information between neutrons. Unfortunately, employing FNNs (or any 
other classifier) directly to classify the samples is almost infeasible due to the 
curse of dimensionality (limited number of sample coupled with very high fear 
ture dimensionality). One solution is to preproc^s the expr^sion matrix using 
a dimension reduction technique [6, 14]. 

In this paper, we follow a difierent approach. EAs and FNNs are employed 
to discover sublets of informative genes that accurately characterize all the sam
ples. Generally, the aim is to reduce the initial gene pool from several thousand 
genes (5,000-10,000 or more) to 50-100. Several gene sel^;tion methods based 
on statistical analysis have been developed to select these predictive genes and 
perform dimension r^uction. Those methods include t-statistics, ioformation 
gain theory, and principal component analysis (PCA) [5]. It is evident that the 
choice of feature selection is difficult and bears a significant effect on the overall 
classification accuracy. Typically, accuracy on the training data can be quite 
high, but not replicated on the tasting data. 
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The rest of the paper is organized as follows. In Section 2 the proposed 
approach is presented. In Section 3 is devoted to the pr^entation and the 
discussion of the experimental results. The paper ends with concluding remarks 
and some issues for future work. 

2 Algorithms and Methodology 

To classify samples using microarray data, it is necessary to decide which genes, 
from the ones assayed, should be included in the classifier. Including too few 
genes and the test data will be incorrectly classified. On the other hand, having 
too many genes is not desirable either, as many of the genes will be irrelevant, 
mostly adding noise. This is particularly severe with a noii^ data set and few 
subjects, as is the case with microarray data. 

In the literature, both supervised and unsupervised classifiers have been 
used to build classification models from microarray data. This study addresses 
the supervised classification task where data samples belong to a known class. 
EAs are applied to microarray classification to determine the optimal, or near 
optimal, subset of predictive gen^ on complex and large spaces of possible gene 
sets. Although a vast number of gene subsets are evaluated by the EA, selecting 
the most informative genes is a non trivial task. Common problems include the 
existence of: a) relevant genes that are not included in the final subset, because 
of the insufficient exploration of the gene pool, b) significantly different subsets 
of genes being the most informative as the evolution progresses, and c) many 
subsets that perform equally well, as they all predict the test data satisfactorily. 
From a practical point of view, the lack of a imique solution does not seem to 
present a problem. 

The EA approach we propose maintains a population of trial gene subsets; 
impose random changes on the genes that compose those subsets; and incorpo
rates selection (driven by a neural network classifier) to determine which are the 
most informative onas. Only those gen^ are maintained in successive genera
tions; the rest are removed from the trial pool. At each iteration, every subset is 
given as input to an FNN classifier and the effectiveness of the FNN determines 
the fitness of the subset of genes. The size of the population and the munber of 
features in each subset are parameters that we explore experimentally. 

2.1 The Differential Evolutionary Algorithm 

Differential Evolution [11] is an optimization method, capable of handling non-
differentiable, nonlinear and multimodal objective functions. To fulfill this re
quirement, DE has been designed as a stochastic parallel direct search method, 
which utilizes concepts borrowed from the broad class of evolutionary algo
rithms. The method typically require few, easily chosen, control parameters. 
Experimental results have shown that DE has good convergence properties and 
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outperforms other well known evolutionary algorithms [11], DE has been ap
plied on numerous optimization tasks. It has successfully solved many artificial 
benchmark problems, as weU as, hard real-world problems. In [3] DB has been 
appMed to train neural networks and in [7, 8] we have proposed a method to 
efficiently train neural networks having arbitrary, as well as, constrained in
teger weights. The DE algorithm has also been implemented on parallel and 
distributed computers [12, 9]. 

DE is a population-based stochastic algorithm that exploits a population 
of potential solutions, individuals^ to effectively probe the search space. The 
population of the individuals is randomly initialized in the optimization domain 
with NP, n-dimensional vectors, following a uniform probability distribution 
and is evolved over time to explore the search space. iVP is fixed throughout the 
training proc^®. At each iteration, called generation^ new vectors are generated 
by the combination of randomly chosen vectors from the current population. 
This operation in our context is referred to as mutation. The outcoming vectors 
are then mixed with another predetermined vector - the target vector - and 
this operation is called recombination. This operation yields the so-called trial 
vector. The trial vector is accepts for the next generation depending on the 
value of the fitness function. Otherwise, the target vector is retained in the next 
generation. This last operator is referred to as selection, 

2.2 Search Operators 

The search operators efficiently shuffle information among the individuals, en
abling the search for an optimum to focus on the most promising regions of the 
solution space. The first operator considered is mutation. For each individual 
a;*, i = 1,... jNP, where g denotes the current generation, a new individual 
f̂f+i (mutant -^ctor) is generated according to one of the following equations: 

4+i = '^r+M^S'-0. 
«J+i = < + M < - 0 , 
vUi=4+M(:«'r - 4)+MK' - <). 
4+1=^5"*+M« - O + / ^ « - <) . 
4+1 = tcji + f,{xf - xf) + M(XS* - xjS), 

le best member of the previous generation: 

(1) 

(2) 

(3) 

(4) 

(5) 

/i > 0 is a real 
parameter, called mutation constant^ which controls the amplification of the 
difference between two individuals so as to avoid the stagnation of the search 
process; and ri, r2,ra,r4, rs € {1,2, . . . , i — 1,i + 1 , . . . , NP}^ are random inte
gers mutually different. Trying to rationalize the above equations, we observe 
that Equation (2) is similar to the crossover operator used by some Genetic 
Algorithms and Equation (1) derives from it, when the b^t member of the 
previous generation is employed. Equations (3), (4) and (5) are modifications 
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obtamed by the combination of Equations (1) and (2). It is clear that more 
such relations can be generated using the above ones as building blocks. 

The recombination operator is subsequently applied to further increase the 
diversity of the mutant individuals. To this end, the resulting individuals are 
combined with other predetermined individuals, called the target individuals. 
Specifically, for each component I {I = 1,2,..., n) of the mutant individual 
ĝ+i> we choose randomly a real number r in the interval [0,1], We then com

pare this number with the recombination constant, p. If r < p, we select, as the 
~̂th component of the trial individual u^g+i, the l-th component of the mutant 

individual v^+i. Otherwise, the l-th component of the target vector x^^i be
come the l-th component of the trial vector. This operation yields the trial 
individual. Finally, the trial individual is accepted for the next generation only 
if it reduces the value of the objective function. 

One problem when applying EAs, in general, is to find a set of control pa
rameters which optimally balances the exploration and exploitation capabiUties 
of the algorithm. There is always a trade off between the efficient exploration 
of the search space and its effective exploitation. In [13] a detailed study and 
experimental results on exploration vs. exploitation issues are presented. In this 
paper we employed the Equation (1) as a search operator. 

2.3 Fitness Fimction 

For the proposal system, each population member repr^ents a subset of genes, 
so a special representation must be designed. When seeking subsets containing 
n genes, each individual consists of n integers. The first integer is the index 
of the first gene to be included in the subset, the second integer denotes the 
number of genes to skip until the second gene to be included is reached, the 
third integer component denote the number of genes to skip imtil the third 
included gene, and so on. This representation was necessary in order to avoid 
multiple inclusion of the same gene. Moreover, a version of DE that uses integer 
vectors has been proposed and thorou^y studied in previous studies [7, 8, 9], 

FNNs were used as a classifier to evaluate the fitness of each gene subset. 
One third of the data set is used as a training set for the FNN and one third is 
used to measure the classification accuracy of the FNN classifier. The remaining 
patterns of the data set are kept to estimate the classification capability of the 
final gene subset. All the FNNs were trained using the well known and widely 
used ResiUent backpropagation (Rprop) [10] training algorithm. Rprop is a fast 
local adaptive learning scheme, performing supervised training. To update each 
weight of the FNN, Rprop exploits information concerning the sign of the partial 
derivative of the error function. 

In our experiments, the five parameters of the Rprop method were initialized 
using values commonly employed in the Uterature. In particular, the increase 
factor was set to T?"*" = 1.2; the deorease factor was set to r}~ = 0.5; the initial 
update value is set to AQ = 0.1; the maximum step, which prevents the weights 



Artificial Intelligence Applications and Innovations 489 

from becoming too laxge, was A^iax = 50; and the TniniTniim step, which is used 
to avoid too small weight updates, was constantly fixed to ^min = 10~^ [10]. 

3 Presentation of Experiments 

In this section we report the experimental results. We have t^ted and compared 
the performance of the proposed system on many publicly available microarray 
data sets. Here we report results from the following two data sets: 

- The COLON data set [1] consists of 40 tumor and 22 normal colon tissues. 
For each sample there exist 2000 gene expression level measurements. The 
data set is available at http://microarray.princeton.edu/oncology. 

- The PROSTATE data set [2] contains 52 prostate tumor samples and 50 
nontumor prostate sample. For each sample there exist 6033 gene expres
sion le\^l measurements. It is available at http://www.broad.mit.edu/cgi-
bin/cancer/datasets.cgi. 

Since the appropriate size of the most predictive gene set is unknown, DE was 
emplqyed for various gene set siz^ ranging from 10 to 100 with a step of 10. 
The FNN used at the fitness function consisted of 2 hidden layers with eight 
and seven neurons, r^pectively. The input layer contained as many neurons 
as the size of the gene set. One output neuron was used at the output layer 
whose value for each sample determined the network classification decision. 
Since both problems had two different classes for the patterns, a value lower 
than 0.5 regarded the pattern to belong to class 1 otherwise regarded it to 
belong to class 2. 

For each different gene set size the data was partitioned randomly into a 
learning ^t consisting of two-thirds of the whole set and a t^t set consisting 
of the remaining one third, as already mentioned. The one third of the training 
set was used by the Rprop fidgorithm to train the FNNs, and the performance 
of the r^p^tive gene set was measured in the other one third. The test set was 
only used to evaluate the classification accuracy that can be obtained using the 
final gene set discovered by the DE algorithm. To reduce the variability, the 
splitting was repeated 10 times and 10 independent runs were performed each 
time, resulting in a total of 100 experiments, for gene ^t size. 

The classification accuracy of the proposed system is illustrated using box-
plots in Figure 1. Each boxplot depicts the obtained values for the classification 
accuracy, in the 100 experiments. The box has lines at the lower quartile, me
dian, and upper quartile values. The lines extending from each end of the box 
(whiskers) indicate the range covered l>y the remaining data. The outliers, i.e. 
the values that lie beyond the ends of the whiskers, are denoted by crosses. 
Notch^ represent a robust estimate of the uncertainty about the median. 

As demonstrated, using a gene set size of 50-80 for the COLON dataset the 
algorithm managed to achieve the best results; comparable to those obtained 
by other approaches [6, 15]. The same is achieved for the PROSTATE dataset 
for a gene set size ranging from 40 to 60. 
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Fig. 1. Classification accuracy obtained by FNNs trained using the DE selected gene 
set for the COLON (left) and PROSTATE (right) datasets. 

4 Concluding Remarks 

In this article we propose an Evolutionary Algorithm that maantains a popu
lation of trial gene subsets and evolves them to determine which are the most 
informative ones. At each iteration, every subset is given as input to a Feed
forward Neural Network and the effectiveness of the Network determines the 
subsets that will be maintain^ in future generations. Experiments on microar-
ray datasets indicate that the proposed approach is effective and reliable. The 
advantages of the proposed approach include its completely automatic oper
ation. Moreover, the result of the algorithm differs from PCA-like reduction 
technique since it does not transform the input space but rather directly de
tects informative genes. Additionally, the use of Neural Networks as a classifier 
allows the discovery of non-linear relationships between the input and output. 
On the other hand, the whole procedure is quite time consuming. However, con
sidering the slow experimental nature of the complete microarray experiments, 
the required time seems neghgible. 

In a future correspondence, we wiU investigate the performance of the pro
posed approach when different evolutionary algorithms are employed. We also 
intend to incorporate unsupervised clustering algorithms in an attempt to Im
plement a system capable of clustering the genes and simultaneously finding 
the most informative subsets. 
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Abstract. Cancer classification is one major application of microarray data 
analysis. Due to the ultra high dimension of gene expression data, efficient 
feature selection methods are in great needs for selecting a small number of 
informative genes. In this paper, we propose a novel feature selection method 
based on mutual information and rough set (MIRS). First, we select some top-
ranked features which have higher mutual information with the target class to 
predict. Then rough set theory is applied to remove the redundancy among 
these selected genes. Binary particle swarm optimization (BPSO) is first 
proposed for attribute reduction in rough set. Finally, the effectiveness of the 
proposed method is evaluated by the classification accuracy of SVM classifier. 
Experi-ment results show that MIRS is superior to some other classical feature 
selec-tion methods and can get higher prediction accuracy with small number 
of fea-tures. Generally, the results are highly promising. 

1 Introduction 

The development of microarray technology has made it easy to monitor the 
expression pattern of thousands of genes simultaneously and a huge amount of gene 
expression data has been produced during microarray experiments. These data has 
widely been applied to accurate prediction and diagnosis of cancer. Especially cancer 
classification [1] is an important issue because it can identify many genes relevant to 
cancer. The results reported in the literature have confirmed the effectiveness of 
mining cancer information from gene expression data. But microarray data often 
consists of small number of samples and large number of genes. The ultra high 
dimension of gene expression data makes it necessary to develop effective feature 
selection methods in order to reduce the computation cost and improve the 
classification accuracy. 

Please use the following format when citing this chapter: 
Zhou, Wengang, Zhou, Chunguang, Liu, Guixia, Wang, Yan, 2006, in IFIP Intemational Federation 
for Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 492-499 
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There are two general approaches to feature selection: filters [2] and wrappers 
[3]. In a filter method, features are selected based on the intrinsic characteristics 
which determine their relevance with the target classes. In wrapper type methods, the 
usefiilness of a feature is directly judged by the estimated accuracy of a learning 
method and typically requires huge computational effort. Thus, it is difficult for 
wrappers to deal with large feature sets such as gene expression data. We mainly 
focus on the selection of a few tens features among several thousands by developing 
an efficient filter methods for cancer classification. When a small number of 
informative genes are selected, their biological relationship with the target disease 
can easily be identified. 

Mutual information [4] has recently been proposed for feature selection. One 
common practice to use this method is to simply select the top-ranked genes with 
higher mutual information. But a deficiency of this simple ranking approach is that 
the features can be correlated among themselves. If gene gi is ranked high for 
classification task, other genes highly correlated with gene gj are also likely to be 
selected. This raises the issue of redundancy in feature set. Rough sets theory 
provides a feasible way to deal with redundancy [5]. An important concept is reduct 
in rough sets theory. Reduct is those minimal attribute sets of information system, 
which keep the same classify capability with original attribute set. The aim of 
reduction is to find out a minimum set of relevant attributes (features) that describe 
the dataset as well as all the original attributes do. Thus finding reduct can select the 
most relevant genes with the target class to predict and remove the redundancy 
among the selected features. 

In this paper, we propose a novel feature selection method so called MIRS by 
integrating mutual information and rough set theory. First, mutual information is 
used to select some top-ranked genes which have higher mutual information from 
each data set. Then rough set theory is applied to remove the redundancy among 
these selected genes. Binary particle swarm optimization (BPSO) is first suggested 
as an attribute reduction algorithm for rough sets. Finally, the effectiveness of MIRS 
is evaluated by the classification accuracy of SVM classifiers. Experiment results 
show that the pro-posed method is superior to some other classical feature selection 
methods and can always get higher classification accuracy with fewer features. 

2 Mutual Information for Feature Selection 

In accordance with Shannon's information theory [6], the uncertainty of a random 
variable Y can be measured by the entropy H{Y). For two variables X and Y, the 
conditional entropy H(Y \ X) measures the remaining uncertainty of Y when X 
is known. The mutual information (MI) I(X; Y) measures the certainty about Y 
that is resolved b y X . Apparently, the relation of i f (F ) , i i / (F | X)and 
/ ( X ; Y) is as follows: 

I(X; Y) = H{Y) - H(Y | X) (l) 

The objective of training a classification model is to minimize the uncertainty 
about predictions on class labels Y for the known observations X. Thus, it is 
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equivalent to increase the MI I(X; Y) as much as possible for training a classifier. 
The goal of feature selection process for classification is naturally to achieve the 
smallest subset of possible features which have higher values of / (X;F) . With the 
entropy defined by Shannon, the prior entropy of Y is expressed as follows: 

HiY) = -^Piy)logPiy) ^ 

where P{y) represents the probability of Y. The conditional entropy H{Y \ X) 
is computed according to the following formula: 

HiY IX) = -lPix)(£^Piy I x)logP(>' I x))dx (3) 
yeY 

The mutual information MI between X and Y is presented formally as follows: 

^ ^ P(y)P(x) 

The estimation of probability density is based on the distribution of mutual 
information [7] in a Bayesian framework by a second-order Dirichlet prior 
distribution. Beta approximation of the distribution is adopted in this paper. The top-
ranked 700 genes and 500 genes with higher mutual information for the leukemia 
data set and the colon data set discussed in section 5 are selected respectively. 

If too many genes are selected, there must be much noise retained in the data. On 
the other hand, if we select very few genes, some information contained in the data 
set for classification may be lost. The number of genes we select for the two data sets 
is determined with respect to the observation from classification experiments. 
Subsequently the redundancy among these selected genes will be removed in section 
4. 

3 Background on Rough Set Theory 

Rough set theory is first introduced by Pawlak [8] in the 1980s as a mathematical 
tool to deal with uncertainty. In this section, we will introduce the principal concepts 
of rough sets theory related to our attribute reduction approach. 

Information System: In rough sets theory, an information system S is denoted 
as tS = {f/J A^ Vy f} , where t / is a finite set of instances C/ = {Xj, X2, • • •, x^ } . 
^ is a finite set of attributes (features) and consists of condition attribute set C and 
decision attribute setZ). / : C/x ^ —> Fis a function that f(Xf,q) G V for every 
qeA.x. GU. 

Indiscemibility Relation: LetP C A,x.yXj G C/, a binary relation IND called 
indiscemibility relation is defined as follows: 

INDiP) = {(x,,Xj)\ (x^,Xj)eUxU,a e P,f(x,,a) = f(Xj,a)} (5) 

Let U / IND(P) denote the family of all equivalence classes of the 
relation IND(P) , For simplicity notation U/IND(P) will be written as t / / P . 
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Lower Approximation: Let R^C andX C C/, the R-lower approximation set 
of X is the set of all elements of U which can be certainly classified as elements of 
X according to knowledge R . It can be presented formally as follows: 

RX = U{YeU/R:YQX} W 

Positive Region: The positive region of decision attribute set D with respect to 
R is the set of all objects from universe U that can be classified with certainty to 
classes of U / D employing attributes from R . It can be defined as follows: 

XeU/D 

POS,(D)= U ^ 

4 BPSO for Attribute Reduction in Rough Set 

Particle swarm optimization (PSO) is an evolutionary computation technique first 
introduced for use in real number space by Kennedy and Eberhart in 1995. It has 
been shown to be a powerful optimization method in many practical applications. In 
1997, a binary version of particle swarm optimization (BPSO) is proposed and its 
performance has been tested on five benchmark functions [9]. But it has not been 
widely used and still need much fiirther research. 

Rough set can be used to find out all possible feature subsets. However, 
examining exhaustively all subsets of features for selecting the optimal one has been 
proved to be NP-hard [10]. Heuristic algorithms provide a new way to solve this NP-
hard optimization problem. In this section, we suggest binary particle swarm 
optimization as an attribute reduction algorithm in rough set and apply it to find 
minimal reduct by removing the redundancy among the genes selected by mutual 
information. 

4.1 Data Preprocessing 

The values of gene expression level are continuous. But rough set can only handle 
discrete attribute value. Hence in order to use the attribute reduction algorithm, all 
the express level values of selected genes must be discretized firstly. The 
Entropy/MDL discretization algorithm of Rosetta [11] is used in our experiments. 
During the entire procedure of attribute discretization and attribute reduction, we 
combine the training samples with the testing samples together for each data set. 

4.2 Population Initialization 

Let n be the number of selected features (genes) by mutual information from the 
original data set. The velocity of i^f^ particle is initialized as a ^-dimensional vector 

with the following form: Ĵ . = i^iii^i2'"'^^m) • Then the initial position of the i^j^ 
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particle X. =(x.^,X.2,"'->X.^) CSLU be computed according to Eq. (11). 

WhQTQ V.J €[-6,6], X.J G{0,1} ,j e{l,2,"',n} , x^jis equal to 1 or 0 which 

indicates the corresponding feature is selected or not. We put all the selected features 

of the i^fj particle into the attribute set P.. 

4.3 Fitness Evaluation 

The goal of reduction is to use fewer features to achieve the same or better 
performance compared with that obtained using the complete feature set. Hence, 
individual evaluation contains the following two objectives: (1) Minimization of the 
feature numbers; (2) Maximization of the classification capability. We have to make 
some tradeoffs between the two objectives. In this paper, classification capability is 
always have higher priority. If two individuals have the same classification 
capability, the individual with fewer features will have higher fitness. A simple 
weighting method is adopted to define the fitness of particles as follows: 

/ ( 0 = w,x/c(0 + w,x( l ->(0) (8) 

Mi) = card{POSp^ (D)) I card{U) W 

where w^ and W2 are weight coefficients, fc{l) is the classification capability we can 

get by using the feature set P., fn{i) is the number of features contained in P., 

card(U) represents the cardinality of the set U . 

4.4 Update Velocity and Position 

Each particle represents a candidate solution with four state 
variables: V., X.,/?.,/? . These variables present the current velocity, current 

position, previous best position and current global best position of the i^f^ particle 

respectively. The velocity and position vector are updated according to the following 
equations: 

JO,ifp>sUV,) (11) 

where Cj and C2 are known as acceleration coefficients, X-. represents the j\^ 

element of the n-dimensional vector X . . Rand () produces a random number 
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between 0 and 1. p is a random number selected from the uniform distribution in [0, 

1]. The function sig(Vy) is a sigmoid limiting transformation. 

5 Gene Expression Data Sets 

There are several microarray data sets published from cancer gene expression 
studies. Two data sets of them are used to test the effectiveness of our proposed 
method. Because the benchmark data sets have been studied in many papers, we can 
compare the results of our method with others conveniently. 

Leukemia data set [12] consists of 72 samples: 25 samples of acute myeloid 
leukemia (AML) and 47 samples of acute lymphoblastic leukemia (ALL). Each 
sample contains the expression levels of 7129 genes measured using high density 
oligonucleotide microarrays. In our experiments, 38 samples are used as training data 
and the remaining 34 samples are used as test data. 

Colon data set consists of 62 samples of colon epithelial cells taken from cancer 
patients [13]. Each sample contains 2000 gene expression levels. 20 out of 62 
samples are normal samples and the remaining are cancer samples. In our different 
experiments, 31 or 44 samples are used as training data and the remaining 31 or 18 
samples are used as test data. 

6 Experiment Results 

In all the experiments, BPSO is run with a population size of 30 and it is 
terminated when the maximum generation of 600 is arrived. The five parameters in 
the Eq. (8) and Eq. (10) are set to as 
follows: w = 1,Cj = C2 = 2, Wj = 100, W2 = 0.06 . All the algorithms are 
implemented in matlab 6.5. The features selected by BPSO are used for testing the 
classification accuracy by support vector machine (SVM) [14]. The classification 
accuracy is measured by the number of correct predictions made by the classifier 
over the test set. 

In table 1, experiment results are displayed by using different feature selection 
methods (No indicates no feature selection). The classification accuracy is obtained 
by using linear SVM. For the colon data set, 44 samples are used as training data and 
18 samples as testing data in this experiment. We can observe that our proposed 
feature selection method MIRS can always obtain higher classification accuracy with 
fewer features compared with using MI only. The effectiveness of MIRS is also 
verified by the remarkable improvement of classification accuracy compared with 
not using feature selection. 

Table 1. The comparison results on feature number and classification accuracy 

Dataset Original No. FS method Selected No. Accuracy 
Leukemia 7129 No 7129 58.8% 
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Dataset 

Colon 

Table 2. Comparis 

Data set 
Leukemia 

Colon 

Original No. 
7129 
7129 
2000 
2000 
2000 

on of classification 

FS method Selected No. 
MI 
MIRS 
No 
MI 

MIRS 

accuracy 

Feature selection 
MIRS 
PC 
CC 
MIRS 
PC 
CC 

700 
48 

2000 
500 
32 

Accuracy 
94.1% 
97.1% 
50.0% 
66.7% 
94.4% 

between MIRS and other methods 

Linear SVM 
97,1% 

79.4% 
85.3% 
80.7% 
64.5% 
64.5% 

RbfSVM 
97.1% 
79.4% 
85.3% 
83.9% 
64.5% 
64.5% 

We have also compared the performance of MIRS with some other classical 
feature selection techniques on the two real gene expression data sets. The 
comparison results are shown in table 2. The results of other techniques are extracted 
from a survey re-ported by Sung [15]. These feature selection techniques being 
compared include principal components (PC) and correlational coefficient (CC). 

In this experiment, we use 31 samples as training data and the other 31 samples 
as testing data for the colon data set so that we can compare with the results of Sung 
directly. We try the following two kinds of support vector machines: (1) Linear SVM 
(no kernel); (2) Radial basis function SVM (RBF kernel). It is obvious that our pro
posed method is consistently better than the above methods in all the two data sets. 

7 Conclusions 

In this paper, we propose a novel feature selection method based on mutual 
informa-tion and rough set (MIRS). First, we select some top-ranked features which 
have higher mutual information with the target class to predict from two public 
available real gene expression data sets. Then rough set theory is applied to remove 
the redun-dancy among these selected genes. Binary particle swarm optimization 
(BPSO) is first proposed for attribute reduction in rough set. Finally, the 
effectiveness of the proposed method is evaluated by the classification accuracy of 
SVM classifier. Ex-periment results show that MIRS can always get higher 
prediction accuracy with small number of features compared with using MI only and 
is superior to some other classical feature selection methods. Generally, the results 
are highly promising. 
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Abstract. In recent years, computational diagnostic tools and artificial 
intelligence techniques provide automated procedures for objective judgments 
by making use of quantitative measures and machine learning. The paper 
presents a Support Vector Machine (SVM) approach for the prognosis and 
diagnosis of breast cancer implemented on the Wisconsin Diagnostic Breast 
Cancer (WDBC) and the Wisconsin Prognostic Breast Cancer (WPBC) 
datasets found in literature. The SVM algorithm performs excellently in both 
problems for the case study datasets, exhibiting high accuracy, sensitivity and 
specificity indices. 

1 Introduction 

The implementation of training algorithms in the prognosis and diagnosis of 
cancer is a research area of great interest, while significant research work has been 
published in literature, basically in the area of neural networks [1], [2], [3], [4]. In 
the present re-search work, a SVM model is implemented for the breast cancer 
diagnosis and prognosis problem using the Wisconsin Diagnostic Breast Cancer 
(WDBC) as well as the Wisconsin Prognostic Breast Cancer (WPBC) datasets, 
which are publicly available at http://ftp.ics.uci.edu/pub/machine-leaming-
databases/breast-cancer-wisconsin/. These datasets involve measurements taken 
according the Fine Needle Aspirate (FNA) test. The role of diagnosis is to provide a 
distinction between the malignant and benign breast masses. In case that a patient is 
diagnosed with breast cancer, the malignant mass must be excised. After this or a 
different post-operative procedure, a prediction of the expected course of the disease 
must be determined. However, prognostic pre-diction does not belong either on the 
classic learning paradigms of function approximation or classification. This is due to 
a patient can be classified as a "recur" case (instance) if the disease is observed, 
while there is not a threshold point at which the patient can be considered as a "non-
recur" case. The data are therefore censored since a time to recur for only a subset of 
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patients is known. For the other patients, the length of time after treatment during 
which malignant masses are not found is known. This time interval is the disease 
free survival (DFS) time, which can be reported for an individual patient or for a 
study population. In particular, the right endpoints of the recurrence time intervals 
are right censored, as some patients will inevitably change hospital, doctors or die of 
other unrelated with the cancer causes. The prognosis of the specific time interval is 
considered a difficult problem since the training data are right censored [1], [2], [3], 
[4]. 

In the present paper, the Support Vector Machines (SVM) algorithm is 
implemented for the breast cancer diagnosis and prognosis problem and the WPBC -
WDBC data are used as a case study [5], [6], [7], [8]. The SVM algorithm performed 
excellently in both prognosis and diagnosis problems for the WPBCAVDBC datasets 
exhibiting high accuracy, sensitivity and specificity indices. In Section 2, all the de
tails concerning the medical data characteristics and the problem formulation for 
each dataset in the cases of prognosis and diagnosis are presented. Section 3 contains 
the basic principles of the SVM algorithm for data classification. Section 4 presents 
the proposed approach for prognosis and diagnosis of the case study datasets and all 
the corresponding results, while in Section 5 the paper is concluded. 

2. Medical Data Characteristics and Problem Formulation 

The WDBC and WPBC datasets are the results of the efforts made at the University 
of Wisconsin Hospital for the diagnosis and prognosis of breast tumours solely based 
on FNA test. This test involves fluid extraction from a breast mass using a small-
gauge needle and then visual inspection of the fluid under a microscope. Figure 1 
depicts two images, which were taken from fine needle biopsies of breast as 
appeared in [9]. 

Fig. 1. Images taken using the FNA test: (a) Benign, (b) Malignant 

The WDBC dataset consist of 569 instances (357 benign - 212 malignant), 
where each one represents FNA test measurements for one diagnosis case. For this 
dataset each instance has 32 attributes, where the first two attributes correspond to a 
unique identification number and the diagnosis status (benign / malignant). The rest 
30 features are computations for ten real-valued features, along with their mean, 
standard error and the mean of the three largest values ("worst" value) for each cell 
nucleus respectively. These ten real values, which are depicted at Table 1, are 
computed from a digitized image of a fine needle aspirate (FNA) of breast tumour, 
describing characteristics of the cell nuclei present in the image and are recorded 
with four significant digits. 
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The WPBC dataset consists of 198 instances (151 non-recur - 47 recur), where 
each one represents follow-up data for one breast cancer case. Each instance has 35 
attributes, where the first three attributes correspond to a unique identification 
number and to the prognosis status (recur / non-recur) following by the recurrence 
time (Time to Recur - TTR) or the DFS time respectively. Then they follow the 
above-mentioned 30 features, while the last two attributes are the diameter of the 
excised tumour (in cm) and the number of positive axillary lymph nodes observed at 
time of surgery. Four instances were not included in the training/testing set since the 
Lymph node values were missing. For the addressed problem, both WDBC and 
WPBC datasets were used in several publications in the medical literature [10], [11], 
[12], [13]. In addition, due to their consistency and robust creation, these datasets are 
also used for verification purposes over the classification or prediction performance 
of information systems in other scientific areas [14], [15]. 

Table 1. WDBCAVPBC cell nuclei characteristics attributes. 

Cell Nuclei Characteristics 
1. radius [mean of distances from centre to points on the perimeter], 
2. texture [standard deviation of grey-scale values], 
3. perimeter, 
4. area, 
5. smoothness [local variation in radius lengths], 
6. compactness [ ((perimeter)2 / area) -1], 
7. concavity [severity of concave portions of the contour], 
8. concave points [number of concave portions of the contour], 
9. symmetry, 
10. fractal dimension ["coastline approximation" - 1] 

3 Principles of the Support Vector IMachines Algorithm for Data 
Classification 

The Support Vector Machines (SVMs) is a novel algorithm for data classification 
and regression which allows the expansion of the information provided by a training 
dataset as a linear combination of a subset of the data in the training set (support 
vectors) [5], [6]. These vectors locate a hypersurface that separates the input data 
with a very good degree of generalization. The SVM algorithm is a learning 
machine; there-fore it is based on training, testing and performance evaluation, 
which are common steps in every learning procedure. Training involves optimization 
of a convex cost fiinction where there are no local minima to complicate the learning 
process. Testing is based on the model evaluation using the support vectors to 
classify a test dataset. Performance is based on error rate determination as test 
dataset size tends to infinity. 
The mathematical formulation of the Support Vector Machine algorithm for data 
classification and regression is presented extensively in literature [5], [6], [7]. A 
critical issue is the selection of a suitable kernel ftmction that will transform the 
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initially non-separable data in a new feature space where they are separable. Several 
kernel functions can be used, such as the following: 

A:(X,.,X.)=e^^"^ '̂ ^̂ ^ (Gaussian RBF kernel) (1) 
^(X,,X^.) = (XrXj -hmy (polynomial kernel) (2) 

4 The proposed approach of the SVM Algorithm Classification 
Problem for Prognosis and Diagnosis of Breast Cancer 

4.1 Classification of the WPBC patient data based on the Disease Free or 
Recurrence Time (prognosis) 

The SVM algorithm has been implemented in the case of the WPBC instances for 
data classification according to the recurrence or the DPS time. The WPBC instances 
were divided over four classes, namely CI, C2, C3 and C4, according to the value of 
the recurrence or the DPS time. In other words, CI corresponds to the instances, in 
which the DPS time or the recurrence time was between 1 and 12 months, while C2, 
C3 and C4 correspond to intervals between 1-3 years, 3-6 years and more than 6 
years. Table 2 depicts the amount of the WPBC dataset instances in respect to the 
above-mentioned categorization. The first column indicates the time interval class, 
while the second and the third columns present the amount of instances, when the 
tumour recurred (NR) and the amount of instances when the tumour did not recur 
(NN). 

Table 2. WPBC instances according to the categorized interval time and prognosis status 

Class 
Ci 

C2 
Ca 
C4 

Interval time 
Less than 1 year 
1 year - 3 years 

3 years - 6 years 
More than 6 years 

NR 

20 
14 
7 
5 

NN 
23 
34 
48 
43 

Total 

Total 
43 
48 
55 
48 
194 

Based on the categorization of the WPBC instances in the four intervals depicted 
in Table 2, the SVM algorithm has been applied for the corresponding two-class 
classification problem of each time interval. The training set and test set originated 
from the WPBC instances, while the attributes used were the ones depicted in Table 
1, together with the "tumour size" and "lymph node status" features found only in 
the WPBC dataset. Several kernel functions were tried in order to find the least 
complex function that results in low number of support vectors comparing to the 
training set and exhibits satisfactory performance in data classification. The top 
results are depicted in Table 3. The Gaussian Radial Base function (RBF) with 
sigma=l exhibits the best performance with accuracy varying from 96.91% to 
94.84% for the four time intervals. The SVM algorithm was implemented in Matlab 
using a Pentium PC at 2.6GHz with 512 MB RAM. The execution time for 
calculating the support vectors using the Gaussian RBF with sigma=l as a kernel 
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ftinction was approximately 12 seconds, while for the rest of the cases with different 
kernel functions varied for 11 to 14 seconds. 

Apart from the accuracy indices presented in Table 3, the performance of a 
binary classifier can be further evaluated using the sensitivity and specificity indices. 
Assuming that if an instance belongs to the time interval it is classified positive, 
otherwise it is classified negative, the sensitivity and specificity indices can be 
defined as follows: 

Sensitivity=TP/(TP+FN) (3) 
Specificity=TN/(TN+FP) (4) 

where: 
TP (TN) =Number of True Positive (True Negative) classified instances; i.e. 

instances that the learning machine classifies correctly 
FP (FN) =Number of False Positive (False Negative) classified instances; i.e. the 

learning machine labels the instance as positive (negative) while it is negative 
(positive) 

Table 3: Results of the SVM algorithm using altemative kernel functions for the classification 
of WPBC cases in each time interval 

Q 

G 

NoofSVs 
Errors 
Accuracy (%) 

NoofSVs 
Errors 
Accuracy (%) 

NoofSVs 
Errors 
Accuracy (%) 

NoofSVs 
Errors 
Accuracy (%) 

Kernel functions | 
Polynomial 

P=2 
74 
152 

21.65 
77 
46 

76.29 

192 
55 

71.65 

177 
143 

26.29 

p=3 
91 
42 

78.35 

106 
46 

76.29 

97 
55 

71.65 
78 
51 

73.71 

Gaussian RBF | 
0=1 

104 
JO 

94.84 

122 
9 

95.36 

108 
6 

96.91 

100 
9 

95.36 

0=2 

93 
27 

86.08 

103 
20 

89.69 
99 
31 

84.02 

93 
19 

90.21 

o=3 1 
104 
39 

79.90 
112 

31 
84.02 

109 
43 

77.84 

95 
33 

82.99 1 

These indices have been calculated for the SVM learning machine using the 
Gaussian RBF with a=l (sigma=l) and the corresponding results are presented in 
Table 4. The presented performance indices have been also calculated for the various 
kernel functions examined in Table 3 and the corresponding results for the kernel 
functions with the top performance are presented in Figures 3 and 4. In these figures, 
the specificity and sensitivity indices for the Gaussian RBF (sigma=l) are higher 
comparing to other kernel functions in all cases of classification in the four time 
intervals. This fact together with the high total accuracy depicted in Table 3 indicate 
the proposed SVM learning algorithm with the Gaussian RBF (sigma =1) kernel 
function as a superior binary classifier of the WPBC instances in the selected time 
intervals of recurrence or the DFS time. 
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Gaussian RBF Gaussian RBF Gaussian RBF 
sigma=1 sigma=2 sigma=3 

Kernel Functions 

Fig. 3: Sensitivity indices for the SVM learning machine using alternative kernel functions for 
the classification according to the recurrence or the disease-free time survival (DFS) time. 

Table 4: Sensitivity and specificity indexes for the SVM algorithm implementation using the 
Gaussian radial base function v̂ ith a=l as kernel function 

Positive 
1 Negative 

True Positive Classified 
True Negative Classified 
False Positive Classified 

1 False Negative Classified 

SENSITIVITY (%) 
1 SPECIFICITY (%) 

Time Intervals | 
CI 

43 
151 

42 
142 

9 
1 

97.67 
94.04 

C2 

48 
146 

46 
139 

7 
2 

95.83 
95.21 

C3 

55 
139 
52 

136 
3 
3 

94.55 
97.84 

C4 1 
48 

146 

46 
139 

7 
2 

95.83 
95.21 1 

4.2. Automated Diagnosis of Breast Cancer Based on the WDBC Patient Data 

Furthermore, the SVM algorithm has been implemented for the successful automated 
diagnosis of benign vs. malignant melanoma instances in the case of the WDBC 
patient data. The training set was constructed by randomly selecting 350 cases out of 
the WDBC instances, while the complete dataset was used for test set. In this way, 
the efficiency of the SVM algorithm has been examined using data that have not 
been used in the train set. Several kernel functions were tried in order to find the 
least complex function that results in low number of support vectors comparing to 
the training set and exhibit satisfactory performance in data classification. The best 
results are presented in Table 5. The Gaussian RBF with a=0.6 exhibits the best 
performance with accuracy approximately 90%. Accordingly, the SVM algorithm 
for the WDBC case was also implemented in Matlab using a Pentium PC at 2.6GHz 
with 512 MB RAM. The execution time for calculating the support vectors based on 
the kernel functions of varied from 70 to 74 seconds. 
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Fig 4: Specificity indices for the SVM learning machine using alternative kernel functions for 
the classification according to the recurrence or the disease-free time survival (DFS) time. 

Table 5: Results of the SVM algorithm for the diagnosis of benign / malignant melanoma for 
the WDBC cases 

1 Kernel functions 
Gaussian RBF (a=3) 
Gaussian RBF (CF=2) 

Gaussian RBF (cF=l) 
Gaussian RBF (cy=0.8) 
Gaussian RBF {a=-0.6) 

NoofSVs 
45 
42 
48 
54 
67 

Errors 
112 
109 
83 

73 
61 

Accuracy (%) | 
80.32% 
80.84% 
85.41% 

87.17% 
89.28% 1 

The sensitivity and specificity indices, as they have been defined in Eq 12 and 
13, have been calculated for all kernel functions presented in Table 5 and the 
corresponding results are presented in Figure 5, together v^ith the accuracy of each 
kernel function. 

95% 

9 0 % 

85% 

8 0 % 

75% 

7 0 % 

Dsensitivity 
^specificity 

gfflffifi 
Gaussian RBF Gaussian RBF Gaussian RBF Gaussian RBF Gaussian RBF 

sigma=3 sigma=2 sigma=1 sigma=0.8 sigma=0.6 
Kernel Functions 

Fig. 5: Sensitivity, specificity and accuracy for the top performance kernel functions in the 
SVM learning machine for diagnosis of the WDBC instances 
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5. Conclusions 

This paper focuses on the implementation of the SVM algorithm for the 
diagnosis and prognosis of breast cancer. Firstly, the methodology was implemented 
for the prognosis problem based on Wisconsin Prognostic Breast Cancer datasets. 
The SVM algorithm performed excellently, exhibiting high values of accuracy 
(96.91%), specificity and sensitivity indices. Similarly, automated diagnosis using 
SVM was implemented for the Wisconsin Diagnostic Breast Cancer datasets and the 
accuracy was approximately 90%, while sensitivity and specificity indices were also 
satisfactory. 

References 

1. Burke H. B., Goodman P.H., et al, Artificial neural networks improve the accuracy of 
cancer survival prediction, Cancer, Vol. 79, pp. 857-862,1997. 

2. Choong P.L, deSilva C.J.S et al. Entropy maximization networks, An appHcation to 
breast cancer prognosis, IEEE Transactions on Neural Networks, 1996, 7(3):568-577. 

3. Mangasarian et al, "Breast cancer diagnosis and prognosis via linear programming". 
Operations Research, 43(4), pp. 570-577, July-August 1995. 

4. Street W. N., "A neural network model for prognostic prediction". Proceedings of 
theFifteenth hitemational Conference on Machine Learning, Madison, Wisconsin, Morgan 
Kaufmann, 1998. 

5. Burges C: A tutorial on support vector machines for pattern recognition 
[http://www.kemel-machines.org/]. 

6. Scholkopf B.: Statistical learning and kernel methods 
[http://research.Microsoft.com/~bsc]. 

7. Campbell C: Kemel methods: a survey of current techniques, [http://www.kemel-
machines.org/]. 

8. Maglogiannis I. G., Zafiropoulos E. P. Characterization of digital medical images utilizing 
support vector machines, BMC Medical Informatics and Decision Making 2004; 4:4. 

9. Wolberg W.H., Street W.N., Heisey D.M., and Mangasarian O.L., Computer-derived 
nuclear features distinguish malignant from benign breast cytology. Human Pathology, 
26:792-796,1995. 

10. Tourassi G.D,, Markey M.K., Lo J.Y., Floyd Jr. C.E., A neural network approach to breast 
cancer diagnosis as a constraint satisfaction problem, Med. Phys. Vol.28, pp. 804-811, 
2001. 

11. Wolberg W.H., Street W.N,, Heisey D.M,, and Mangasarian O.L., Computer-derived 
nuclear features distinguish malignant from benign breast cytology. Human Pathology, 
26:792-796,1995. 

12. Wolberg W.H., Street W.N., and Mangasarian O.L., Machine learning techniques to 
diagnose breast cancer from fine-needle aspirates. Cancer Letters 77 (1994) 163-171. 

13. Wolberg W.H., Street W.N., and Mangasarian O.L., Image analysis and machine learning 
applied to breast cancer diagnosis and prognosis, Analytical and Quantitative Cytology 
and Histology, Vol. 17, No. 2, pages 77-87, April 1995. 

14. Hoya T. and Chambers J. A., "Heuristic pattem correction scheme using adaptively 
trained generalized regression neural networks", IEEE Trans. Neural Networks, vol.12, 
no.l, pp. 91-100,2001. 

15. Kaban A., Girolami M., Initialized and guided EM-clustering of sparse binary data with 
application to text based documents, 15th Intemational Conference on Pattem 
Recognition, Vol.2 pp.744-747, Sept. 2000. 



Source Code Author Identification Based on 
N-gram Author Profiles 

Georgia Frantzeskou, Efstathios Stamatatos, Stefanos Gritzalis, 
Sokratis Katsikas 

Laboratory of Information and Communication Systems Security 
Department of Information and Communication Systems Engineering 

University of the Aegean, Karlovasi, Samos, 83200, Greece 
{gfran, stamatatos, sgritz, ska)@aegean.gr 

Abstract. Source code author identification deals with the task of identifying 
the most Hkely author of a computer program, given a set of predefined author 
candidates. This is usually .based on the analysis of other program samples of 
undisputed authorship by the same programmer. There are several cases where 
the application of such a method could be of a major benefit, such as 
authorship disputes, proof of authorship in court, tracing the source of code 
left in the system after a cyber attack, etc. We present a new approach, called 
the SCAP (Source Code Author Profiles) approach, based on byte-level n-
gram profiles in order to represent a source code author's style. Experiments 
on data sets of different programming language (Java or C++) and varying 
difficulty (6 to 30 candidate authors) demonstrate the effectiveness of the 
proposed approach. A comparison with a previous source code authorship 
identification study based on more complicated information shows that the 
SCAP approach is language independent and that n-gram author profiles are 
better able to capture the idiosyncrasies of the source code authors. Moreover 
the SCAP approach is able to deal surprisingly well with cases where only a 
limited amount of very short programs per programmer is available for 
training. It is also demonstrated that the effectiveness of the proposed model is 
not affected by the absence of comments in the source code, a condition 
usually met in cyber-crime cases. 

1 Introduction 

Nowadays, in a v^ide variety of cases it is important to identify the author of a 
(usually limited) piece of code. Such situations include authorship disputes, proof of 
authorship in court, cyber attacks in the form of viruses, trojan horses, logic bombs, 
fraud, and credit card cloning etc. Although source code is much more formal and 
restrictive than spoken or written languages, there is still a large degree of flexibility 
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when writing a program [6]. Source code author identification is much harder than 
natural language authorship attribution or writer identification (of handwriting) or 
even speaker recognition. The traditional methodology that has been followed in this 
area of research is divided into two main steps ([5, 7, 1]). The first step is the 
extraction of software metrics representing the author's style and the second step is 
using these metrics to develop models that are capable of discriminating between 
several authors, using a classification algorithm. 

However, there are some disadvantages in this traditional approach. The first is 
that software metrics used are programming language dependant. For example 
metrics used in Java cannot be used in C or Pascal. The second is that metrics 
selection is not a trivial process and usually involves setting thresholds to eliminate 
those metrics that contribute little to the classification model. As a result, the focus in 
a lot of the previous research efforts, such as [1] and [5] was into the metrics 
selection process rather than into improving the effectiveness and the efficiency of 
the proposed models. 

In this paper we present an approach to source code author identification we call 
the SCAP (Source Code Author Profiles) approach, which is an extension of a 
method that has been applied to natural language text authorship identification [3]. hi 
the SCAP method, b3^e-level n-grams are utilised together with author profiles. We 
propose a new simplified profile and a less complicated similarity measure that 
proved to be quite effective even in cases where only limited training set is available 
for each author. Our methodology is programming language independent since it is 
based on low-level information and has been tested to data sets from two different 
programming languages Java and C++. Special attention is paid to the evaluation 
methodology. Disjoint training and test sets of equal size were used in all the 
experiments in order to ensure the reliability of the presented results. Moreover, the 
significance of the comments in the source code is examined. It is demonstrated that 
the effectiveness of the SCAP model is not affected by the absence of comments, a 
condition usually met in cyber-crime cases. 

The rest of this paper is organized as follows. Section 2 describes our approach 
and section 3 includes the source code author identification experiments. Finally, 
section 4 contains conclusions and future work. 

2 The SCAP Approach 

In this paper, we present the SCAP (Source Code Author Profiles) approach, which 
is an extension of a method that has been successfully applied to text authorship 
identification [3]. It is based on byte level n-grams and the utilization of a similarity 
measure used to classify a program to an author. Therefore, this method does not use 
any language-dependent information. 

An n-gram is an n-contiguous sequence and can be defined on the b3^e, 
character, or word level. Byte, character and word n-grams have been used in a 
variety of applications such as text authorship attribution, speech recognition, 
language modelling, context sensitive spelling correction, optical character 
recognition etc. In our approach, the Perl package Text::N-grams [4] has been used 
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to produce n-gram tables for each file or set of files that is required. The n-gram table 
contains the n-grams found in a source code file and their corresponding frequency 
of occurrence. 

The algorithm used, computes n-gram based profiles that represent each of the 
author category. First, for each author the available training source code samples are 
concatenated to form a big file. Then, the set of the L most frequent n-grams of this 
file is extracted. The profile of an author is, then, the ordered set of pairs {(xi; fi). 
(x2; f2),...,(xL; fO} of the L most frequent n-grams Xj and their normalized 
frequencies fi. Similarly, a profile is constructed for each test case (a simple source 
code file). In order to classify a test case in to an author, the profile of the test file is 
compared with the profiles of all the candidate authors based on a similarity 
measure. The most likely author corresponds to the least dissimilar profile (in 
essence, a nearest-neighbour classification model). 

The original similarity measure (i.e. dissimilarity more precisely) used by Keselj 
[3] in text authorship attribution is a form of relative distance: 

.2 
f r.. . r . r . y f^.r.r^.. r..^..^' 

n^ profile 

fl{n)-fl{n) 
f\{n)+f2{n) 

V 2 
/l(«)+/2(«) " Z J 

ne profile 

2(fl(n)-f2in)) 

f\{n) + /2(«) 
(1) 

where fi(n) and f2(n) are the normalized frequencies of an n-gram n in the author and 
the program profile, respectively, or 0 if the n-gram does not exist in the profile. A 
program is classified to the author, whose profile has the minimal distance from the 
program profile, using this measure. Hereafter, this distance measure will be called 
Relative Distance (RD). 

One of the inherent advantages of this approach is that it is language independent 
since it is based on low-level information. As a result, it can be applied with no 
additional cost to data sets where programs are written in C++, Java, perl etc. 
Moreover, it does not require multiple training examples from each author, since it is 
based on one profile per author. The more source code programs available for each 
author, the more reliable the author profile. On the other hand, this similarity 
measure is not suitable for cases where only a limited training set is available for 
each author. In that case, for low values of n, the possible profile length for some 
authors is also limited, and as a consequence, these authors have an advantage over 
the others. Note that this is especially the case in many source code author 
identification problems, where only a few short source code samples are available for 
each author. 

In order to handle this situation, we introduce the SCAP approach. It includes a 
new similarity measure that does not use the normalized frequencies fi of the 
n-grams. Hence the profile we propose is a Simplified Profile (SP) and is the set of 
the L most frequent n-grams {xi, X2,..., XL}. If SPA and SPp are the Author and 
Program Simplified Profiles, respectively, then the similarity distance is given by the 
size of the intersection of the two profiles: 

\SP^r^SPp\ (2) 
where |X| is the size of X. In other words, the similarity measure we propose is the 
amount of common n-grams in the profiles of the test case and the author. The 
program is classified to the author with whom we achieved the biggest size of 
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intersection. Hereafter, this similarity measure will be called Simplified Profile 
Intersection (SPI). We have developed a number of perl scripts in order to create the 
sets of n-gram tables for the different values of n (i.e., n-gram length), L (i.e., profile 
length) and for the classification of the program file to the author with the smallest 
distance. 

Table 1. The data sets used in this study. Program sample length is expressed by means of 
Lines Of Code (LOG) 

MacDonellC++ OSJaval NoComJava OnlyComJava 0SJava2 
No Authors 6 
Min-Max 
Samples per 5-114 
Author 
Total Samples 268 
Training Set 
Samples 
Testing Set 
Samples 
Size of 
smallest 
sample ( LOG) 
Size of biggest ^^^^ 
sample ( LOG) 
Mean LOG in 
Training Set 
Mean LOG in 
Test Set 
Mean 
LOG/sample 

134 

133 

19 

206.4 

213 

210 

8 

4-29 

107 

56 

51 

23 

760 

155.48 

134.17 

145 

8 

4-29 

107 

56 

51 

10 

639 

122.28 

95.92 

109.1 

6 

9-25 

92 

46 

43 

6 

332 

64.58 

56.48 

60.53 

30 

4-29 

333 

170 

163 

20 

980 

170.84 

173.03 

172 

3 Experiments 

3.1 Comparison with a previous method 

Our purpose during this phase was to check that the presented approach works at 
least equally well as the previous methodologies for source code author 
identification. For this reason, we run this experiment with a data set that has been 
initially used by Mac Donell [7] for evaluating a system for automatic discrimination 
of source code author based on more complicated, programming language-dependent 
measures. All the source code samples were written in C++. The source code for 
programmers one, two, and three were from programming books and programmers 
four, five, and six were experienced commercial programmers. Detailed information 
for the C++ data set is given in Table 1. The best reported result by Mac Donell [7] 
on the test set was 88% using the case-based reasoning (that is, a memory-based 
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learning) algorithm. Table 2 includes the classification accuracy results for various 
combinations of n (n-gram size) and L (profile size). In most cases, classification 
accuracy reaches 100%, much better than the best reported ([7]) accuracy for this 
data set (88% on the test set). This proves that the presented methodology can cope 
effectively with the source code author identification problem based on low-level 
information. 

More importantly, RX) performs much worse than SPI in all cases where at least 
one author profile is shorter than L. This occurs because the RD similarity measure 
(1) is affected by the size of the author profile. When the size of an author profile is 
lower than L, some programs are wrongly classified to that author. In summary, we 
can conclude that the RD similarity measure is not as accurate for those n, L 
combinations where L exceeds the size of even one author profile in the dataset. In 
all cases, the accuracy using the SPI similarity measure is better than (or equal to) 
that of RX). This indicates that this new and simpler similarity measure included in 
SCAP approach is not affected by cases where L is greater than the smaller author 
profile. 

Table 2. Classification accuracy (%) on the MacDonellC++ data set for different values of 
n-gram size and profile size using RD and SPI similarity measures 

Pro 

file 

Size 

1000 

1500 

2000 

2500 

3000 

RD 

100 

100 

98 

99 

56 

3 

SPI 

100 

100 

100 

100 

100 

RD 

100 

100 

100 

100 

100 

4 

SPI 

100 

100 

100 

100 

100 

RD 

100 

100 

100 

100 

100 

n-gram Size 

5 

SPI 

100 

100 

100 

100 

100 

RD 

100 

100 

100 

100 

100 

6 

SPI 

100 

100 

100 

100 

100 

RD 

100 

99 

100 

100 

100 

7 

SPI 

100 

99 

100 

100 

100 

RD 

99 

99 

100 

100 

100 

8 

SPI 

99 

100 

100 

100 

100 

Table 3. Classification accuracy (%) on the OSJaval data set 

Pro 

file 

Size 

1500 

2000 

RD 

88 

35 

3 

SPI 

100 

100 

RD 

100 

80 

4 

SPI 

100 

100 

RD 

100 

100 

n-gram Size 

5 

SPI 

100 

100 

RD 

100 

100 

6 

SPI 

100 

100 

RD 

100 

100 

7 

SPI 

100 

100 

RD 

100 

100 

8 

SPI 

100 

100 

Table 4. Classification 

Pro 

file 

Size RD 

500 94 

1500 35 

2000 33 

3 

SPI 

94 

98 

92 

I accuracy (%) 

RD 

94 

47 

14 

4 

SPI 

94 

90 

98 

on the NoComJava set 

RD 

94 

80 

20 

n-gram Size 

5 

SPI 

94 

98 

100 

RD 

94 

96 

31 

6 

SPI 

94 

98 

100 

RD 

92 

98 

61 

7 

SPI 

94 

98 

100 

RD 

92 

98 

78 

8 

SPI 

92 

98 

100 
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Table 5. C Classification accuracy (%) on the OnlyComJava data set 

Pro 
file 
Size 

1500 
2000 

RD 

98 
23 

3 
SPI 

98 

91 

RD 

98 
98 

4 
SPI 
98 

100 

RD 

98 
98 

n-gram Size 
5 

SPI 

100 
100 

RD 

95 
95 

6 
SPI 

95 
100 

RD 

95 
95 

7 
SPI 

95 
98 

RD 

95 
95 

8 
SPI 

98 
98 

3.2 The role of comments 

The experiments described in this section are based on a data set of open source 
programs written in Java. In more detail, source code samples by 8 different authors 
were downloaded from freshmeat.net. The amount of programs per programmer is 
highly unbalanced, ranging from 4 to 30 programs per author. The source code 
sample size was between 23-760 lines of code. In many cases, source code samples 
by the same programmer have common comment lines at the beginning of the 
program. Such comment lines were manually removed since they could (positively) 
influence the classification accuracy. The total number of programs was 107 and 
they were split into equally-sized training and test sets. Hereafter, this data set will 
be called OS-Java 1. 

This data set provides a more realistic case of source code author identification 
than student programs that have been used in similar studies ([2], [5]). Open source 
code is similar to commercial programs which usually have comments and they are 
usually well structured. Most of the open source programs are longer than the 
student programs. More importantly, this data set enables us to examine the role 
comments play in the classification model. We have decided to perform three 
different experiments on this data set. For this reason, we first filtered out any 
comments from the OS Java 1 data set, resulting a new data set (hereafter, called 
NoComJava). Then, another data set was constructed using only the comments from 
each source code sample (hereafter, called OnlyComJava). Note that in the latter 
case, the resulting data set includes fewer programs than the original because any 
source code files with no comments were removed. The OnlyComJava data set 
includes samples by 6 different authors with 9 - 2 5 files per author. Detailed 
information for OSJaval, NoComJava, and OnlyComJava data sets is shown in 
Table 1. 

The application of the proposed methodology to the OSJaval, NoComJava, and 
OnlyComJava data sets is described in Tables 3, 4, and 5, respectively. Notice that 
two different profile sizes are indicated (1500 and 2000) since they provide the best 
results (as has been demonstrated in previous study [2]). The classification results for 
the OSJaval data set are perfect for any n-gram size and similarity measure. This is 
mainly because the source code samples of this data set are relatively long. 
Moreover, for many candidate authors there is a sufficient amount of training 
samples. Interestingly, the accuracy remains at the top level when removing the 
comment lines of these samples (NoComJava data set). However, this stands only for 
the SPI similarity measure. RD fails to retain such performance in most cases. In 
more detail, for L=500, RD and SPI have (almost) identical performance. When L 
increases to 1500, the accuracy of RD drops for low values of n (n<6). When L 
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increases to 2000, the accuracy of RD drops for all values of n. This happens because 
at least one author has author profile shorter than the predefined value of L. RD is 
not able to handle effectively such cases. Note that the accuracy of SPI increases 
with L. This is a strong indication that the proposed SPI similarity measure better 
suits the source code author identification problem. On the other hand, when 
examining only the comments of each source code sample (OnlyComJava dataset), 
the RD similarity measure is more competitive, which indicates that it better suits 
natural language. 

Table 6. Classification accuracy (%) on the 0SJava2 data set 

Pro 
file 

Size 

1000 

1500 

2000 

2500 

3000 

RD 

93 

92 

31 

13 

14 

3 
SPI 

93 

92 

92 

93 

89 

RD 

93 

94 

72 

37 

13 

4 
SPI 

94 

94 

94 

94 

94 

RD 

95 

95 

95 

54 

24 

n-gram Size 

5 
SPI 

95 

95 

95 

95 

95 

RD 

94 

96 

95 

79 

38 

6 
SPI 

94 

96 

94 

94 

95 

RD 

96 

96 

95 

94 

58 

7 
SPI 

95 

97 

96 

94 

95 

RD 

94 

95 

96 

95 

75 

8 
SPI 

94 

95 

96 

95 

95 

Again, the best results are obtained using the SPI measure. Probably, this is 
explained by the extremely short samples that constitute the OnlyComJava data set. 

3.3 Dealing with many authors 

The previous experiments have shown that our approach is quite reliable is quite 
reliable when dealing with a limited number of candidate authors (6 to 8). In this 
section we present an experiment that demonstrates the effectiveness of the proposed 
method when dealing with dozens of candidate authors. For that purpose a data set 
was created by downloading open-source code samples by 30 different authors from 
freshmeat.net. Hereafter, this data set will be called 0SJava2. Details on this data set 
can be found in Table 1. Note that the available texts per author ranges from 4 to 29. 
Moreover, in average the samples of this data set are longer in comparison to the 
OSJaval. This data set includes programs on the same application domain written 
by different authors. In addition the samples of many authors are written over a long 
time period and therefore there might be programming style changes of certain 
authors. 

The samples were split into equally-sized training and test set. Note that the 
training set was highly unbalanced (as OSJaval). The best accuracy result was 
96.9% and has been achieved using the SPI similarity measure as can be seen in 
Table 6. Again, RD fails to deal with cases where at least one author profile is 
shorter than L. In most cases, accuracy exceeds 95%, using the SPI similarity 
measure indicating that the SCAP approach can reliably identify the author of a 
source code sample even when there are multiple candidate authors. The best result 
corresponds to profile size of 1500. 
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4 Conclusions 

In this paper, the SCAP approach to source code authorship analysis has been 
presented. It is based on byte-level n-gram profiles, a technique successfully applied 
to natural language author identification problems. This method was applied to data 
sets of varying difficulty demonstrating surprising effectiveness. The SCAP 
approach includes a new simplified profile and a less-complicated similarity measure 
that better suit the characteristics of the source code authorship analysis problem. In 
particular the SCAP approach can deal with cases where very limited training data 
per author is available (especially, when at least one author profile is shorter than the 
predefined profile size) or there are multiple candidate authors, conditions usually 
met in source code authorship analysis problems (e.g. source code authorship 
disputes, etc.) with no significant compromise in performance. 

More significantly, the role of comments in the source code is examined. The 
SCAP method can reliably identify the most likely author when there are no 
comments in the available source code samples, a condition usually met in cyber-
attacks. However, it is demonstrated that the comments provide quite useful 
information and can significantly assist the classification model to achieve quasi-
perfect results. Actually, the comments alone can be used to identify the most likely 
author in open-source code samples where there are detailed comments in each 
program sample. 

A useful direction for further work would be the discrimination of different 
programming styles in collaborative projects. In addition, cases where all the 
available source code programs are dealing with the same task should be tested. 
Finally, the visualization of the stylistic properties of each author could be of major 
benefit in order to explain the differences between candidate source code authors. 
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Abstract. Agent-building tools have an important role in popularizing and 
application of agent technology. This paper describes a new agent-
programming tool AJA. AJA consists of two programming languages: HADL 
for defining of higher-level agent constructs and Java+ for low-level 
programming of these constructs. Among other interesting features AJA 
presents an original approach of incorporating artificial neural nets, into a 
programming language. 

1 Introduction 

Agent programs are usually relatively complex ones. To design and implement 
agents fi'om scratch, especially the ones in a multi-agent system, is a time-consuming 
proc-ess. Beside the implementation issues, e.g. network communication among 
agents, there are many design and higher-level problems to be solved. 

One way to facilitate agent transition from research laboratories to mainstream 
programming is to build and provide agent-oriented programming tools such as 
agent-oriented programming languages, agent-oriented integrated development 
environ-ments, (IDEs) and agent-oriented design tools. 

This paper presents AJA - a tool for programming of multi-agent systems based 
on adaptable Java agents (AJA). Using an original approach, AJA combines Java 
with higher-level agent-constructs and with Al-components and thus provides an 
effective environment for the programming of multi-agent systems. 

Please use the following format when citing this chapter: 
Badjonski, Mihal, Ivanovic, Mirjana, Budimac, Zoran, 2006, in IFIP Intemational Federation for 
Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. 
Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 516-523 
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2 AJA features 

The design of AJA is based upon the positive and negative experience obtained in 
de-signing and implementing the agent-oriented language LASS ([1], [2], [3], [4]) as 
v^ell as upon the analyses of the existing agent building tools and environments. AJA 
tool is based on the following ideas. 

Agent-Programming Language is used together with Java - a few agent-oriented 
languages have been created so far, mainly as the results of agent-research projects. 
The purpose of these languages, such as AGENTO, PLACA, Concurrent MetateM, 
AgentSpeak, is to introduce a new programming paradigm, to show new agent-
oriented programming concepts and language constructs. However, these languages 
are not well suited for the commercial projects, because they miss the conventional 
features, such as database programming support, GUI programming support, etc. 

The goal of our work was to create an agent-development tool that can be used in 
the implementation of the enterprise-scaled real-world multi-agent systems. In other 
words, the tool introduces new language, but at the same time it should be powerful 
enough to support all standard features (e.g. database access, windows-based GUI, 
etc.) that can be found in popular programming languages, such as Java. 

The existing programming languages, first of all Java, already support many fea
tures: database programming, network programming, security, multimedia, etc. It 
would make no sense to implement everything again in an agent-oriented language. 
Instead, two languages can be used together: an agent-programming language to 
spec-ify high-level agent parts and Java can be used to implement these components. 

2.1 AJA Agent Architecture 

AJA agents can be classified as: software, static, middle-sized and big-sized agents, 
agents that can learn agents with hybrid architecture, and agents for both cooperative 
and competitive systems. An AJA agent consists of the following parts: 
• Beliefs - primitive values, data structures, and the values generated by AI 

compo-nents. 
• Actions - blocks of code that can be seen as atomic agent actions. AJA provides 

the synchronization mechanism for the parallel actions execution. 
• Reflexes - condition-action(s) pairs. Reflex is a reactive component. 
• Negotiations - represent the inter-agent communication as automaton. There are 

three types of negotiations in AJA: requesting negotiation - used when agent 
initi-ates the communication; responding negotiation - used when agent 
responses to the request; WWW negotiation - used for user-agent 
communication via Internet. 

• Initialization part - actions that execute after agent has been activated. 
Two languages are used for the programming of AJA agents: 

• HADL (Higher Agent Definition Language) - provides constructs for the higher-
level declaration of agent beliefs, actions, negotiations, reflexes, and 
initialization. 

• Java+ - is used for the implementation of higher-level agent parts defined in 
HADL. Java+ extends Java with the constructs for accessing agent beliefs, 
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actions, negotiations, reflexes, and GUI. Java+ makes the agent integration with 
the legacy Java software straightforward. 
Agent program written in HADL and Java+ is translated into Java. 

2.1.1 Beliefs 
Beliefs of an AJA agent represent the information it has about the world. Beliefs de
fine agent's internal state. There are three types of beliefs in AJA: Java values (both 
primitive and compound); Adaptable parameters; Dependant values. 

Java Values - resembles global variables in traditional programming languages. 
They store primitive or compound values. 

Adaptable Parameters - An agent program usually contains constants whose 
optimal values are not known in advance, because they depend on user preferences 
or some other unpredictable values. One possibility is to use adaptable parameters 
(real num-bers) instead of constants. Adaptable parameter adjusts its value at run
time according to the feedback received. Adaptable parameter in AJA has two 
optional attributes: lower bound, upper bound. The Listing 2. shows an example of 
adaptable parameter declaration. 

Listing 1. 

BELIEFS 

eventAler tTime : ADAPTABLE LBOUND « 0 » = « 15 » ; 

Dependant Values - are implemented using artificial neural network (ANN). A 
pro-grammer uses dependant values in AJA program without the need to understand 
how exactly an ANN learns and computes the output value from its input values. The 
de-pendant values (i.e. ANNs) can be, with no doubt, very useful in programming of 
in-telligent agents. Dependant values are declared as shown in the Listing 3. 

Listing 2. 

BELIEFS 

c o n s u l t a t i o n D u r a t i o n : 
DEPENDS_ON 

numOfStudents MIN « 1 » MAX « 30 » , 
daysBefore MIN « 0 » MAX « 50 » 
MIN_VAL « 1 » MAX_VAL « 240 » 
EXAMPLES_FILE "nnsamples.txt" 
HIDDEN_LAYERS 5; 

There are two input values for this dependant belief: 
- numOfStudents with the lower bound 1 and the upper bound 30, 
- daysBefore with the lower bound 0 and the upper bound 50. 

The minimal output value is 1 and the maximal is 240. The examples for the ANN are in the 
file nnsamples.txt. The ANN has one hidden layer with five nodes. 
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2.1.2 Actions 
An AJA action consists of a block of Java+ code, return value type, and parameters. 
In the declaration of AJA action it can also be specified which actions are not com
patible with the action being declared. The AJA run-time system blocks the action 
execution until any of the incompatible actions is executed. In the Listing 4. declara
tions of an AJA action are given. 

Listing 3. 

ACTION void even tAle r tAc t ( ) 
« A l e r t D i a l o g ad = 

new AlertDialog($AG_JFRAME, $GET_BEL(engToAlert)); 
ad.show 0 ; 
i f ( a d . e a r l i e r 0 ) {$AP_HIGHER(eventAlertTime); } 
e l s e i f (ad. laterO){$AP_LOWER(eventAlertTime);} » 

The action eventAlertAct does pop-ups a dialog window that alerts user about the in
coming engagement. The class AlertDialog extends javax. swing. JDialog. 
$AG_JFRAME is the reference of the agent window (subclass of 
javax.swing.JFrame). If user gives negative reinforcement regarding the event 
alerting time, then the corresponding adaptable parameter will receive it. The action 
eventAlertAct has no incompatible ac-tions. 

AJA action can be started explicitly using one of the three Java+ constructs. 
Further-more, an AJA action can also be started as a result of reflex triggering. 

2.1.3 Reflexes 
The first part of AJA reflex is activation condition, whose value determines whether 
the second part of the reflex should be executed or not. Reflex activation condition is 
checked periodically. Each reflex executes in separate thread. If there are more than 
one reflexes being executed at the same time, then they execute concurrently in 
paral-lel threads of execution. There is only one Java+ construct used with reflexes. 

2.1.4 Negotiations 
Requesting and responding negotiations are the construct an agent uses in order 

to communicate with other agents. Agent initiates the communication with a 
requesting negotiation. In the opposite situation, when other agent has initiated the 
communica-tion, the agent uses a responding negotiation to respond. There can be 
more than one instances of the same negotiation executed at the same time. Both 
types of negotia-tions are represented as automata and usually consist of several 
message sending and message receiving between two agents or among more agents. 
Each message contains a speech act string and optionally an array of serializable 
Java objects. Due to the dif-ferent ways the requesting and the responding 
negotiations are started, they have slightly different syntax. Each requesting 
negotiation consists of its name, return type, parameters, initialization part, and 
negotiation states. The first state in the negotiation is always called START. The 
negotiation ends, when a final state (FINAL) is reached. 
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3 A PDA implemented in AJA 

Personal digital assistant (PDA) agent is a computer program aimed at performing 
simple and tasks on behalf of its user: handle e-mail of its user or it may monitor or 
fmd interesting newsgroups or web sites on the Internet and filter 'interesting' infor
mation [12]. A PDA may maintain the appointment schedule of its user and inde
pendently make or cancel appointments [12], [13]. A PDA communicates with other 
PDAs and performs some tasks that would otherwise have to be performed by the 
user. The implemented MAS using AJA tool consists of agents that act like personal 
digital assistants (PDAs). Each PDA belongs to one lecturer at University. The main 
purpose of a PDA agent is: 
• to maintain the timetable of its owner, 
• to alert the owner to the approaching engagements registered in the timetable 

such as appointments with colleagues and consultations with students, 
• to alert the owner when a colleague has a birthday, 
• to be helpful in creating new engagements ( where other colleagues participate), 
• to enable students to register themselves online for the consultations. 

The implemented MAS is fully scalable, hence the number of agents in the 
system is irrelevant for the system performance. For implementation of the PDA new 
concepts introduced in AJA (dependable values and adaptable parameters.) are used. 

3.1 Beliefs 

The AJA code defining PDA agent beliefs is given in Listing 7. 
timeXable - one instance of the class TimeTable stores and maintains all 

engage-ments, colleagues-data and available times of the agent owner. 
eventAlertXime - is an adaptable parameter and represents how many minutes 
before the next event should be the lecturer reminded. The value of this belief 
determines the alert time for engagements in the timetable. 
eventAlertXimeToBackup - belief has a boolean value. It is used in the activation 
condition of the reflex that stores the belief eventAlertXime into a file. engXoAlert 
- belief stores the first engagement to which the agent owner should be alerted. 
birthdaysXomorrowXoAlert and birthdaysXodayXoAlert - These two beliefs 
store the persons having birthdays tomorrow and today respectively. 
consultationDuration - this belief is a dependant value. It is used for the estimation 
of the expected duration of consultations with students. It was empiri-cally found 
out, that the duration of a consultation depends on the number of ap-pointed students 
and the time remaining to the next exams. The analytical function however is not 
available; hence a dependant value belief (i.e. a neural net) is used. 

The neural net nested in this belief has two input nodes. The first one represents 
the number of students appointed for the consultation (between one and thirty) and 
the second one specifies the number of days before the next exams (between zero 
and fifty). The value of the belief is the expected duration of the consultation in 
minutes. The examples for the supervised learning are stored in the file 
nnsamples.txt, which can be found in the current directory. The example file stores 
one example at a line. The first line in the file is: '1 24 8', meaning that if only one 
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student comes to the consultations, 24 days before the exams, the consultation 
duration is 8 minutes. 

Listing 4. 

BELIEFS 
//schedule of the lecturer's engagements 

timeTable : TimeTable; 
//how many minutes before the next event 
//the lecturer be reminded 

eventAlertTime : ADAPTABLE LBOUND « 0 » = « 15 » ; 
eventAlertTimeToBackup : boolean = << false » ; 

//used in backupEventAlertTimeReflex 
engToAlert : Engagement; // used in eventAlertReflex 
birthdaysTomorrowToAlert : Vector ; //used in 

birthdayAlertReflex 

birthdaysTodayToAlert : Vector ; //used in 
birthdayAlertReflex; 

//expected duration of the consultation with students 
consultationDuration : DEPENDS_ON 

numOfStudents MIN « 1 » MAX « 30 » , 
daysBefore MIN « 0 » MAX « 50 » 

MIN_VAL « 1 » MAX_VAL « 240 » 
EXAMPLES_FILE "nnsamples.txt" 
HIDDEN_LAYERS 5; 

//one hidden layer with five nodes 
consultationDurationToBackup : boolean = << false » ; 

//used in backupConsultationPurationReflex 

3.2 Actions 

The actions declaration part in the PDA agent program contains thirty-eight actions. 
The actions declared can be logically grouped into the following five groups: actions 
manipulating the timetable; actions alerting the user; actions performing backup of 
important beliefs; actions implementing GUI. 

Timetable Manipulation - The actions that modify the timeTable belief are 
rela-tively simple ones. For example the action removeOldEngagementsAct 
removes old entries from the timetable. 

Alerting the User - There are two actions that alert the user to the incoming 
events. The first one is the action event Alert Act, and the second alerting action is 
the action birthdayAlertAct. Backup - Theoretically, an AJA agent runs all the 
time. However, in praxis this is not the case, so, the important agent be-liefs have to 
be saved in the files periodically. When the agent starts, it should check if the backup 
files exist and to initialize its beliefs from the files if they are found. 

GUI - At last, but not at least, there are several actions implementing GUI 
communi-cation with the user. The action that implements the main menu is the 
action doGUIAct. 
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3.3 Reflexes 

A PDA agent in MAS has six reflexes divided into three groups: a) reflexes invoking 
the actions that alert the user about incoming events; b) reflexes invoking actions 
per-forming backup of important beliefs; c) reflexes maintaining the timetable. 

4 Related work 

AJA presents an original approach to integrating artificial intelligence technologies 
with a programming language. Our research was influenced by different sources dur
ing several last years. 

In AJA there are two programming levels. This concept of two languages is 
adopted from HOMAGE [14]. In HOMAGE the lower level is object oriented and it 
is used for the definition of objects in languages C++, Common Lisp and/or Java. 
Ob-jects defined at lower level are used in a higher, agent-oriented level. The higher 
pro-gramming level in AJA consists of the programming language HADL, which is 
used for the description of the main agent parts. The lower level Java+ consists of the 
pro-gramming language Java extended with the constructs for the accessing agent 
parts defined in HADL, like in HOMAGE. Because of the fact that Java+ language 
extends Java, it is possible to use all useful Java features in the implementation of 
AJA agents (e.g. JDBC for the database access). 

JACK [10], [11] is an agent-oriented development environment, which extends 
Java with new, agent-oriented constructs. In AJA, namely in Java+, Java is also ex
tended with the new language constructs. However, JACK and AJA have nothing 
more in common. 

The experience gained in the design and implementation of the Java package for 
agent programming LASSMachine [1] was very helpful in the creation of AJA. 

A negotiation construct in AJA corresponds to a conversation in COOL [4]. AJA 
ne-gotiation is also represented as automaton. In AJA however a state in automaton 
has slightly different semantic that it has in COOL. In AJA a state in the negotiation 
automaton is not strictly bound to message receiving and message sending like it is 
in COOL. AJA negotiation states are more flexible. They simply divide the 
negotiation into the logical parts that correspond to various states in the negotiation 
process. 

Subsumption architecture [6], [7], [8] gave surprisingly good results in 
robotics. It consists of hierarchically organized behaviors, which are the only 
components con-trolling the robot. AJA reflexes are similar to behaviors, but there 
are some important differences: a) AJA reflexes are triggered by boolean conditions; 
b) AJA agents have beliefs, which store their world models; c) AJA reflexes and 
AJA negotiations jointly control AJA agents. 

In papers [15] and [16] intelligent agents were seen as a vehicle for Al-related 
tech-nologies in the mainstream programming. It also was the inspiration for 
including AI components into the AJA tool: dependant values (i.e. neural networks), 
and adaptable parameters. 
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5 Conclusions 

The paper presented a tool for programming of multi-agent systems named AJA. 
AJA consists of two programming languages: HADL and Java+. Higher-level 
components of an agent are specified using HADL. The low-level implementation of 
HADL com-ponents is done using Java+. 

One of the most interesting and original features of AJA is the integration of arti
ficial intelligence techniques, such as artificial neural nets, with a programming lan
guage. Other advantages of AJA include: grouping of individual communicative acts 
into negotiations, proactive and/or reactive nature of AJA agents, secure inter-agent 
communication using SSL and digital signatures, accessibility via Internet, unre
stricted use of Java platform in AJA programs, etc. 
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Abstract. Software failure and software reliability are strongly related 
concepts. Introducing a model that would perform successful failure prediction 
could provide the means for achieving higher software reliability and quality. 
In this context, we have employed artificial neural networks and genetic 
algorithms to investigate whether software failure can be accurately modeled 
and forecasted based on empirical data of real systems. 

1 Introduction 

One of the major demands in Software Engineering is reliability. Non-reliable 
systems lead to dissatisfied customers and system users, extra human hours devoted 
on testing and difficulties through the maintenance phase. High reliability ensures 
that there is a small failure probability during the execution of a program [8] [9]. The 
term failure defines the inability of the program to respond to user requests correctly, 
that is, as prescribed in its requirements [9], caused by a programming error during 
the implementation or an ill-defmed user need during the analysis of the system. 
Measuring the occurrences of failures in a system provides a way to determine its 
reliability. These measurements reflect the system quality and can be used in 
decision-making and problem solving processes. Essentially, there are four ways to 
record failure occurrences [9]: 
• Time of failure 
• Time of interval between failures 
• Cumulative failures expressed up to a give time t 
• Failures experienced in a time interval At 

Software failure data is a reliability measurement but suffers many disadvantages 
mainly because of its dependence to the simulation environment and user 
knowledge. A system being tested in a controlled environment produces different 
failure data if tested under real use and there is always an issue for the ability of the 
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tester. People tend to use software differently and failure data recorded from expert 
users differ dramatically from failure data of naive users. This partially explains the 
difficulties in modeling the behavior of software failures. 

Having a model that predicts the occurrences of software failures may help 
software analysts and developers produce quality and reliable systems. Knowing a 
priori that a failure may occur in a specific time and monitoring thoroughly the 
problematic system at that moment increases the probability of successftil error 
discovery. One way to achieve this is to study the behavior of empirical failure 
occurrence data and investigate its predictability, building upon a previous research 
that investigated the nature of software failures using a non-parametric analysis [2]. 
The findings of that study were quite interesting as they support a random 
explanation of the behavior of empirical software failures, which resembles that of 
pink noise. We will attempt to question or support those findings by utilizing several 
forms of neural networks, including hybrid models (i.e. combined with genetic 
algorithms) trained with the same data series to investigate their predictability level. 

The rest of the paper is organized as follows: Section 2 provides an overview on 
neural networks and genetic algorithms, while section 3 describes the models 
proposed to produce the failure predictions. Finally, section 4 draws the concluding 
remarks. 

2 Theoretical Background 

2.1 Artificial Neural Networks 

Artificial neural networks are based on the model of the human brain neuron cells 
and try to mimic their fiinctions. The human brain contains billions of neuron cells 
connected to each other through synapses. The input signals of each cell are added in 
the body cell and the summation is provided to other cells through the axon. Based 
on this, an artificial neuron is a mathematical model, which tries to duplicate this 
function. The neuron input vector x is multiplied with the input weights vector w and 
an adder sums those products. The result is passed to an activation function (p and its 
output becomes the neuron's output. The mathematical representation of an artificial 
neuron is [6]: 

m 

7=1 

3^^=^(wJ (2) 
where x is the input vector of neuron k, Wk the weighs vector and Uk the dot product 
of those two. The neuron output y^ is defined as the result of the activation function (p 
given the dot product Uk. 

Combining several artificial neurons and organizing them into layers sets up an 
artificial neural network. By imitating the job of neuron cells the artificial neural 
networks inherit advantages such as generalization, input-output mapping fault 
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tolerance and adaptability. When the neuron outputs of a layer are provided as inputs 
to the neurons of the next layer, the neural networks are called fully connected. The 
outputs of the last layer are the network's outputs. The number of network inputs, the 
number of neurons per layer, their activation function and the number of layers 
define the network's architecture. The most popular network architecture is the Multi 
Layer Feed Forward Perceptrons [6]. Networks belonging in the category are 
composed of many layers, more than one and their neurons are fully connected with 
the neurons of the next layer. 

Another category of neural network architecture is the Recurrent Networks. 
Observations of the human brain show that the output of a neuron cell is often 
redirected as an input to the same cell [6]. This kind of loop is implemented in the 
model of the recurrent neuron. Using this type of neurons produces networks that can 
solve more difficult problems. Typical examples of recurrent networks are the Elman 
networks, the Hopfield networks and the Kalman Filtering [5]. 

In order to be able to solve a problem, neural networks have to go through a 
training phase. In most cases, this training is supervised meaning that the networks 
try to learn by applying changes to there synaptic weights according to the errors 
computed on their outputs. The errors are the differences of the network output for a 
specific input pattern from the actual values provided. There are many training 
algorithms that implement this process, the most popular being the back propagation 
algorithm [6] and its variations. After the training phase the network generalizes its 
knowledge; it can provide satisfactory responses to unknown input patterns. 

2.2 Genetic Algorithms 

Genetic algorithms are stochastic, probabilistic algorithms that model natural 
phenomena such as inheritance and Darwinian strife for survival [7]. They are used 
to search a space of possible solutions through a process of evolving and evaluating 
individuals representing solutions and selecting the best one. The evolution works by 
encoding the possible solutions in a chromosome-like format, usually bit strings of 
specific length. A population of these chromosomes is randomly initialized and an 
evaluating loop begins. A fitness function selects the individuals with the highest 
fitness values. The selected atoms are undergone genetic operators like crossover 
(mating two individuals by exchanging their parts at a random position) and 
mutation (flipping bits from 0 to 1 and vice versa), which alter their values and hence 
their fitness [7]. 

3 Empirical Findings 

This paper presents three attempts to find suitable neural networks for software 
failure occurrence predictions. The first one combines feed-forward neural networks 
trained with various algorithms and evolved by a genetic algorithm in terms of 
architecture. The second one utilizes recurrent networks and the third is a variation 
of the first one where the training data have been preprocessed. 
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3.1 Musa Dataset 

In the 70s J. Musa created a dataset of software failures while working for the Bell 
Telephone Laboratories. The purpose of this work was to verify the ability of SRGM 
to simulate the occurrences of failures. Sixteen systems where monitored, such as 
operation system, word processors and real time systems, creating datasets that 
provided information about system code, day of failure and time intervals between 
failures in seconds. Three of these datasets were used in this work to train neural 
networks: Project 5 with 831 samples, SSIB with 375 samples and SS3 with 278 
samples. 

Previous research in this field [8] [9] have shown that the nature of the software 
failure data is non-deterministic and random. As seen in fig. 1, time intervals may 
vary as execution proceeds and it's very difficult to locate a pattern in this series 
especially with the presence of spikes adding more complexity. Furthermore, R/S 
analysis performed by Andreou and Leonidou [1] concluded that the characteristics 
of software failure data in Musa's datasets are similar to that of pink noise. 

Projects Dataseries 

300 400 500 600 700 800 900 
Failures 

Fig. 1. Musa Dataset, Bell Laboratories, Project 5 interval between failures (seconds) 

3.2 Feed Forward Neural Networks and Genetic Algorithms 

The first attempt to locate an artificial neural network architecture that performs 
software failure data prediction was made using multi-layer feed-forward 
perceptrons that are trained with the Project 5, SSIB and SSI data series. For the 
investigation part of the experiment, a dedicated genetic algorithm was designed and 
implemented according to the theory of evolutionary algorithms [7]. 

Each chromosome of the genetic algorithm represents a feed-forward neural 
network. The genes of the chromosome include information about the number of 
inputs, the number of nodes per layer and the activation functions per layer. Limits 
were set to the number of inputs, sixteen per networks, and the number of neurons, 
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thirty-two per layer. The output layer is consisted of one neuron with a linear 
activation function. Each network has two hidden layers by default. 

Apart from information on the number of neurons and the activation function, an 
extra gene is used to specify the training algorithm used to train the network 
represented by the chromosome. The back propagation algorithm is used and its 
variations (back propagation with momentum, back propagation with adaptive 
learning rate) [5]. Furthermore, optimized algorithms that use Jacobian and Hessian 
matrices were utilized to perform weight corrections, such as the Levenberg-
Marquardt back-propagation [4], the Quasi-Newton BFGS [3] and the Bayesian 
regularization back-propagation [4]. 

3.3 Recurrent Networks and Genetic Algorithms 

In the case of recurrent neural networks the chromosomes were altered to 
accommodate the Multiple Extended Kalman filtering Algorithm (MEKA) [1], 
which is an alternation of the Extended Kalman Filtering Algorithm [5]. The 
synaptic weights wi of node i are computed by the following formulas [2]: 

r.{n) = r'PXn-\)qXn) 0) 

k,{n)^r,{n)[\^rf{n)qXn)Y' (4) 

w- (« 4-1) = w. {n) + e. {n)k^ (n) (5) 

P.(n + l) = r'P,(n)-ki(n)r^(n) (6) 

where, n = 1.. .N the iteration number and N the total number of input patterns. The 
vector qi(n) is the estimation of the activation function made with Taylor series. Pi(n) 
is the current estimation of the inverse of the covariance matrix of qi(n) and ki(n) the 
kalman gain. The parameter A is a forgetting factor with values in the range [0,1] and 
ei(n) is the propagated error to node i. A good estimation of the initial values of P is 
e" Î, where e real in the range [10"^, 10"̂ ] and I the eye matrix [5]. 

The population of the genetic algorithm is consisted by recurrent networks where 
feedback loops go from each neuron to every neuron of its layer. The feedback time 
delay is one step. The chromosome encloses information about the number of inputs, 
the number of neurons per layer and the activation function of each layer (tansig and 
logsig). 

3.4 SRGM Datasets 

In order to compare the findings of real datasets with SRGMs, two artificial dataset 
were created based on the formulas of the Musa Basic and the logarithmic Musa-
Okumoto models [2]. Those datasets, MB and MO respectively, were used in the 
same manner as real datasets searching for a network that would perform their 
prediction. The idea is that by succeeding to find a neural network that perform 
prediction on those artificial data and failing on real data one may argue their ability 
to model real software failures occurrences. 

These data set were created by solving the mean value function ju(t) for tt for each 
of the two models. The mean value function represents the number of failures 
expected to occur up to time moment t. Those functions are [8]: 
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MO:ju{t) = [\-e-^'']N (7) 
MB'.n{t) = N\n{\ + (l)t) (8) 

where N is the expected number of failure in infinite time, (p is the failure rate per 
fault, K is the fault exposure ratio, B is the fault reduction factor and / a factor 
calculated as the average object instruction execution rate of the computer r divided 
by the number of source code instructions of the application under testing Is times 
the average number of object instruction per source code instruction Q^ [8]. 

Assuming discreet time, replacing id(t) with an integer positive variable i and 
setting [2]: 

MO:/ = TV ln(l + ^0 (9) 
MB'A = (\-e-^'')N (10) 

we get: 

M O : / , : = i ( / ^ - l ) (11) 

Mg:,,.=-^lnfl-±l (12) 
jKB 1̂  Nj 

Using the above formulas the times of failure occurrences were computed for 
each SRGM using the values suggested by [8]: (cp, f, K, B) = (7.8, 7.4 10'^ 4.2 10'^, 
0.955). 

3.5 Preprocessed Datasets 

It is common practice to preprocess the data prior to training neural networks so as to 
remove possible biases and achieve better results. During the experiments of this 
study three different preprocessing methods were used; logarithms, difference of 
sequential logarithms (log (tn+i)-log (tn), where tn the n* time interval of the software 
failure series) and logarithms with spikes threshold. The new data were used for 
training the different networks described in section 3.1. For this experiment only the 
Project 5 dataset was used because is the one with the most samples. 

3.6 Results 

The experiments were conducted with a population of 50 feed-forward neural 
networks and a limit of 20 epochs, and a population of 100 recurrent networks and a 
limit of 50 epochs for the genetic algorithm. During the evolution process the fitness 
evaluation was done with the Mean Relative Error (MRE) [2] and the fitness 
function: 

fitness = (13) 
\ + MRE 

For each experiment two sets were created. The first one, the training set, 
consisted of the first 75% of the dataset under investigation. The second set, the 
remaining data of the dataset under investigation, were used to validate the neural 
network with data that did not participate in the training. The optimum networks, 
defined as I-H1-H2-I (I: number of inputs, Hi: number of neurons in first hidden 
layer, H2: number of neurons in second hidden layer) were simulated taking as inputs 
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the training and testing sets, and their responses were used for statistical analysis. 
The results of this analysis are presented in Table 1. 

The Mean Squared Error (MSE) and the Mean Absolute Error (MAE), being data 
depended criteria, may provide a view on the success to predict the time series but 
for large input values they don't supply substantial information. On the other hand, 
the Mean Relative Error (MRE), by not being data depended, may offer a good 
criterion about the success to predict effectively future software failure intervals. The 
Normalized Root Mean Squared Error (NRMSE) examines the ability of a network 
to predict compared to a mean predictor. NRMSE values greater or equal to 1 imply 
that the network under verification doesn't curry out predictions but instead 
computes the mean value of its inputs. Finally, the Correlation Coefficient assess the 
ability of the network to follow the trend of the time series inspected. 

Table 1. Statistical results for each dataset 

Dataset 

Projects 

SSIB 

SS3 

MB 

MO 

log(P5) 

no spikes 

diff. 

log(P5) 

log(P5) 

Algorithm 

traingdm 

MEKA 

trainbfg 

MEKA 

trainbfg 

MEKA 

trainbr 

trainbr 

trainlm 

trainbr 

trainlm 

Network 

7-15-23-1 

16-32-32-1 

16-17-24-1 

15-16-24-1 

16-24-7-1 

16-22-27-1 

4-9-29-1 

15-20-30-1 

6-28-28-1 

16^-12-1 

13-23-27-1 

Type 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

Train 

Test 

NRMSE 

1.2080 

1.1733 

1.2061 

1.1746 

2.103 

1.7328 

1.2425 

1.1969 

1.2286 

1.2751 

1.2065 

1.2709 

9.67x10-' 

2.91x10"̂  

0.002 

0.0854 

7.35x10"* 

1.8568 

0.9992 

0.974 

0.0368 

1.6545 

CC 

-0.0855 

-0.2076 

-0.0196 

-0.0067 

0.2395 

0.1856 

-0.088 

-0.0598 

0.1933 

0.1257 

-0.074 

-0.0751 

1 

1 

1 

1 

1 

0.017 

Inf 

Inf 

0.9993 

-0.0048 

MSE 

2.04x10' 

2.47x10' 

2.06x10' 

2.45 xio' 

6.23x10'° 

3.67x10'° 

6.19x10'° 

3.76x10'° 

7.22x10'° 

2.4x10" 

7.19x10'° 

3.14x10" 

5.01x10-̂  

5.08x10"̂  

2.87x10' 

5.69x10"̂  

2.13x10"^ 

19.7321 

32.2626 

77.6024 

0.0308 

118.77 

MRE 

0.9834 

0.9624 

0.9967 

0.9949 

0.9984 

0.9992 

0.9323 

0.9285 

0.9949 

0.9998 

9.2633 

1.2036 

2.03x10" 

2.03x10-" 

3.54x10-̂  

5.21x10'̂  

1.11x10-̂  

0.7552 

Inf 

Inf 

0.0085 

0.7896 

MAE 

2.54x10* 

2.62x10̂ * 

2.54x10* 

2.61x10* 

1.49x10^ 

1.08x10^ 

1.48x10^ 

1.08x10^ 

1.57x10^ 

3.08x10^ 

1.57x10^ 

3.5x10^ 

0.0069 

0.0069 

4.56x10-* 

0.0067 

8.45x10-* 

3.4748 

3.3908 

3.9268 

0.077 

7.2237 

Even though there were cases where the statistical criteria showed that a network 
succeeded in predicting the training data set (preprocessed datasets), there was no 
success in predicting the testing data. This results in the failure of the networks to 
generalize and expand their knowledge. The NRMSE with values near and above 1 
indicate that essentially only the mean values were actually computed. On the other 
hand, feed-forward neural networks managed to predict with high accuracy the 
artificial datasets created from equations (11) and (12). 

Division with zero 
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Fig. 2. Log values for Project 5: Training set (left) and testing set (right), with the response of 
the optimum network (actual samples are presented in solid line and predictions in dashed) 

4 Conclusions 

The predictability of software failure data was investigated using artificial neural 
networks and hybrid modeling in an attempt to understand the nature of software 
failure data with non linear (neural networks), probabilistic and stochastic (genetic 
algorithms) models. 

Our research focused on utilizing neural networks (feed forward and recurrent 
networks) to predict empirical failure samples recorded by J. Musa for Bell 
Telephone Laboratories in the '70s for software reliability verification. The findings 
of our analysis come to support previous work [2] [9] on the subject stating that 
software failure data are non-deterministic in nature, resembling a random series and 
more specifically pink noise. 

Examining the results in Table 1 and Fig. 3 it is clear that none of the networks 
investigated managed to produce accurate predictions. The statistical error between 
actual series values and network-simulated values exceeded the standards and the 
correlation coefficient showed that the predicted data series suffer from trend 
capturing and present the inability to reproduce accurate values. What the neural 
networks managed to do is provide a mean value computation of their inputs, as 
supported by the NRMSE, with results equal or greater than unity. On the other 
hand, artificially generated failure data created using known SRGM formulas were 
successfully predicted. This questions the ability of SRGMs to effectively capture 
and model the behavior of software failure and hence reliability. 

Future work will focus on preprocessed data and advanced recurrent neural 
networks. The statistics gathered for preprocessed data indicated that the networks 
used presented better results, achieving higher prediction ability. Advanced recurrent 
neural networks having scaling time delays greater than one on their feedback loops 
will be examined to test whether prediction accuracy may be improved. Finally, new 
software failure data need to be recorded that would express failure tendency of 
today's software so as to examine possible changes in the reliability behavior of 
modem software. 
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Abstract. This paper suggests several estimation guidelines for the choice of a 
suitable machine learning technique for software development effort 
estimation. Initially, the paper presents a review of relevant published studies, 
pointing out pros and cons of specific machine learning methods. The 
techniques considered are Association Rules, Classification and Regression 
Trees, Bayesian Belief Networks, Neural Networks and Clustering, and they 
are compared in terms of accuracy, comprehensibility, applicability, causality 
and sensitivity. Finally the study proposes guidelines for choosing the 
appropriate technique, based on the size of the training data and the desirable 
features of the extracted estimation model. 

1 Introduction 

Cost estimation refers to the prediction of the human effort (typically measured in 
man-months) and time needed to develop a software artifact [5]. The estimation is 
based on various attributes of the software project, such as language type, personnel 
skills, computer platform, project constraints, etc. Such information is found in 
historical cost data bases that may be small data sets coming from the estimating 
software organization or large multi-organizational data bases. Although commercial 
cost estimation models are available, ad hoc models, based on selected past project 
data are considered the best approach. 

Many studies have been published so far regarding the applicability of machine 
learning approaches to software cost estimation. Due to the different parameters of 
the experiments, the different data sets used and the varying evaluation methods no 
general conclusions can be directly drawn concerning the suitability of each method. 
Target of this study is to examine the compiled knowledge and experience coming 
from the application of machine leaming techniques. The final result is the extraction 
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of a set of guidelines that will help an estimator select the appropriate method based 
on the environment in the context of which the estimation is performed. 

In the following, the basic criteria for judging a cost estimation technique are 
presented as research questions: 

How comprehensible is the extracted model? This is important in a problem 
domain such as project effort prediction since the estimator must trust the model's 
output, otherwise the prediction may be rejected by management. 

How applicable is the method? The cost, effort and time needed to learn and 
extract an estimation model may be crucial for estimation environments that lack 
human experts, time or money to devote to such activities. It is important to possess 
effective tools that will support method application. 

Does the model address causality? When a software project is less productive 
compared to others it is important to have a clue of the main reasons that caused this. 
Estimation should include causality, in a way that it is easily interpreted. A simple 
cost estimate is not enough any more, it should be accompanied with supporting 
evidence justifying the reasons for this estimate. 

Does the method handle missing values? In software engineering data sets noise 
is a usual phenomenon. If a method can ignore missing values without excluding 
projects or independent variables then it has an advantage compared to a method that 
can handle only complete data. This is an important feature for software data sets 
that are usually small and incomplete. 

Is uncertainty considered in the models? In every estimation process, 
uncertainty is an inevitable element that should be well managed. This element is 
even more important in software cost estimation models, where money, time, 
resources and customer relationships depend on this estimation. 

What is the accuracy of the models? The accuracy of an estimation model is 
among the most important features of a method. Due to the fact that each study has 
different parameters direct comparison of the accuracy of the models cannot be 
performed. Though, several conclusions can be drawn about the situations under 
which each method outperforms the rest. 

Does the method support a dynamic approach to the problem? For estimation 
problems that evolve over time, such as software cost estimation, techniques that can 
deal with updated information have an advantage over static techniques. 

What is the sensitivity of the method? The sensitivity of a method involves its 
ability to produce accurate estimations even when several parameters change. 

The paper is structured as follows: Section 2 shows how machine learning 
techniques are applied for estimating software development cost. Section 3 reports 
the results of published research studies and compares techniques. Section 4 
compiles estimation guidelines for determining the appropriate technique(s) 
according to the data in hand. Section 5 concludes the paper and provides research 
directions. 
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2 Machine Learning Techniques in Software Cost Estimation 

In this section we will demonstrate how the five machine learning methods can be 
used for softeware cost estimation. 

An AR [1] coming from the domain of software cost estimation will have as Rule 
Body certain software project attribute values and as a Rule Head a productivity (or 
cost, or effort) value. A simple example of an AR is presented in table 1. 

Table 1. Association Rule for Software Productivity Estimation 

If language used = cobol and development type= enhancement 
then 40<productivity <60 support=5% confidence= 85% 

This rule is interpreted as following: If the language that will be used for the 
development of new project is COBOL and the development type of the project is 
enhancement then there is 85% (confidence value) probability that the productivity 
value of the project will be between 40 and 60 lines of code per hour. This rule is 
classifies correctly 5% of the instances in the training data set. 

Bayesian Belief Networks [13] in software cost estimation are directed acyclic 
graphs with each node representing a software project variable, or software 
development effort. A simple Bayes Network estimating software effort is the one 
presented in figure 1. 

Fig. 1. A BBN for software effort estimation 

Attached to the node of effort there is a node probability table that provides 
possible values of the effort based on the combination of values that the 
programming language and the development platform nodes take. 

CART is a widely used statistical procedure for producing classification and 
regression models with a tree-based structure in predictive modeling [2]. The CART 
tree model of figure 2 for software cost estimation consists of an hierarchy of 
univariate binary decisions that leads to the prediction of software productivity. 

Clustering [9] is the process of decomposing or partitioning a data set into groups 
so that the points in one group are similar to each other and are as different as 
possible from the points in other groups. In software cost estimation to our 
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knowledge clustering have been used mainly for selecting similar groups of project 
in which another estimation technique will be used to provide a prediction. 

Fig. 2. CART for software productivity estimation 

NNs [11] are massively parallel systems comprising simple interconnected units, 
artificial neurons. The neuron computes a weighted sum of its inputs and generates 
an output if the sum exceeds a certain threshold. This output then becomes an 
excitatory or inhibitory input to other neurons in the network. The process continues 
until one or more outputs are generated. In software cost estimation the inputs are the 
project attribute values, the output is the estimation of productivity. 

3 Machine learning in software cost estimation 

In this section we review the results obtained by various researchers and provide a 
comparative table based on the model quality criteria we proposed in the 
Introduction. 

Rule induction has been the target of several studies [1], [2], [6], [11], [15]. The 
studies are differentiated by the algorithm used to extract rules. Studies [1], [2] 
extract association rules directly from the learning data set. Study [11] extracts 
mutually exclusive rules that can form regression trees, while studies [6] and [15] 
utilize rules as a support to fuzzy models. The accuracy of the method is a central 
theme to almost all studies apart from [11]. 

The studies considered identify comprehensibility of the results as a clear 
advantage of the method. Rules are among the most representative forms of human 
notion, they are transparent and therefore easily read and understood. Rule 
representation style helps the estimator understand the prediction and any underlying 
assumptions upon which it is based. Rules may be rephrased and provided to offer a 
clearer explanation as to how a prediction has been made and the evidence on which 
the prediction is based. Additionally, rules have the ability to include uncertainty in 
the prediction as each rule is accompanied by two probabilities that show the 
statistical validity and strength of the rule in the learning data set. 

The accuracy of AR as an estimation method depends mainly on the number of 
rules extracted and whether AR has support from other methods. For example in 
study [11] when the pruned set of rules is evaluated the accuracy is decreased. In 
studies [1], [2] the number of rules extracted is large and therefore the estimation 
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accuracy increased. The main problem of the method is that when rule induction is 
used, estimation accuracy is relatively low. On the other hand when association rules 
are used accuracy is higher but it cannot be guaranteed that the model will be able to 
classify all new projects. Another problem of the method is its sensitivity to 
parameter selection (number of rules, independent variables participating in the 
model, size of the training set). Changing one of the parameters may cause large 
model output fluctuation and reduce the accuracy of the estimates. 

Bayesian Belief Networks is a relatively new approach to the problem of 
software cost estimation. Direct appHcation of BBN on software cost estimation is 
found in two studies [3], [13], while [4] utilized Bayesian analysis for calibrating the 
well-known COCOMO II model. Bayesian analysis is a well-defmed and rigorous 
process of inductive reasoning. A distinctive feature of the Bayesian approach is that 
it permits the investigator to use both sample (data) and prior (expert-judgment) 
information in a logically consistent manner in making inferences [4]. This is done 
by using Bayes' theorem to produce a 'postdata' or posterior distribution for the 
model parameters. Using Bayes' theorem, prior (or initial) values are transformed to 
postdata views. 

Among the other advantages of the method is its ability to represent domains that 
evolve over time. BBN can offer a dynamic approach to the problem of software cost 
estimation as they are able to update their estimates when more information is 
included in the model. In general, using BBN estimation uncertainty is captured 
elegantly in the node probability tables that accompany each model and causality is 
addressed by pointing out the variables that mainly affect cost. Among the 
disadvantages of the method is that in small data sets BBN can be inaccurate, when 
particular combination of values of the independent variables are excluded from the 
learning set. Also the method cannot handle missing values, and though BBN 
support visual representation of the results the estimator has to be knowledgeable of 
the method in order to interpret the quantitative results as well. 

Classification and Regression Trees are explored and applied in the comparative 
studies [2], [4], [7], [8]. In these studies the accuracy of the method usually is 
average to low and it is a fact that CART has never achieved the best performance 
among the compared methods. The main advantage of the method is that it is easily 
applied and produces comprehensible models. Additionally CART has the ability to 
classify all potential projects to a cost value even if the attributes of the project under 
estimation have not appeared in the training data set. CART can also handle missing 
values but the performance of the method increases when there is no noise in the 
learning data. Among the problems of the method is that the splitting of the data in 
each node sometimes seam unreasonable, as the method cannot deal with scale 
variables. Also due to the automated pruning of the tree that CART tools support, in 
order to avoid over-fitting to the data, several cost values that are loosely represented 
in the data tend to be omitted, resulting in the misclassification of projects belonging 
to minor cost intervals. 

Neural networks have been often applied and compared in the domain of 
software cost estimation [6], [9], [11], [12], [14]. Most studies concerned with the 
use of NNs to predict software development effort have focused on comparing their 
accuracy with that of algorithmic models, rather than on the suitability of the 



538 Artificial Intelligence Applications and Innovations 

approach for building software effort prediction models. In most studies where NN 
have been utilized the technique has relatively high accuracy and usually 
outperforms the rest of the techniques. We note, however, that other factors such as 
explanatory value and configurability are poorly addressed by the method. NN 
produce results in the form of a "black box" and therefore it is difficult for an 
estimator to understand the rationale under which the prediction has been made. Also 
the application of NN is a difficult, time consuming procedure. Among the main 
drawbacks of the method is its sensitivity to the data. Overfitting of the models to the 
training data is another reported problem. 

Clustering has been applied on software cost estimation in combination with 
other methods [9]. First data are split into homogeneous clusters and then another 
method is applied. Clustering provides important information when the initial 
estimation models from the training data set are not satisfying and the models have 
to be re-generated using a part of the data. Clustering is useful for selecting data that 
will be in the same set for extracting estimation models. 

Table 2 summarizes the results of the examined studies and provides a tool for 
comparing the various machine learning techniques. 

Table 2. Comparison of machine learning methods in terms of quality criteria 

Methods/ 
Criteria 
comprehensibility 
applicability 
causality 
missing values 
uncertainty 
accuracy 
dynamic update 
sensitivity 

AR 

high 
medium 
high 
yes 
medium 
depends 
NA 
high 

BBN 

medium 
medium 
high 
no 
high 
medium 
high 
medium 

CART 

high 
high 
medium 
yes 
medium 
low 
NA 
Medium 

CLUSTERING 

medium 
high 
medium 
yes 
medium 
NA 
NA 
low 

NN 

low 
low 
low 
no 
low 
high 
high 
high 

4 Choosing the appropriate technique 

A standard approach in practical software cost estimation is to apply more than 
one technique [10], in order to avoid biased estimates. Based on the above 
assumptions we suggest a decision tree for selecting the appropriate technique 
according to the size of the data set and the importance that the estimator assigns to 
each model criterion. The overall approach is presented in the form of a decision tree 
presented in figure 3. 

When the number of training data is relatively large (e.g. a large multi-
organization data base or a rich local cost data base is used) the suggested method is 
BBN. BBN have the ability to represent various aspects of the cost estimation 
problem and when applied to large data sets potential disadvantages of the method 
are handled. In case the estimator is interested only in high accuracy of the estimates, 
and has the available resources to apply the method then the use of NN is suggested. 
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Fig. 3. Decision tree for selecting software cost estimation method 

In small data sets (typically local software cost data bases) the selection of the 
method varies based on the situation of the estimation. When there is little time or 
the available tools and the estimation model must classify all possible projects then 
the use of CART is suggested, although accuracy may be a problem. On the other 
hand if uncertainty and causality of the model play important role in managerial 
decisions such as selection of tools, staff and platform for the project, the use of AR 
is proposed. AR will show which attributes affect the effort of a software project and 
the level they influence it. Finally if none of the previous hypotheses is valid and the 
models extracted directly from one machine learning technique are not satisfactory, 
the use of clustering is suggested along with re-application of the first technique. 

5 Conclusions and future work 

In this paper we examined five machine learning techniques in terms of accuracy, 
comprehensibility, causality, applicability, sensitivity, uncertainty, handling of 
missing values and dynamic update. Several advantages and disadvantages of AR, 
BBN, CART, clustering and NN have been indicated. Based on the assumptions 
coming from current literature regarding machine learning techniques, we suggested 
a number of guidelines for selecting the appropriate estimation methods based on the 
needs and the resources of the estimator. 

It is obvious that for more detailed analysis of the above issues ftirther research 
has to be done applying and comparing directly the above methods under the same 
estimation situation. Future work may also involve the application of the methods in 
large data sets, with missing values and noise. Also possible combination of machine 
learning methods for software cost estimation is definitely an interesting approach 
for solving the problems each method has alone. 
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Abstract The number of software defects found in software applications today 
costs users and companies billions of dollars annually. In general, these defects 
occur due to an inadequate software development process that does not give the 
necessary importance to testing. Another contributor to these costs is die lack 
of adequate automated tools that can find "bugs" that would not otherwise be 
verified by experts. This paper looks at the combinatorial characteristics of the 
problem of testing - tools essentially search among all test cases for those that 
are promising (find existing bugs in the application) - and the effect that abstrac
tions inspired by nature, such as genetic algorithms and swarm intelligence, may 
have in the construction of more "intelligent testing tools. The paper argues that 
these abstractions may be used to construct automated tools that are more pow
erful, less biased, and able to incorporate expert knowledge while maintaining 
the ability to discover new, never-thought-of software defects. 

1 Introductioii 

Software applications consist of a sequence of well defined instructions intended for 
execution in a computer. The exact sequence of instructions that is executed depends 
on several factors but primarily on the input values and the order these values are 
presented to the application. The majority of software testing tools (and progranuners) 
perform functionality testing where the test cases are generated from real data. This 
approach is necessary but not sufficient. The choice of test cases is generally driven by 
the everts' concept of what is important to be tested. Still, software testers struggle to 
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answer questions such as: what test cases should be executed? and What sequence of 
operations should be placed in a test case? What we all would like to answer is: all of 
them. However, this is an impossibility for medium to large systems for the number of 
possible sequences is very large, making the problem intractable - and humans have 
a limited capability in understanding complex systems [1]. To make matters worse, 
Dijkstra [6] observed that the number of bugs in an application has a direct relation 
to the logic implemented rather than just the input values. He also stated that software 
testing can be used to show the presence of bugs but never the absence. 

What is true is that the discipline of practical software testing suffers from a lack 
of respect from other computer science fields. It is important to make sure that what is 
meant \>y practical software testing. In general there are two basic approaches to test 
software. The first, more accepted in the academia, consists of using formal specifica
tion to design an application and then use theorem provers to demonstrate the applica
tion's properties. This approach is very strict but not often used given that the majority 
of software developers and designers are not prepared to deal with the strictness of 
formal specifications. As if this was not sufiicient, the breadth of formal specification 
methods do not encompass all the functionality needed in today's applications. 

The second approach consists of the traditional software engineering models (eg. 
waterfall, spiral, prototyping) that have a specific phase for testing that generally oc
curs after the application has been implemented. Granted: modifications to these tradi
tional models have been proposed to incorporate testing in every phase of the software 
development, or for instance to minimize mistakes while developing with method
ologies such as extreme programming [2]. However, despite all the claims of these 
techniques being effective, the truth here is that current approaches are insufiicient to 
appropriately test software, thus causing the current status of the field which clearly 
seems to be loosing the battie of providing users with reliable software. 

The point to be made is not that software testing is a non-scientific, not-deserving-
attention field but rather that current approaches are not sufficient to convince aca
demics and practitioners that the field needs to be taken seriously. From a financial 
point of view, it only makes sense to look at software testing with more attention given 
that low estimates, put the cost of software testing at around 40% of the overall cost 
of development [11]. Ergo what is needed is a scientific method that allows testing to 
be carried out effectively without the need for the rigorous approach that exist in for
mal methods. This paper discusses the use of nature-inspired metaphors in a process 
to improve the status ^t/oof automated software testing. 

2 Software Testing 

Software testing is a main area of research in the Software Engineering community 
and is even subject of independent study in many universities. The process of software 
development is far from being trivial. Ilie complexity of the new applications asks for 
a development process with strict quality control at every phase of the process. 
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2.1 Automation of Testing Procedures 

In the last years, software testing has been considered one of the most important pro
cedures to assure software quality. Software engineering has created many techniques 
to derive a set of test cases. However, a main fbeme to many researchers and practi
tioners in the area has been the creation of automated testing tools that are reasonably 
autonomous with the objective of assuring that software budgets remain within the 
estimates. 

An automated testing tool, would execute the work of a tester, but with an advan
tage, it is cheaper - most of the cost of testing comes from personnel and the longer 
working hours they require to test the applications. Research in technologies such as 
the ones inspired in Artificial Intelligence and their integration in software testing ap
pears to be the correct way to move forward. Artificial Intelligence can naturally aid 
the the process of testing by augmenting the ability of a software to discover defects 
that would not likely to be found by experts due to their bias. 

2.2 Testing as an Optimization Problem 

It is fair to say that applications will never be free of defects - problems exist even 
if all the development steps are taken correctly and the requirement analysis done 
thoroughly. Software testing aims at eliminating the majority of these problems via a 
systematic process that identifies components of the software prone to errors. 

The identification of components with defects is not trivial given the size of the 
search space: all the possible execution sequences of the software. This is an un
bounded space; there is no systematic process that can explore all the search space 
in a finite amount of time. As Dijkstra [6] said 

Program testing can be used to show the presence of bugs, but never to 
show their absence. 

Hence, the discussion whether software testing can be used as a verification tool 
is subject of discussion in the testing community since the publications of the seminal 
work on verification edited by Boyer and Strother-Moore [4]. Independently of the 
answer to the discussion about the validity of testing as verification, and the arguments 
in favor software testing such as [7], the truth is that software testing is the de facto 
industry standard for validation and verification of software. 

The development of automated testing tools is in unison with the industry stan
dard. Industry has a growing need for tools that are efficient (in their execution) and 
effective (in finding bugs). Nature has provided us with several models that that when 
implemented are efficient and effective in dealing with complex problems. This paper 
discusses the direction that can be followed in a research that combines nature-inspired 
algorithms, namely genetic algorithms and swarm intelligence, in the design of auto
mated tools for software testing. 
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3 Nature-Inspired Models in Software Testing 

Our argument that software testing can be seen as an optimization problem gives us the 
opportunity to look at techniques that have been successfully used in the optimization 
arena and their usefulness to software testing. 

3.1 Genetic Algorithms 

Genetic Algorithms (GAs) was proposed by Holland in 1975 [8] as a metaheuristic to 
combinatorial problems. It was inspired by the process of natural selection as proposed 
by Darwin [5]. GAs have been successfully used in a plethora of practical applications. 
The main steps involved in using GAs are: 

Codification: Solutions for problems need to be coded as a genotype that can evaluated 
based on some fitness value. There must be a total order on the fitness values to 
allow solutions to be compared against each other. 

Population Creation: A group of (normally) random-generated individuals are created 
to compose a population of fixed size. As part of this step, one needs to look at 
the issue of diversity in the population. The more diverse the population, the more 
likely it is that good genetic sequences (part of the genotype) are present in the 
population. 

Individual Selection: Given the fitness of each individual, as calculated by the fitness 
function, the algorithm can stochastically select candidates of the population to be 
used in the next step (mating). 

Mating: Mating requires the selection of two or more individuals. Mating can occur 
in various ways but the most common is point-crossover in which a "cut" point 
is randomly selected and new individuals are generated from combinations of the 
genotypes' parts. For instance, with a 1-point-crossover and two individuals, one 
can generate 2 new individuals combining the first part one parent with the sec
ond part of the other, and vice-versa. The decision to mate is also stochastic -
individuals may be selected and not mate. 

Mutation: Mutation is a process that allows the introduction of new genetic material 
in the population. Although mutation is an important step, it is normally desirable 
with less frequency. Hence GAs set the mutation rate of algorithms to very low 
probabilities. A larger than necessary mutation rate may had a undesirable side-
effect to the algorithm convergence. 

Understanding the steps above are essential in understanding what GAs can offer 
to software testing. As explained earlier, software testing consists of a difiicult search 
for solutions in an open search-space. GA is a mechanism to explore this space in a 
consist, impartial, and systematic way. A GA approach may remove the partiality of 
currently software testing techniques that rely on the knowledge of a software-testing 
expert. Section 4 describes the use of GAs in testing. 
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3.2 Swarm Intelligence 

In nature, we find examples of intelligence being revealed at the group level in species 
with limited cognitiye capacity, such as ants, bees and teimites. This type of intelli
gence is called Swarm Intelligence (SI) and it has been extensively studied [3, 9]. SI 
is an area of research that has shov^n efficiency in dealing with distributed problems 
where the solution space of the problem is large. In SI, agents are not aware of the 
entire problem but are only programmed to do simple actions diat (maybe) contribute 
to the solution of the problem. The joint action of these agents and their interactions 
causes the emergence of a solution to the problem. 

In insects colonies, the indirect communication through stigmergy is very com
mon. In this type of communication, the agent behavior modifies the environment, 
which, in a feedback loop, influences the behavior of the insects. For example, ants 
use pheromone to indicate paths to food sources while other ants use this information 
to stochastically decide their own paths. 

There are several metaphors in swarm intelligence that may be used to improve the 
automation of software testing. In particular, we could use an approach based on alarm 
pheromone [10] to ensure tliat a set of test cases is tested by distributed tools. This 
could take the form of ants (representing testing tools) that explore a terrain (space of 
test cases to be executed) making test cases already tested less attractive to the ants. 
The emergent behavior of such action is that ants would be spread across the space of 
cases. At the same time, one can apply a negative feedback in test cases that have been 
executed a long time ago so that they gradually become more attractive to the ants. 

4 Nature-Inspired Test Automation 

The obvious question is whether the approaches described above can yield good test 
cases and good testing tools. In this section we discuss the use of the ideas and how 
they can be combined for form an interesting automated tool. 

The occurrence of a defect in a software application is directiy proportional to the 
level of inconsistency the state of the application is in. This means that when an error 
occurs in an application it was not necessarily the last operation, £, executed in the 
application that caused the defect; it may have been a sequence of previously executed 
operations that caused the application to be in an iQconsistent state by the time £ was 
executed. Our premise is that an implication has a state of inconsistency <̂ i which is 
non-decreasing as operations ,^i, are executed. Or in other words, for any sequence of 
operations, 0i < 0i+i. This means that every transition t from operation £{ to £i^i, 
written as t{£i —> £i^i), adds to the state of inconsistency of the application. In these 
lines, the goal of software testing is to minimize t{£j —> £k), Vj, k. 

Given the definition above, we can assign values to each possible transition in a 
software system to represent the contribution of that transition to the degree of incon
sistency of the application. Clearly, this is a biased approach that should be avoided 
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in practice - we require an expert to define how problematic a particular transition 
is. Still, we are using this here because the bias does not affect what we are trying to 
demonstrate: that approaches such as GA can be used to evolve good test cases. Table 1 
shows the representation of the transition values. 

Table 1. Representation of the assigned values for inconsistency added by each transition. For 
instance t{£2 -^ ̂ 3) = t;3,2. 
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Given a transition table as the one in Table 1 we can define a fitness function, fg, 
foratestcase(sequenceofinstructions)5 = 4j4j..»j^feas/s =2i~^*(^i —^4+i). 
This indicates that the larger the value of fs the better the sequence is considered given 
that it is more likely to take the application to an inconsistent state. GA can now be 
used to evolve a population of sequences of a fixed size into an individual that is close 
to a maximum value for fg. The resulting sequence is generated as part of an automated 
process in which experts do not play a role in the sequence (except for the definition 
of the transition table). 

What is important here is that this is just a (perhaps na'ive) example of a fitness 
function. Functions based on other factors may be used to generate a test case. In fact, 
in a more elaborate use of GAs, the transition table iteelf can be updated in a feedback 
loop based on the result of the execution of the test case (as described later in Figure 
1). That is, it may be possible to initialize the transition table with the same value 
for all cells (or random values for each cell) and upon the execution of a sequence 
that did not cause problem the values for all transitions that are part of the sequence 
can be decreased by a certain percentage causing the table to slowly converge to a 
configuration where the values do really indicate the contribution each transition is 
adding to the inconsistency of the application. 

SI (as described in Section 3.2) may also be lised to generate test sequences based 
on a structure similar to Table 1. Ants (agents) may be programmed to traverse a tran
sition table. The agents would n ^ e transitions less important (via negative feedback) 
each time a transition from one operation to another is traversed. Similarly, each time a 
transition presents problem, its value may be positively reinforced to influence agents 
to generate test cases including that transition. 

The NATUS project explores SI for a different purpose. Once good test cases are 
generated using GAs, one still have to prioritize their execution. Note that this is not 
a question of just listing the cases and testing from the beginning of the list to the end 
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because this may not give us a diverse list of cases being tested (assmning that not all 
cases can be tested in the time frame available for testing). Basically, a space of test 
cases generated by tiie GA can be explored by ants (testing tools) where the higher the 
fitness value of the sequence the more likely it is to be executed. In a process opposite 
to ant foraging and in^ired in alarm pheronomes [10], tbe ants can make locations 
in the environment (test-cases) less desirable as they select the cases. This makes the 
ants (testing tools) more inclined to choose tests that have not yet been executed. The 
obvious question here is why not choose from the list of test cases deterministically? 
This approach is possible and should be done if the numba: of test cases is small or one 
has enough time to execute all test cases. However, when testing large applications, it 
is not necessarily true that the execution based on a deterministic order will provide 
us with a subset of test cases that is diverse enough (cover most transitions). Also, one 
need to understand that important test cases (according to the fitness value) may be 
executed and indeed cause problems in the application. This test continues to be open 
for re-test and should continue to be considered according to its fitness value (or even 
with an increased fitness value). The use of positive feedback can be used to reinforce 
the fitness value of such test cases, thus attracting more ants to explore that case again. 

f start j 

transition 
table 7 

Use GA to generate 
test cases 

/ Output 7 
/ test cases / " 

increase fitness 
vaiue of test case 

Update values 
of transitions in 

the table 

fix bug 

CED 

Decrease fitness 
value of test case 

Use SI to execute 
next test case 

yes 

Fig. 1. A flow of a testing tool that utilizes the GA and SI approaches described earlier 

5 Conclusion 

This paper discussed automation in software testing and explored the idea tiiat testing 
can be seen as an optimization problem. The paper argues that an efficient and effective 
software testing tool can be devised from GAs and SI. These are scientific approaches 
that have already been proved to work in problems where solutions need to be found 
in a large space of candidates. 
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Figure 1 suimnarizes all the automation process this paper |M*oposed. In a nutshell, 
(i) a transition table is created (as in Table 1) which indicates a degree of inconsistency 
added by pairwise operations; (ti) a GA uses the table to generate test cases (sequence 
of operations) according to a fitness function; (in) a SI algorithm explores the set of 
test cases (by executing them) and updates the transition table and the fitness value of 
the executed test depending on the occurrence of a bug in the test case - if a bug is 
found and the problem fixed, the transition which caused the problem has its degree of 
inconsistency decreased and the test case itself has its fitness value increased (as it is 
still attractive to testing tools). The execution of this process yields a fully automated 
testmg process. 

As part of the NATUS project, we are currently working on a prototype of a tool as 
described in Figure 1 ~ preliminary results look promising. The current results are for 
the GA part of the algorithm and are based on non-real-world values for the transition 
table. Our future work we propose to explore a real-world application and implement 
die SI part of the proposed automated process. On the SI front we are developing 
a model for the alarm pheromone which we intend to use as part of our proposed 
automation process. 
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Abstract. One of the most common problems in computer vision and image 
processing applications is the localization of object boundaries in a video 
frame and its tracking in the next frames. In this paper, a fully automatic 
method for fast tracking of video objects in a video sequence using affine 
invariant normalization is proposed. Initially, the detection of a video object is 
achieved using a GVF snake. Next, a vector of the affine parameters of each 
contour of the extracted video object in two successive frames is computed 
using affine-invariant normalization. Under the hypothesis that these contours 
are similar, the affine transformation betv^een the two contours is computed in 
a very fast way. Using this transformation to predict the position of the contour 
in the next frame allows initialization of the GVF snake very close to the real 
position. Applying this technique to the following frames, a very fast tracking 
technique is achieved. Moreover, this technique can be applied on sequences 
with very fast moving objects where traditional trackers usually fail. Results 
on synthetic sequences are presented which illustrate the theoretical 
developments. 

1 Introduction 

Object tracking is a very common problem in computer vision and image processing 
applications. The localization of object boundaries in a video frame and its tracking 
in the next frames [1],[2],[8]-[13] is a crucial issue in the materialization of a 
tracking method. It is therefore important and challenging to develop an approach to 
track objects under geometric transformations. Such an approach can allow the 
tracking of fast moving objects. 

In this paper, a fully automatic method for fast tracking of video objects in a 
video sequence using affine invariant normalization is proposed. Initially, the 
detection of a video object is achieved using a GVF snake [3], [5]. Next, a vector of 
the affine parameters of each contour of the extracted video object in two successive 
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frames is computed using affme-invariant normalization [6]. Under the hypothesis 
that these contours are similar, the affine transformation between the two contours is 
computed in a very fast way. 

Using this transformation to predict the position of the contour in the next 
frame allows initialization of the GVF snake very close to the real position. Applying 
this technique to the following frames, a very fast tracking technique is achieved. 
Moreover, this technique can be applied on sequences with very fast moving objects 
where traditional trackers usually fail. Results on synthetic sequences are presented 
which illustrate the theoretical developments. 

2 Problem Statement 

The basic idea in active contour models or snakes is to evolve a curve, subject to 
constraints from a given image, in order to detect objects in that image [4]. For 
instance, starting with a curve around the object to be detected, the curve moves 
toward its interior normal and has to stop on the boundary of the object. Usually, 
using the contour of the previous frame, we can estimate the contour of the object of 
the next frame. 

However, the main drawback of the active contours methods is the position 
estimation of the object contour if it is moved very fast. If the object is fast the 
contour can not be estimated and can be lost for the rest frames of the sequence. In 
addition, active contours methods still suffer from the sensitive of initial parameters 
while the computation is an expensive process which makes difficult the 
implementation of active contours in real time applications. 

On the other hand, the active contours can also be initialized across the object 
boundary and if the initialization is closed to the real boundary, the object boundary 
is quickly localised. Our method uses this feature of active contours, having an 
initialization contour very close to the object boundary. The initialization contour 
can be acquired applying the proposed affine normalization transformation (Section 
5) to the previous contour of a video sequence, in order to compute the initialization 
of the next contour. The initialization of the next contour can be applied very 
quickly, providing an accurate estimation of the object contour of the next frame. 

* * 

a) Two successive frame of a b) Apply active c) Apply active contours and 
sequence contours method normalization affine 

transformation 

Figure 1: Finding the contour of next frame knowing the previous contour 

Figure la depicts two successive frames of a fast moving object of a video se
quence. The contour is shown as dash line in Figure lb and Ic image depicts the esti
mation of the next contour knowing the previous contour. It is obvious (Figure lb) 
that using only an active contour method taking as input the contour of the previous 
frame, the estimation of the object is not accurate. Figure Ic represents the 
estimation of the contour according to affine normalization transformation and it is 
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very close to the real contour of the object. This simple example proves that the 
proposed method can be used for very fast moving video objects tracking. 

3 Active Contours and Gradient Vector Flow 

The automatic localization of objects of interest in an image or video sequence is a 
challenging task. Objects of interest are presented in many techniques with active 
contours [3]-[5]. In the proposed method, we use the GVF snake [5] in order to 
extract the objects of interest from a video sequence (Video Object) and accelerate 
the proposed VO tracking procedure. 

The basic idea in active contour models is to evolve a curve, subject to 
constraints from a given image, in order to detect objects in it. Starting with this 
curve within the image domain and moving it under the influence of internal and 
external forces derived from image data, we can acquire the boundaries of the 
objects of interest. 

A new external force for active contours, called Gradient Vector Flow, has been 
proposed in [5], trying to tackle problems that are associated, with initialization and 
poor convergence, to boundary concavities. The GVF snake begins with the calcula
tion of a field of forces, called the GVF forces, over the image domain. The GVF 
forces are used to drive the snake, modeled as a physical object having a resistance 
to both stretching and bending, toward the boundaries of the object. 

The GVF forces are calculated by applying generalized diffusion equations to 
both components of the gradient of an image edge map. Because the GVF forces are 
derived from a diffusion operation, they tend to extend very far away from the object 
so that snakes can find objects that are quite far away from the snake's initial 
position. This same diffusion creates forces which can pull active contours into 
concave regions. 

4 Affine invariant normalization 

Normalization is a procedure that enables comparison between different images of 
the same object, as well as of different objects, since distances are always measured 
in a normalized frame [7],[7] and [12]. In the proposed method, affme-invariant 
normalization is applied to the object curves in order to make them affine invariant, 
and thus appropriate for curves matching. For this purpose, a set of transformations 
is applied to each point of the contour composing the object curve. 

For the sake of simplicity, let us assume a synthetic video sequence, the first 
frame of which is depicted in Figure 2. Figure I also illustrates its contour which has 
been extracted using GVF snake (section 2). 

Figure 2: First frame of the synthetic video sequence and its contour 
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Firstly, the obtained contour is re-sampled in order to be constituted of a fixed 
number of equidistant points without losing its original shape. Equation 1 represents 
the N points of the contour of the k'̂  frame of the synthetic sequence: 

Ck=[x i ,y iF . i = 0 , l , . . .N- l , k = l,2...K (Eq.l) 
For each contour, the (p-q) order moments are given by Eq. 2: 

I N-l 
mpq(c) = ^ I ( x P y 9 ) 

•"•̂  i = 0 

(Eq. 2) 

Moments of order up to two are used for the construction of the normalized curve. 
The orthogonalization procedure comprises a set of linear operations (translation, 
scaling, and rotation) that do not depend on the selected starting point of the closed 
curve. The orthogonalization of the curve can be acquired: 

where T = 

0 

0 

n,(c) = R 2 - B . R i - A - ( c - T ) (Eq. 3) 

mio(c) 

moi(c) 

0 l/mo2(ciy^2 

sin(rix2) -cos(riy^) 

is the translation of the initial resample curve, 

is the scaling factor which is 

is the rotation applied to the translated curve, while Ri =, 
[^cos(rix2) sm(riy2) 

factor applied to the curve, already scaled using factor <Ji. In the proposed method, 

r =7t I ̂  . The matrix B -
^2x 

0 

0 

0-2y 0 

0 

l/mo2(cn) 1/2 
denotes 

the second scaling factor, applied in the curve after the counterclockwise by %/4 

'sin(r2x^) -cos(r2y^)l 
rotation while Rn 

cos(r2x4) sin(r2y^) 
is the rotation matrix, applied to the 

curve, already scaled using the factor 0-2 with r2 =[(ai+a]sj_i)/2]mod;r (where 

aj = (x i , y | ) and a ^ . j =(xN_i,yN_i) the average value of Fourier phases). 

At this point we have achieved the reduction of affine transformations to 
orthogonal ones and we need a transformation invariant to rotation and reflection. 
The overall normalization (orthogonalization and normalization) is now affine 
invariant and the starting point normalization is necessary since the rotation 
normalization depends on the starting point. Thus, a standard circular shift is defined 
using the first and last Fourier phases: p(z) = [(N/4;r)-(a| -aN_i)]mod(N/2) and 
the opposite shift is applied in order to normalize the curve np (z) = S.p^^) (z) • 

The presented normalization method transforms the object contours in order to 
make them affine invariant 5. To sum up, an affine normalization of a contour can be 
achieved applying normalization after the orthogonalization of the contour: 

np(n,(c)) = S_p(R2-B-Ri .A . (c -T) ) = S ( R 2 - B . R i . A - ( c - T ) , - p ) (Eq. 4) 
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5 Tracking VO using normalization affine transformation 

The tracking method that we propose in this section provides a fully automatic 
affine invariant method for fast tracking video object in a video sequence. Initially, a 
GVF snake is implemented in the first frame of the sequence in order to provide an 
initial estimation of the video object contours (cj) . Having as pattern for the GVF 
snake the contour of first firame of the video sequence, the contour C2, of the second 

frame can then be acquired. 
In the next step, applying affine normalization (Eq. 4) to each contour, the 

ai(ci) = np(na(ci))and a2(c2) = np(na(c2)) for contour C| and C2 respectively, 

is obtained. Now, we can define the vector of normalized affine parameters which 

can be represented as P = {D,g,s} where D = R2 • B • Rj • A is the rotafion-scaling 

deformation matrix while parameter g = - D - T represents the video object 

translation and s = - p is a shifting parameter. The overall normalization affine is: 

a(c) = np(n,(c)) = S((Dc + g),-s) (Eq.5) 

After normalization of each contour of the first two sequential video objects, 
accepting that these contours are almost equal, we can assume that 

ai(ci) = a 2 ( c 2 ) - ^ 2 : ^ S ( D i C i + g i ) - S i ) = S(D2C2+g2)-S2) 

=> D2C2 +g2 =S(S(DiCi +gi),si -S2) 

=:>C2=D2^-(S((DiCi+gi), Si-S2)-D2^g2) with D^ ^ 0 

=>C2=-S((DilDiCi-D2kgi-g2)X S1-S2)) (Eq.6) 

Now, we can define the transformation: 

a2^oai = | D2^Di, g i - g 2 , Sj-S2 ]=H-^2 ( % 7) 

Eq.7 will be examined in order to verify that knowing the previous contour, the 
computation of the next contour of the video object is possible by applying this 
transformation. For this purpose, the steps of our algorithm are presented. 

The algorithm requires, as input, the contours of the video object contained in the 
first and second frame. It can be computed applying a GVF snake to the first and 
second frame of the video sequence. 

Then, the affine normalization (Eq. 4) is applied to the first and second frame 
contour, taking aj (C|) = np (n^ (c^)) and a2 (c2) = np (n^ (c2)) respectively. The 

vectors of normalized affine parameters of the video object from first and second 
frame can now be computed: Pj = {Di,gi,Si} and P2 = {D2,g25S2}. 

Having the vectors Pi,P2 of normaHzed affine parameters, the transformation 

a2 ° aj can be computed using Eq. 7. 

Supposing that the contour of the video object of the third fi-ame, follows 

approximately the same transformation (aj_^2) ^^ ^^^ ^̂ ^̂ ^ ^^^ second contour, the 

application of this transformation places the contour of the third video object close 
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enough to the real position. Then, appl3dng a GVF snake which takes as input the 
contour that has been achieved applying the transformation to the second contour, 
the right estimation of the third contour can be achieved very quickly: 
C3«s(ai_^2(c2)) (Eq.8) 

Having the next contour C3 the transformation a2-->3(c3) is computed. Then, 
applying the GVF snake to the next video frame a very close estimation of the video 
object boundary that the fourth frame included can be achieved C4 « s(a2_^3(c3)). 

Following the same procedure for the next frame C|, the transformation 

aj_i_^j(Cj) for the video object of next frame is computed and estimation of the 

position of the next video object is calculated applying the GVF snake 

s(aj_i_^i(Cj)). 

Applying the proposed method to the following frames, a fast tracking technique 
can be achieved. The method discussed in this paper was tested on several video 
sequences with very fast moving objects and a series of experiments has been 
performed. Firstly, the accuracy of the affme normalization method is examined 
using a synthetic video sequence. 

Figure 3 illustrates the first five successive frames of a synthetic video sequence. 
The video object of the second frame has been rotated by ^ = 30° while in third 

frame it has been translated. In fourth frame the video object has been scaled by 5% 
and in the last frame it has been rotated by ^ '= -30° and translated. 

$1 L# K K * 
Figure 3: Synthetic video sequence 

According to the proposed method, using the GVF snake method, the contours of 
the first two frames can be extracted. Then, we compute the vectors Pi,P2 of 

normalized affme parameters as well as the transformation ai_^2 ~ ^2^ ^ a^. In order 

to measure the similarity between curves Cj =s(aj_2_^i_i(Cj_i)) i > 3 and Cj-ê i i» 

we use the Euclidean distance is used. The value of similarity of the contours 
approaches 97%. 

Figure 4: Fast video object tracking with or without affme invariant normalization 
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In Figure 4, Cj = s(Ci_|) is depicted with a dash-line in first line using only GVF 

snake while the estimation of Cj =s(ai_2^i_i(Ci_i)) is depicted in the second line 

with a dash-line contour too. It is obvious that the estimation of the contours which 

uses GVF snake and affme normalization is closer to thin-line Cj-ĝ i \ that uses only 

GVF snake. 
The result that the comparison between the proposed method and the GVF snake 

method gives is depicted in Figure 5. It can be seen that our algorithm reduces the 
number of GVF snake iteration more than 60%. In this experiment are used twenty 
successive frames of the synthetic video sequence. 

Figure 5: Iterations of GVF snake with and without affine normalization 

6 Conclusion 

In this paper, we have proposed a method for tracking using affme invariant 
normalization for very fast moving objects. The video object detection for the two 
first successive frames is achieved using a GVF snake. Next, using affme-invariant 
normalization, a vector of the affine parameters of each extracted video object is 
computed. Assuming that these contours are similar, we compute the affine 
transformation between these contours. Using this transformation to predict the 
position of the contour in the next frame allows initialization of the GVF snake very 
close to the real position. Experimental results suggest that our algorithm have great 
potential for tracking video objects with very fast moving objects where traditional 
trackers usually fail. 
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Abstract. We propose an approach to knowledge acquisition, which uses 
multimedia ontologies for fused extraction of semantics from multiple 
modalities, and feeds back the extracted information, aiming to evolve 
knowledge representation. This paper presents the basic components of the 
proposed approach and discusses the open research issues focusing on the 
fused information extraction that will enable the development of scalable and 
precise knowledge acquisition technology. 

1 Introduction 

The main goal of multimedia content analysis is the automated extraction of 
indices describing the document content. The high complexity that characterises the 
multimedia content along with the currently prevailing dearth of precise modelling 
for multimedia concepts makes automatic semantics extraction a very difficult and 
challenging task. Although latest advances in multimedia content analysis have 
improved capabilities for effective searching and filtering, a gap still remains 
betv^een low-level feature descriptions that can be automatically extracted such as 
colours, textures, shapes, motions, and so forth, and high-level semantic descriptions 
of concepts like objects, scenes and events that set the basis for meaningful multi
media content description. A Suitable approach to bridge this gap is to use a semantic 
model in the extraction process. Moreover, the analysis of single modalities, in 
particular of visual content alone, is inadequate in all but a small number of restricted 
cases. The effort required to provide problem-specific extraction tools makes single-
media solutions non-scalable, while their precision is also rarely adequate. 

The proposed approach, which is envisaged in the framework of the 1ST project 
BOEMIE, is unique in that it links multimedia extraction with ontology evolution, 
creating a synergy of enormous yet unrealized potential. Driven by domain-specific 
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multimedia ontologies, the information extraction systems implementing the 
proposed approach will be able to identify high-level semantic features in image, 
video, audio and text, and fuse these features for optimal extraction. The ontologies 
will be continuously populated and enriched using the extracted semantic content. 
This is a bootstrapping process, since the enriched ontologies will in tum be used to 
drive the multimedia information extraction system. 

This work provides the key ideas involved in the whole system and then focuses 
on the semantics extraction from multimodal features. Section 2 highlights the 
related research. Section 3 presents the main aspects of the proposed approach, the 
architecture designed for its implementation and the basic components of the 
architecture. Section 4 outlines the semantic extraction approach and section 5 
provides an application scenario we are currently examining for the evaluation of the 
proposed approach. Section 5 discusses some of the issues that arise under this 
bootstrapping framework and need to be searched. The paper concludes by 
presenting our next steps. 

2 State of the art 

The proposed approach towards the automation of knowledge acquisition from 
multimedia content, through ontology evolution, is based on the synergy of various 
technologies. This section highlights the state of the art of the technologies involved. 

2.1 Semantics extraction from multimedia content 

Semantics extraction from multimedia content is the process of assigning 
conceptual labels to either complete multimedia documents or entities identified 
therein. In general, extraction can be performed at three different levels: 

• Layout: the syntactic structure an author uses for multimedia documents (camera 
shots, audio segments, text syntax). 

• Content: relates layout segments to elements that an author uses to create in a 
multimedia document (e.g. setting, objects, humans .. .). 

• Semantics: expresses the intended meaning of the author. 

In the case where content is available in multiple related modalities, these can be 
combined for the extraction of semantics. The combination of modalities may serve 
as a verification method, a method compensating for inaccuracies, or as an additional 
information source [5]. The processing cycle of combination methods may be 
iterated allowing for incremental use of context. The major open issues in the 
combination approaches concern the efficient utilization of prior knowledge, the 
specification of open architecture for the integration of information from multiple 
sources and the use of inference tools for efficient retrieval. 

Most of the multimedia extraction approaches encountered in the literature are 
based on learning methods, e.g. naive Bayes classifiers, decision tree induction, k-
Nearest neighbor. Hidden Markov model [9], [12]. 

2.2 Multimedia Ontologies 

Ontologies can play a major role in multimedia content interpretation because 
they can provide high-level semantic information that helps disambiguating the 
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Figure 1. Architecture of the integrated system 

labels assigned to multimedia objects. Indicative approaches for constructing 
multimedia ontologies are the ones presented in [7], [11] [13]. The major open issues 
here concern the automatic mapping between low level audio-visual features and 
high level domain concepts, the automated population from unconstrained content 
and when there are no metadata attached to the content. In cases of complex 
domains, multiple ontologies may be present and ontology coordination techniques 
[4], [8], [6] have to be employed. 

2.3 Synergy between information extraction and ontologies 
The interaction between information extraction and ontology learning has also 

been modelled at a methodological level as a bootstrapping process that aims to 
improve both the conceptual model and the extraction system through iterative 
refinement, but it is limited to textual content so far and is not fully automated [10], 
[3]. 

3 Methodology and architecture 

We advocate an ontology-driven multimedia content analysis (semantics 
extraction from images, video, text, audio/speech) through a novel synergistic 
method that combines multimedia extraction and ontology evolution in a 
bootstrapping fashion. This method involving on the one hand, the continuous 
extraction of knowledge from multimedia content sources in order to populate and 
enrich the ontologies and, on the other hand, the deployment of these ontologies to 
enhance the robustness of the multimedia information extraction system. 
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On the side of ontology evolution, we propose (a) a unified representation for 
multimedia ontologies and related knowledge, which will link domain-specific 
concepts with low-level features and structural descriptions and (b) a methodology 
and a toolkit for ontology evolution to support ontology learning, ontology merging 
and alignment, semantic inference for consistency maintenance, and ontology 
management. On the side of information extraction, we propose (a) a methodology 
and an open architecture for information extraction from multimedia content using 
data fusion techniques and (b) A toolkit for semantic extraction from multimedia 
content. Within the extraction architecture, tools will be developed to support 
extraction from image, audio, video and text, as well as information fusion. 

We also propose an open architecture of a system that integrates the components for 
ontology evolution and semantics extraction in order to realise the synergistic 
bootstrapping approach. As depicted in Figure 1, the major components are: 

• The multimedia ontology which links domain-specific ontologies with 
multimedia content and descriptor ontologies. This will be evolving through the 
ontology evolution component. An ontology initialization tool will be developed 
to provide a friendly user interface for the creation of the initial ontology. 

• The semantics extraction component which will provide tools for the analysis of 
single modalities (visual, text and audio extraction tools) as well as tools for 
fusing information from multiple media sources (information fusion tools). The 
whole extraction process will be ontology driven in the sense that the ontology 
will provide the initial knowledge to the extraction process and will also be used 
to disambiguate the extraction. 

• The ontology evolution component which will use the results of the extraction 
process to populate the multimedia ontology with instances of the various 
concepts, to enrich the ontology with new concepts and relations, as well as to 
coordinate the ontologies composing the multimedia ontology. 

4 Semantics extraction toolkit 

The semantics extraction toolkit is composed of subsystems that process separate 
modalities and namely visual (still images or image sequences) and non-visual 
content (audio and text). The results are fused using ontology-based or probabilistic 
framework and the results are used for content annotation and ontology evolution. 

4.1 Semantics extraction from visual content 

Our effort concentrates on the development of a semantics extraction toolkit from 
visual content including tools for: 
• Scene categorisation, i.e., to categorize the depicted content into various high 

level classes, e.g. indoor/outdoor city/landscape, office, corridor, street, etc.). 
Features to be used are color histograms, color coherence vectors, DCT 
coefficients, edge direction histograms, edge direction coherence vectors, and 
motion vectors. Sub-blocks analysis can be employed for independent initial 
classification of blocks, which will be combined next using reasoning. 



Artificial Intelligence Applications and Innovations 561 

Semantics Extraction from 

Visual Content 
(use ofiifeual extractton tool») 

shot sdgmentalion 

key - frame 
extraction 

non-iinear video 
organization 

^ <> 

OCR i 

objecttiuman 
detection 

Scene'placs 
detectioti-

categorization 

ia. 

I Semantics Extraction from non-vlsuji content 

Probabilistic fvidence-based 
iriterpretation framework 

Semantics extraction from fused multimedia content 
(use of Wotmatian fusion tool^ 

\ : - ' : .•''''•'•:''• 

'',;:;t''^.-;^.-•'--' 

••- ' . • . - . • • • ' • 

-}^^i'-:'\ 

- . • • ' . • • - • - ; ' 

Figure 2 Architecture of the semantics extraction subsystem 

• Video-OCR, in order to extract as much information as possible about the 
depicted settings, objects, persons through appropriate name/noun/verb 
identification, 

• Object detection, recognition and tracking, mainly through motion analysis and 
matching with related patterns to differentiate solid objects from deformable 
ones, e.g., vehicles from humans. Other features used may include skin color or 
facial features for humans. For tracking, the particle filtering technique may be 
employed or the MPEG moving object descriptors may be exploited if available. 
The expected found objects can be significantly reduced by the previous steps. 

• Place recognition, i.e., recognition of known places based on features that are 
unique for each place (e.g., landmarks) and based on the results of the previous 
processing steps. 

It is critical to be able to spot independent visual entities either in single images 
or image sequences. Furthermore, we provide support to the ontological description 
which will require expressing relations (structural, spatial, temporal) between the 
visual objects. In light of this need, our methodology focuses on research of tools for 
automatic image segmentation and video segmentation, which will enable us to 
partition an image or a sequence of images into meaningful spatial or spatiotemporal 
objects. In this perspective, all mid-level feature identification are treated in a region-
based fashion. Moreover, we use advanced machine learning techniques for 
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recognition and categorization, in order to address various problems that are related 
to the use case. Semantics are extracted by matching/linking with visual information 
included in the multimedia ontologies. 

Some additional tools perform video segmentation to isolate the video shots, key
frame extraction to limit processing to those frames that describe adequately the 
content and video organization (in a non-linear fashion) to find similar shots through 
clustering and to limit processing to shot representatives and to assist user browsing. 

To provide a qualitative measure for the visual detectors involved, confidence 
measures are employed. These measures will be taken into account in BOEMIE's 
reasoning engine, which will be able to modify the visual detector's confidence 
scores according to a set of contextual rules and supplementary rules expressed by 
the corresponding semantic model that determines how likely it is for the given 
object (or scene) to appear in the given visual content. 

4.2 Semantics Extraction from non-visual content 

Non-visual content can be textual or audio/speech, which will be used to 
construct the basis for a meaningful contextual knowledge culminating at a toolkit 
for semantics extraction from non-visual content. 

The text is provided by unstructured (e.g. raw text) or semi-structured documents 
(e.g. HTML pages) or is included in image/video data as raw data (e.g., OCR text, 
speech transcriptions) or as annotations (e.g. textual descriptions of images). The 
effort is concentrated on: 
• using available text processing tools and resources in combination with the 

domain-specific and geographic ontologies of the multimedia ontology to 
extract information that "localises" the content directly or indirectly, e.g., names 
of exhibition places, street names; 

• extracting semantic information, e.g., in the vehicle exhibition case, extract 
information such as the event name, event dates, event organisers, exhibitors 
(vehicle brand names), exhibits (vehicle models) and multimedia related to it. 

On the other hand, audio processing is used to extract features from both speech 
and non-speech audio. The effort here is concentrated on the detection of: 
• Environmental sounds for the detection of setting 
• Names in speech data to infer references to places of interest 

Methodologically, the audio channel is separated into speech and non-speech 
segments using BIG segmentation and speaker detection. As regards non-speech 
environmental sounds, a state-of-the-art classification method, based on machine 
learning, is to be used for the generic automatic construction of (possibly nested) 
sequences of data transformations (tree-like features). The sound classifier deploys 
acoustic models of sounds and permits differentiation of different sound sources 
(applause, laughter) and environments (traffic vs. quiet museum). The speech 
segments are recognized using a syllable-based speech recognizer for the English 
language. Since the ontologies providing the basis for feature derivation are evolved 
throughout the content extraction process, it is critical that the vocabulary of words 
which are identified by the speech recognition component is dynamic. 

4.3 Semantics Extraction from Multimedia Content 

Single modalities are not always powerfiil enough to encompass all aspects of the 
content and identify concepts precisely. Fusing information fi*om multiple media 
sources [1] is expected, on one hand, to improve the validity of indices extracted 
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independently from each modality and, on the other, to provide a unifying 
framework promoting the complementarity of the modalities in respect to different 
aspects and/or different levels of granularity of the underlying concepts encompassed 
in the ontology of a (possibly evolving) domain. At the same time, a cross-modality 
fusion architecture is also expected to naturally bridge the gap between low level 
mode-specific features and higher level concepts, by faciUtating the identification 
and separation of mode-independent and mode-specific features necessary to capture 
the ontology concepts. 

In particular, fusion techniques are investigated based on: 

• Ontology-based disambiguation: The results of the extraction process are used to 
build hypotheses. These are then matched to information included in the multi
media ontology to build more precise higher-level h3^otheses. During this 
process, conflicts or inconsistencies may be found, prompting the revision of 
intermediate results, and, possibly, the adjustment of parameters for low-level 
processing modules to achieve more precise results at higher levels. This is 
implemented as a closed-loop extraction process. 

• Probabilistic evidence-based interpretation framework: The evidence in this case 
is provided by low-level features and the extracted semantics may belong to 
intermediate abstraction levels. This thread of thought has been particularly stu
died in the context of synchronous or quasi-synchronous information streams for 
audio-visual speech recognition, modelled as variants of HMM [2]. 

The semantic data is input into the multimedia ontology, which is divided into (a) 
Multimedia content ontology, which represents content structure (b) Multimedia 
descriptor ontology, which models concepts and properties that describe visual 
characteristics of objects including MPEG-7 standard features and (c) Domain-
specific ontologies, which contain concepts and properties related to the knowledge 
of the domain of interest (related application scenario). The multimedia ontology 
will be then evolved through the mechanisms described in the previous section. 

4. Application scenario 

The application concerns the enrichment of digital maps with semantic information. 
The process involves an automatic collection and annotation service for public 
events in a number of major cities from the Web and proprietary sources. The 
domain of public events include commercial exhibitions, sport events, concerts etc. 
The results of the annotation process, i.e., the identified entities and their properties, 
will be linked to geographical locations and stored in a content server. The user will 
be provided with immediate access to the annotated content base, through the user-
friendly interface of digital maps, which will also provide immediate navigation 
guidance to the place of interest. The domain-dependent semantic model will be used 
by the extraction architecture to identify multimedia information related to the 
concepts in the ontologies. Further, from the extracted information, new concepts 
will be generated to extend the ontologies, using the evolution architecture. 

As a concrete example of the application scenario, consider the domain of vehicle 
exhibitions, an application that has significant commercial and social interest, while 
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at the same time it is associated with a wealth of complementary multimedia content 
that is evolving over time. Given such a domain, the following stages will be 
followed to customize and use the envisaged system (see Fig. 1): 

• Initialization: Forming of the initial multimedia semantic model for the domain 
by collecting and merging existing ontologies for sub-domains, referring for 
example to car, and motorcycle exhibitions and linking them to multimedia des
criptor ontologies, using the ontology initialization and content annotation tool. 

• Training: Training of the various semantics extraction and ontology evolution 
tools to the domain. To that end, a training dataset containing representative and 
annotated multimedia content will be constructed using the ontology initia
lization and content annotation tool. 

• Information gathering: After customization, the first step of its run-time use is to 
collect content from various Web and proprietary sources. In the case of car 
exhibitions, such sources will include TV and news programmes, on-line 
magazines, the sites or proprietary databases of car suppliers and dealers, 
specialized discussion fora and Weblogs, as well as generic content sources. 
Different sources will provide different types of content, which when fused 
semantics can lead to a rich description of concepts and their instances. 

• Semantics extraction: The trained semantics extraction tools will be applied at 
regular intervals to the incoming stream of multimedia content, performing two 
parallel tasks: (a) Extracting the relevant information from each piece of content, 
such as event venue, event dates, event organisers, exhibits and multimedia 
related to it, exhibitors, etc. Single modalities will be processed separately and 
then will be fused (b) associating the information to concepts of the ontologies, 
by identifying their characteristic elements in multimedia content, e.g., terms in 
the text and audio, objects in visual content, crowd density, indoor/outdoor, etc. 

• Ontology evolution: Population of the ontologies with instances of the various 
concepts, together with their properties (accompanied by annotation). The 
concept modelling task, performed by the extraction methods, will lead to 
suggestions for the enrichment of the ontologies, through novelty detection. 

• Information positioning and retrieval: The concept instances annotated on the 
multimedia content will be linked to the map data in the digital maps server. The 
user will be able to browse content and issue queries about exhibits, events, etc. 
The results will always be associated to places on the digital map also 
considering time. 

5 Concluding remarks 

We proposed a new approach towards automation of knowledge acquisition from 
multimedia content, by introducing the notion of evolving multimedia ontologies 
which will be used for the extraction of information from multimedia content. This is 
a synergistic approach, combining multimedia extraction and ontology evolution in a 
bootstrapping process involving, on the one hand, the continuous extraction of se
mantic information from multimedia content in order to populate and enrich the 
ontologies and, on the other hand, the deployment of these ontologies to improve 
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significantly the performance of existing single-modality approaches in terms of 
scalability and precision. 

In terms of semantics extraction from multimedia content, we propose the 
integration of an ontology-based approach with a probabiHstic inference scheme. We 
need to examine carefully the role of the ontology in fusing information extracted 
from multiple media. We will also examine ways to learn optimal multimedia-based 
feature combinations. Synchronization and alignment of the different modalities is 
another issue, since all modalities must refer to a common timeline. 

Ontologies must be sufficiently expressive in order to describe the construction 
space for possible interpretations in general and for specific interpretation results in 
terms of a particular piece of media. Multimedia applications have highlighted the 
need to extend representation languages with capabilities which allow for the treat
ment of the inherent imprecision in multimedia object representation, matching, de
tection and retrieval. Since existing standard web languages do not provide such 
capabilities, research effort needs to be directed towards representation and manage
ment of uncertainty, imprecision that exists in real life applications. 

In terms of ontology population and enrichment, we will exploit the multimedia 
semantic model as well as current research on learning and aiming to develop a 
generic framework for ontology learning and inference from multimedia content. 
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Abstract. This paper relates semantics as it is used in linguistics and natural 
language processing to the operational requirements of image retrieval 
systems. This is done in the context of a model of exploratory search and 
image annotation or indexing. The paper concludes this operational context 
requires the use of a restricted form of semantics compared with the usual one 
from linguistics or natural language processing, focussing on words rather 
sentences. 

1 Introduction 

Semantics is a notoriously difficult topic. Within Linguistics, on which most work in 
computerised Natural Language Processing (NLP) rests, it is often all but impossible 
to draw clear distinctions between syntax, semantic, and pragmatics let alone define 
the content of semantics alone. 

However, this is not a doctrine of despair: in this paper I want to show how 
within a given operational context the general problems of semantics can be avoided, 
or at least restricted to the extent they are solvable in the medium term. 

More generally I want to look at the task of retrieving still images from 
databases. I will attempt to show how restricting ourselves to this task allows us to 
avoid such general and difficult questions as "what does this image mean?" which I 
believe are the root of much of the difficulty with the notion of semantics. 

By both recognising that the real issues relate to operations involving humans 
(not abstract ones involving computers alone) and recognising that at some point this 
allows a human understanding (or subjective semantics if you will) to be brought to 
bear on the operational task at hand, one can focus on much more tractable questions 
like "Is this image relevant to the ends of this person at this time?". This can be 
explored in a fi'amework of exploratory search 
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The paper begins with a brief overview of the use of the term semantics in 
Linguistics and NLP. The idea of exploratory search is then introduced, developed 
using a model and related to recent developments in image annotation. The paper 
concludes with an attempt to bring together the implicit notions of semantics 
inherent in exploratory search and image annotation with the linguistic notion of 
semantics previously introduced. 

2. Semantics in Linguistics and NLP 

Semantics is of course the study of meaning. 
James Allen in his classic text book [1] identified seven kinds of knowledge 

relevant to natural language understanding (including speech): phonetic and 
phonological; morphological; syntactic; semantic; pragmatic; discourse; and world 
knowledge. Syntactic knowledge: 

"concerns how words can be put together to form correct sentences and 
determines what structural role each word plays in the sentence and what phrases are 
subparts of what other phrases" (plO) 
whereas semantic knowledge: 

"concerns what words mean and how these meanings combine in sentences to 
form sentence meanings. This is the study of context-independent meaning - the 
meaning a sentence has regardless of the context in which it is used." (plO) 

Note the emphasis Allen places on word meaning and the way they combine 
presumably constrained and driven through the syntactic constructions in which they 
appear. 

Even within this constrained notion of (linguistic) semantics there are further 
complications. Leech [17] within an essentially compatible framework identifies 
(oddly) seven types of meaning, in essentially three groups: Conceptual, Associative 
and Thematic. Lyons [18] effectively identifies ten types of meaning, through the 
rather recursive device of looking at the meanings of the noun "meaning" and the 
verb "to mean". 

Allen, and Leech (the latter less clearly) are committed to the idea that words 
have distinct senses or meaning'. But even this is controversial: see Kilgarriff [16] 
for a discussion. The English word "bank" with its two homonyms ("financial 
institution" and "river bank") is well known. More difficult examples are not hard to 
find. Consider the word "drug". Are sentences in which it is used interchangeably 
with "narcotic" using a different sense from those which in which it is used 
interchangeably with "medicine"? 

The reason for this short discussion of semantics as the term is understood by the 
natural language understanding and linguistics communities is to contrast this with 
the way it used in the multi-media and image retrieval communities. Jorgensen [13] 
(pl67ff) and more recently, for example, Koskela and Laaksonen [15] and Heesch 
and Rtlger [11] use the term with a much narrower meaning: semantic in the context 

^ Lyons position is somewhat more sophisticated considering, for example the notion of 
"linguistic fields". 
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of image retrieval is understood to be confined to assigning conceptual labels from 
some sort of fixed vocabulary to the whole or parts of a region, possibly with some 
sort of spatial relations between regions identified. 

This is much more restricted notion of semantics than is commonly employed in 
natural language processing. There is nothing wrong with it (especially given the 
state-of-the art in multimedia retrieval and how far multimedia retrieval has come in 
the past ten years or so): but a failure to recognise the differences in the ways the 
term is being used is likely to lead to confusion. 

It might be better to recognise that what is adopted in the multimedia field is an 
operational semantics, in which meaning is defined in terms of specific operations 
and tasks, with no claim to deal with the general meaning of multimedia data. Indeed 
many would claim that adopting restrictions in terms of task and domain is precisely 
where progress has been made in both natural language processing and the semantic 
web. 

3. Exploratory Search 

The real focus of the paper is a new way of looking at the process of multimedia 
retrieval: exploratory search. 

Exploratory search is a notion which applies to all forms of information seeking, 
but is especially applicable to multimedia retrieval. It focuses on situations where the 
searcher has an ill specified information need. It cuts across the commonly used 
searching characterisation of information discovery [14] versus previously seen 
information retrieval (e.g. Dumais et al [9]) in which the primary characterisation is 
whether the search system is mainly intended to support the retrieval of items 
previously not seen by the searcher (information discovery) versus those previously 
seen but whose virtually whereabouts are presumably currently unknown. 

Most current or proposed exploratory search systems have some sort of 
topological metaphor underlying both their indexing structures and their interfaces. 
A typical system might involve some sort of categorisation or clustering step which 
is used to identify key examples or summaries, an associated similarity space or 
spaces which allow the topological space to be projected onto a two or two-an-a-half 
dimensional display space and some form of anal3^ical query to allow users to 
"parachute" in to suitable areas of the topological space without considering the 
whole of it [6,28]. 

Some systems focus more on guided interaction and the process of negotiating 
the search, but the common theme is the metaphor of exploring an underlying space. 

I don't want to claim that exploratory search is anything new or radical: indeed 
many of the ideas can be traced back to Belkin and others [5] and the notion of 
Anomalous States of Knowledge, if not before. 

Neither do I want to pretend the term is my own^. 
Digital Still Image Retrieval provides an interesting challenge for emerging 

exploratory image search systems. This is for three reasons. First, the content of 

^ See http://www.umiacs.umd.edu/~ryen/xsi/ 
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images is rich, multi-facetted and complex (an image is worth a thousand words). 
Second, user needs are highly subjective (even compared to text) and difficult to 
define (browsing for the pleasure of browsing, my grandchildren give me joy, 
whereas yours are merely children). Third it is possible to attend to and take in many 
images more or less simultaneously, in a way which is not possible with text and 
music for example. 

This has is leading to the emergence of a new field which I think is best called 
Semantic Content Based Image Retrieval (SCBIR) in contrast to Content Based 
Image Retrieval based on low-level features [23]. 

Before moving on to a more detailed discussion of SCBIR and Exploratory 
Search I want to look more carefully at the term semantics and way it is understood 
in natural language processing and linguistics. 

4. A Model for Exploratory Image Search 

As with most interactive information retrieval systems the first step is to split the 
retrieval into two: an indexing process which can take place (slowly) offline and an 
interactive retrieval process which of necessity must operate rapidly and be focussed 
on effective and "comfortable" use by real people undertaking searches. 

The indexing process then takes on a subsidiary role in which data is selected and 
organised to allow rapid and effective organisation of the interactive retrieval engine. 
Although the indexing process is in fact technically more demanding, since it is 
logically subsidiary I want to consider first the exploratory search process. 

Browsing 

Need i K Andly^c 
Query 

More Like 
This 

Fig. 1. A Model for Exploratory Image Retrieval 

Figure 1 presents a model for exploratory image retrieval. In it a searcher first 
comes to the system with some sort of need or requirement for an image. This they 
express as an analytic query, for example as a list of key words. 
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This will produce an initial retrieved set of images. These may well change the 
searchers idea of their need. The retrieved set may also act as a starting point for 
other forms of retrieval: for example requests for more images in some sense similar 
to one of the retrieved set: or less directed browsing. The images seen during these 
subsequent search operations may in themselves change or refine the searchers idea 
of their need. Eventually, presumably, the searcher will find a satisfactory image set 
of images or give up. 

Now I make no great claims for this model. It is very similar in outline to ones 
presented, for example, in Belew (2000) Chapter 1. Compared to Belew, following 
Belkin, Oddy and Brooks (1982) there is perhaps, a little more emphasis on the 
impact of the results of retrieval on the searchers perception of their own need, but 
this is a matter of detail. 

More to the point is the reliance of the model, on the one hand, on 
comprehensible notions of semantic similarity, and on the other on an effective and 
efficient means of indexing the images to support analytic query. 

Indexing to support analytic query is primarily a process of assigning appropriate 
key words to images. I will return to this point later. 

Semantic similarity is needed to support both browsing and relevance feedback 
or more-like-this access. Human notions of image similarity are complex (see [13], 
Chapter 2 for a review). Browsing often also requires some notion of directionality 
or scent [8] so that the user can browse successive image sets which have more or 
less of some property. 

Current systems operate with similarity computed using low-level features: in 
particular colour (see for example [19], [20]), and this is an impoverished notion of 
image semantics. 

Browsing and search are essential features of exploratory search systems, but 
despite my title I don't want to dwell on them here: rather I want to move to look at a 
more underlying problem - the problem of associating key words with images. 

5. SCBIR Indexing for Analytic Query: Automatic Image 
Annotation 

Within the model of Section 4 the first step in exploratory search is for the searcher 
to formulate their need into an analytic key word query. 

If we are to build exploratory search systems which are capable of operating on a 
very large scale, we require a rapid, automatic, means of annotating images with key 
words. 

This is a daunting problem: the subjectivity of the understanding of images, their 
complexity and the semantic gap caused by the differences between the low-level 
features of images used in computerised processing of digital images and human 
understanding, all contribute to the significant progress which has been made with 
this problem in recent years. 

The semantic gap also occurs in other forms of non-textual image retrieval (like 
video and music) but the problems it poses and the ways to overcome them are 
distinctive in still image searching partially because of some technical problems 
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posed by still images (meaningful segmentation of still images is especially hard) but 
equally, as noted above, still image perception has some special properties which 
may be exploited in the interface. 

In particular it appears possible for searchers to rapidly or simultaneously scan 
very large numbers of still images in result sets. This contrasts with text, where, 
seemingly fuller attention needs to be applied to results viewed, and consequently 
the useful size of result sets presented. Video appear to present related problems, 
with distraction by non-relevant results being a greater problem. 

However, it must be pointed out there is a need for mush more extensive 
ecologically valid, human centred studies is this area before firm conclusions can be 
drawn. Markkula and Sormunen [21], for example, report their searchers frequently 
adopted what they perceived to be the best or easiest search strategy. It is unclear 
whether their perceptions were in fact correct. 

However, there appears to have been real progress with bridging the semantic 
gap in the past few years. The successes have in common the use of various forms of 
supervised and semi-supervised machine learning. For clarity, in supervised machine 
learning the learning system builds a model on a hand analysed set of data called the 
training set. In this case this will be a set of images which have been manually 
annotated. Semi-supervised systems will either have some form of manual 
assessment or correction on additional unseen data or combine the use of entirely 
automatic, unsupervised learning with supervised learning. 

The most successful of these early attempts employed models from machine 
translation, [2,3] although more recently there have been suggestions the relationship 
between the task and Machine Translation is more indirect [27]. Other forms of 
machine learning and adaptive computing have also proved successful [7, 10, 12, 
24, 25, 26]. 

There are three main observations to be made about these pieces of work. 
First, they generally focus on the assignment of unordered sets of key words to 

the whole of an image, since this is really what is required for indexing. Where they 
do not, they are not reliant on accurate, meaningful segmentation of the image. They 
have models which combine both the relationship between areas of the image and 
words and the corrections for the likely errors in those relationships. 

Second, all have vocabularies which are much too small for practical 
applications. Current systems have vocabularies of a few hundred terms in contrast 
to the 20,000 plus terms in the Art and Architecture Thesaurus [13], for example. 

Third, for the forseeable future they are relatively errorful, in the sense that they 
will often assign words to images which would not seem relevant to a human being. 
However, in the context of exploratory search this is not a real problem. The human 
searcher can overcome the errors made by the indexing systems by using the 
browsing and relevance feedback mechanisms, provided of course, those errors are 
not so severe and numerous that the searcher see no relevant images in the early 
phases of their search. 



572 Artificial Intelligence Applications and Innovations 

6, The Relationship between Linguistic Semantics and Image 
Semantic for Exploratory Search 

In Section 2 I overviewed the use of the word "semantics" as it is used in Natural 
Language Processing and Image Retrieval. I also introduced the term operational 
semantics to describe a situation in which no claim is made about the generality of 
the semantics without a task. 

I now want to weave together the two threads of this paper: exploratory search 
and semantics. 

The first observation I want to make is that there is a critical element in Allen's 
definition of semantics discussed in Section 2 which is missing from all the 
subsequent discussion of exploratory search and image retrieval. Allen's definition 
focuses on sentence meaning, rather than the meaning of words, which has been the 
focus in the subsequent discussion. 

One might argue that this focus on the sentence is a weakness of most 
conventional NLP and linguistic work. However most work in NLP takes the 
sentence as the important unit of meaning. 

However, operationally, in the context of exploratory search, few searchers wish 
to express their needs through well formed sentences. 

Conversely, considering the image annotation or indexing process, there seems to 
be little utility in annotating images with long sentences rather than a bag of key 
words. (I accept it is plausible some phrases might be useful: e..g "ducks on water".) 
Indeed annotating images with sentences opens up a real Pandora's box: which are 
the important concepts/words to include in the sentence (depends on the context of 
use): if we use several sentences when to stop; and so on. These matters are only on 
the research agenda in the longest term. 

My purpose here is to point out that within Natural Language Processing or 
Linguistics a focus on the meaning of words seems a very narrow use of the term 
semantics, Yet in moving to a specific operational task: like exploratory search; in 
order give an attainable scope and definition to our enterprises in multimedia we may 
need to focus on this narrow use at least in the short term. 

7. Conclusions 

In this paper I have attempted to do three things. 
First I have attempted to overview the way the term "semantics" is used in 

Natural Language Processing. 
Second, I introduced the idea of exploratory search and model for its use in 

image retrieval, including the use of automatic image annotation. 
Third I attempted to relate the notion of semantics as it is used in NLP and 

Linguistics to the operational context of exploratory image search. 
Semantics as the term is used in NLP and Linguistics implies a very deep and 

complex notion of meaning. By focussing on a specific, practical operational context 
(like exploratory search) we can avoid the possibly intractable problems posed for 
multimedia processing by these deep semantics. 
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Abstract. Most of the successful commercial applications in language 
processing (text and/or speech) dispense of any explicit concern on semantics, 
with the usual motivations stemming from the computational high costs 
required by dealing with semantics in case of large volumes of data. With 
recent advances in corpus linguistics and statistical-based methods in NLP, 
revealing useful semantic features of linguistic data is becoming cheaper and 
cheaper and the accuracy of this process is steadily improving. Lately, there 
seems to be a growing acceptance of the idea that multilingual lexical 
ontologies might be the key towards aligning different views on the semantic 
atomic units to be used in characterizing the general meaning of various and 
multilingual documents. Depending on the granularity at which semantic 
distinctions are necessary, the accuracy of the basic semantic processing (such 
as word sense disambiguation) can be very high with relatively low 
complexity computing. The paper substantiates this statement by presenting a 
statistical/based system for word alignment (WA) and word sense 
disambiguation (WSD) in parallel corpora. 

1 Introduction 

Most difficult problems in natural language processing stem from the inherent 
ambiguous nature of the human languages. Ambiguity is present at all levels of 
traditional structuring of a language system (phonology, morphology, lexicon, 
syntax, semantics) and not dealing with it at the proper level, exponentially increases 
the complexity of the problem solving. Currently, the state of the art taggers 
(combining various models, strategies and processing tiers) ensure no less than 97-
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98% accuracy in the process of morpho-lexical full disambiguation. For such taggers 
a 2-best tagging^ is practically 100% accurate. 

One further step is the word sense disambiguation (WSD) process. In the fregean 
compositional semantics, the meaning of a complex expression is supposed to be 
derivable from the meanings of its parts, and the way in which those parts are 
combined. Depending on the representation formalisms for the word-meaning 
representation, various calculi may be considered for computing the meaning of a 
complex expression from the atomic representations of the word senses. Obviously, 
one should be able, before hand, to decide for each word in a text which of its 
possible meanings is the contextually right one. 

Therefore, it is a generally accepted idea that the WSD task is highly 
instrumental (if not indispensable) in semantic processing of natural language 
documents. 

Considering the word senses, one calls upon an informal concept, namely the 
context of a word. The definition of NLP context is rarely made independent of an 
intended application and thus, it is very hard to find a generally acceptable 
formalization for this concept. The context of a targeted word is its vicinity. This 
vicinity can be a sequence (ordered or not) of orthographic words in a limited 
window (not very well linguistically motivated), a typographical unit (sentence, 
paragraph, section, chapter, or even the entire document), a sequence of linguistically 
interpreted (morphology, syntax, semantics) atoms making a coherent unit (phrase, 
sentence, chain of sentences). In the case of multilingual environments or, more 
precisely, parallel corpora (as is the case in this paper), the context is defined as the 
pair of the sentences which are mutual translations. 

The WSD problem can be stated as being able to associate to an ambiguous word 
{w) in a text or discourse, the sense {Sk) which is distinguishable from other senses 
{sj, ..., Sk-h Sk+h •••, s„) prescribed for that word by a reference semantic lexicon. 
One such semantic lexicon (actually a lexical ontology) is Princeton WordNet [1] 
version 2.0^ (henceforth PWN). PWN is a very fine-grained semantic lexicon 
currently containing 203,147 sense distinctions, clustered in 115,424 equivalence 
classes (synsets). Out of the 145,627 distinct words, 119,528 have only one single 
sense. However, the remaining 26,099 words are those that one would frequently 
meet in a regular text and their ambiguity ranges from two senses up to 36. Several 
authors considered that sense granularity in PWN is too fine-grained for the 
computer use, arguing that even for a human (native speaker of English) the sense 
differences of some words are very hard to be reliably (and systematically) 
distinguished. There are several attempts to group the senses of the words in PWN in 
coarser grained senses - hyper-semes - so that clear-cut distinction among them is 
always possible for humans and (especially) computers. We will refer in this paper to 
two hyper-sense inventories used in the BalkaNet project [2]. A comprehensive 
review of the WSD state-of the art at the end of 90's can be found in [3]. Stevenson 
and Wilks [4] review several WSD systems that combined various knowledge 

^ In k-best tagging, instead of assigning each word exactly one tag (the most probable in the 
given context), it is allowed to have occasionally at most k-best tags attached to a word and 
if the correct tag is among the k-best tags, the annotation is considered to be correct. 

^ http://www.cogsci.princeton.edu/~wn/ 
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sources to improve the disambiguation accuracy and address the issue of different 
granularities of the sense inventories. SENSEVAL^ series of evaluation competitions 
on WSD is a very good source on learning how WSD evolved in the last 6-7 years 
and where is it nowadays. 

We describe a multilingual environment, containing several monolingual 
wordnets, aligned to PWN used as an interlingual index (ILI). The word-sense 
disambiguation method combines word alignment technologies, and interlingual 
equivalence relations in multilingual wordnets [5]. Irrespective of the languages in 
the multilingual documents, the words of interest are disambiguated by using the 
same sense-inventory labels. The aligned wordnets were constructed in the context 
of the European project BalkaNet. The consortium developed monolingual wordnets 
for five Balkan languages (Bulgarian, Greek, Romanian Serbian, and Turkish) and 
extended the Czech wordnet initially developed in the EuroWordNet project [5]. The 
wordnets are aligned to PWN, taken as an interlingual index, following the principles 
established by the EuroWordNet consortium. The version of the PWN used as ILI is 
an enhanced XML version where each synset is mapped onto one or more SUMO [6] 
conceptual categories and is classified under one of the IRST domains [7]. In the 
present version of the BalkaNet ILI there are used 2066 SUMO distinct categories 
and 163 domain labels. Therefore, for our WSD experiments we had at our disposal 
three sense-inventories, with very different granularities: PWN senses, SUMO 
categories and IRST Domains. 

2 Word Alignment 

The word alignment is the first step (the hardest) in our approach for the 
identification of word senses. In order to reduce the search space and to filter out 
significant information noise, the context is reduced to the level of sentence. 
Therefore, a parallel text <Tu Tii> is represented as a sequence of pairs of one or 
more sentences in language LI (SLI^ SLI^...SLI^) and one or more sentences in 
language L2 (SL2^ SL2^.-.SL2"^) SO that the two ordered sets of sentences represent 
reciprocal translations. Such a pair is called a translation alignment unit (or 
translation unit). The word alignment of a bitext is an explicit representation of the 
pairs of words <wii wii> (called translation equivalence pairs) co-occurring in the 
same translation units and representing mutual translations. The general word 
alignment problem includes the cases where words in one part of the bitext are not 
translated in the other part (these are called null alignments) and the cases where 
multiple words in one part of the bitext are translated as one or more words in the 
other part (these are called expression alignments). 

The input format is obtained from two raw texts that represent reciprocal 
translations. If not already sentence aligned, the two texts are aligned by a sentence 
aligner, similar to Moore's aligner [8] but which unlike it, is able to recover the non-
one-to-one sentence alignments. The texts in each language are then tokenized, 
tagged and lemmatized. Frequently, the translation equivalents have the same part-of 

^ http://www.cs.unt.edu/~rada/senseval 
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speech, but relying on such a restriction would seriously affect the alignment recall. 
However, when the translation equivalents have different parts of speech, this 
difference is not arbitrary. POS affinities, {p(POS„,^°|POSn^^)} and 
p(POSn^^|POSm^°)}, are easy to estimate and we use them to filter out improbable 
translation equivalents pairs. 

The next pre-processing step is represented by the sentence chunking in both 
languages. The chunks are recognized by a set of regular expressions defined over 
the tagsets and they correspond to (non-recursive) noun phrases, adjectival phrases, 
prepositional phrases and verb complexes (anal3/tical realization of tense, aspect 
mood and diathesis and phrasal verbs). The texts are further processed by a statistical 
dependency linking parser. Finally, the bitext is assembled as an XML document 
(XCES"^ compliant format), which is the standard input for most of our tools. 

The proper word alignment process is achieved by a statistics-based module, 
named COWAL [9]. The alignment model considers a link between two candidate 
words as an object that is described by a feature-values structure which we call the 
reification of the link. The program starts building the most probable links (anchor 
links): cognates, numbers, dates, and translation pairs with high translation 
probabilities. Then, it iteratively aligns content words (open class categories) in the 
immediate vicinity of the anchor links. The links to be added at any later step are 
supported or restricted by the links created in the previous iterations. The aligner has 
different weights and different significance thresholds on each feature and iteration. 
Each of the iterations can be configured to align different categories of tokens 
(named entities, dates and numbers, content words, functional words, punctuation) in 
decreasing order of statistical evidence. 

A link between two tokens is characterized by a set of features with values in the 
[0,1] interval. The score of a candidate link (LS) between a source token / and a 
target tokeny is computed by a linear function of several features scores: 

n n 

LS(iJ) = ^A^ * ScoreFeat^; J^A,. = 1 
/=i i=\ 

Although far from being perfect, the accuracy of word alignments and of the 
translation lexicons extracted from parallel corpora is rapidly improving. In the 
shared task evaluations of different word aligners, organized on the occasion of the 
2003 Conference of the North American Association for Computational Linguistics 
and the 2005 Conference of the Association for Computational Linguistics, our 
winning systems^ TREQ-AL[10] and COWAL produced wordnet-relevant 
translation lexicons^ with an F-measure as high as 84.26% and respectively 89.92%. 

The major features used by the COWAL aligner are briefly discussed below. 
Translation equivalence. The word aligner invokes GIZA++ [11] to build 

translation probability lists for either lemmas or the occurrence forms of the bitext. 
The considered token for the translation model build by GIZA++ is the respective 

^ http://www.cs.vassar.edu/XCES/ 
^ We participated only in the Romanian-English track (some other pairs of languages were 

French-English (in 2003) and Hindi-English and Inuktitut-English (in 2005). 
^ wordnet-relevant dictionaries are restricted only to translation pairs of the same major POS 

(nouns, verbs, adjectives and adverbs). 
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lexical item (lemma or wordform) trailed by its POS tag (eg. plane__N, plane__V 
plane_A). In this way we avoid data sparseness and filter noisy data. A further way 
of removing the noise created by GIZA++ is to filter out all the translation pairs 
below a LL-threshold. We made various experiments and empirically set the value of 
this threshold to 6. All the probability losses by this filtering were redistributed 
proportionally to their initial probabilities to the surviving translation equivalence 
candidates. 

Translation equivalence entropy score. The translation equivalence entropy 
score is a favouring parameter for the words which have few high probability 
translations. Since this feature is definitely sensitive to the order of the lexical items, 
we compute an average value for the link: aES(A)+pES(B). Currently we use 
a=p=0.5, but it might be interesting to see, depending on different language pairs, 
how the performance of the aligner would be affected by a different settings of these 
parameters. 

A' 

-Y,piW,TR,)nogp{W,TR,) 

Esm-i-^—^ 
Part-of-speech affinity. In faithful translations the translated words tend to be 

translated by words of the same part-of-speech. When this is not the case, the 
different POSes, are not arbitrary. The part of speech affinity, P(cat(A)|cat(B)), can 
be easily computed from a gold standard alignment. Obviously, this is a directional 
feature, so an averaging operation is necessary in order to ascribe this feature to a 
link: PA=aP(cat(A)|cat(B)) + pP(cat(B)lcat(A)). Again, we used a=p=0.5 but 
different values of these weights might be worthwhile investigating. 

Cognates. The similarity measure, COGN(Ts, Tx), is implemented as a 
Levenstein metric. Using the COGN test as a filtering device is a heuristic based on 
the cognate conjecture which says that when the two tokens of a translation pair are 
orthographically similar, they are very likely to have similar meanings (i.e. they are 
cognates). 

Obliqueness. Each token in both sides of a bi-text is characterized by a position 
index, computed as the ratio between the relative position in the sentence and the 
length of the sentence. The absolute value of the difference between tokens' position 
indexes, subtracted from 1 gives the link's "obliqueness". 

OBL{SWi,TWj) = \-
I length{Sents) length{Sentj ) | 

Locality. Locality is a feature that estimates the degree to which the links are 
sticking together. There are three features to account for locality: (i) weak locality^ 
(ii) chunk-based locality and (iii) dependency-based locality. 

The value of the weak locality feature is derived from the already existing 
alignments in a window of N tokens centred on the focused token. The window size 
is variable, proportional to the sentence length. If in the window there exist k linked 
tokens and the indexes of their links are <ii ji>, ...<ik jk^ then the locality feature of 
the new link <ik+b jk+i^ is defined by the equation below: 
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= l - m i n ( l , - y i i ^ ^ i ^ 

In the case of chunk-based locality the window span is given by the indexes of 
the first and last tokens of the chunk. 

Dependency-based locality uses the set of the dependency links of the tokens in a 
candidate Hnk for the computation of the feature value. In this case, the LOG feature 
of a candidate link <ik+i, jk+i^ is set to 1 or 0 according to the following rule: 

if between î +i and i^ there is a (source language) dependency and if between j^+i 
and jj3 there is also a (target language) dependency then LOG is 1 if ia and jp are 
aligned, and 0 otherwise. Please note that in case jk+i= jp a trivial dependency 
(identity) is considered and the LOG attribute of the link <ik+i, jk+i^ is set to always 
to 1 (thus enabling a many to one word alignment). 

Collocation. Bi-gram Hsts (only content words) were built from each 
monolingual part of the training corpus, using the log-likelihood score (threshold of 
10) and minimal occurrence frequency (3) for candidates filtering. 

We used the bi-grams list to annotate the chains of lexical dependencies among 
the contents words. Then, the value of the collocation feature is computed similar to 
the dependency-based locality feature. The algorithm searches for the links of the 
lexical dependencies around the candidate link. 

3 Wordnet-based Sense Disambiguation 

Once the translation equivalents identified, it is reasonable to expect that the 
words of a translation pair <w^Lh ^ir^ share at least one conceptual meaning stored 
in an interlingual sense inventory. As we mentioned in the introduction, the most 
generally used sense inventory is represented by the set of unique identifiers of the 
synsets in Princeton Wordnet. When interlingually aligned wordnets are available 
(as is our case), obtaining the sense labels for the words in a translation pair is 
straightforward: one has to identify for Wu the synset Su and for vJu the synset &12 
so that S\i and &12 are projected over the same interlingual concept. The index of 
this common interlingual concept (ILI) is the sense label of the two words w\i and 
yj 12, However, it is possible that no common interlingual projection will be found for 
the synsets to which Wu and vJu belong. In this case, the senses of the two words 
will be given by the indexes of the most similar interlingual concepts corresponding 
to the synsets of the two words. Our measure of interlingual concepts semantic 
similarity is based on PWN structure. We compute the semantic-similarity^ score by 

the formula SYM{ILI JLI ) = where k is the number of links from ILIi to ILI2 

or from both ILIj and ILI2 to the nearest common ancestor. 

For a detailed discussion and an in-depth analysis of several other measures see [12] 
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4 Evaluation 

The BalkaNet version of the "1984" corpus is encoded as a sequence of uniquely 
identified translation units. For the evaluation purposes, we selected a set of frequent 
English words (123 nouns and 88 verbs) the meanings of which were also encoded in 
the Romanian wordnet. The selection considered only polysemous words (at least 
two senses per part of speech) since the POS-ambiguous words are irrelevant as this 
distinction is solved with high accuracy (more than 99%) by our tiered-tagger [13]. 
All the occurrences of the target words were disambiguated by three independent 
experts who negotiated the disagreements and thus created a gold-standard 
annotation for the evaluation of precision and recall of the WSD algorithm. The table 
below summarizes the results. 
Table 1. WSD precision, recall and F-measure 

Precision Recall F-measure 
76.12% 76.12% 76.12% 

With the PWN senses identified (synset unique identifiers), sense labeling with 
either SUMO and/or IRST domains inventories is trivial: as we said in section 1, the 
synset unique identifiers of PWN are already mapped (clustered) onto these two 
sense inventories. The Table 2 shows a great variation in terms of Precision, Recall 
and F-measure when different granularity sense inventories are considered for the 
WSD problem. Therefore, it is important to make the right choice on the sense 
inventory to be used with respect to a given application. In case of a document 
classification problem, it is very likely that the IRST domain labels (or a similar 
granularity sense inventory) would suffice. The rationale is that IRST domains are 
directly derived from the Universal Decimal Classification as used by most libraries 
and librarians. The SUMO sense labeling will be definitely more usefiil in an 
ontology based intelligent system interacting through a natural language interface. 
Finally, the most refined sense inventory of PWN will be extremely usefiil in Natural 
Language Understanding Systems, which would require a deep processing. Such a 
fine inventory would be highly beneficial in lexicographic and lexicological studies. 

Table 2. Evaluation of the WSD in terms of three different sense inventories. 

Sense Inventory 
PWN 115424 categories 
SUMO 2066 categories 
DOMAINS 163 
categories 

Precision 
76.12% 
82.64% 
91.90% 

Recall 
76.12% 
82.64% 
91.90% 

F-measure 
76.12% 
82.64% 
91.90% 

Similar findings on sense granularity for the WSD task are discussed in [4] 
where for some coarser grained inventories even higher precisions are reported. 
However, we are not aware of better results in WSD exercises where the PWN sense 
inventory was used. The major explanafion for this is that unlike the majority work 
in WSD that is based on monolingual environments, we use for the definition of 
sense contexts the cross-lingual translations of the occurrences of the target words. 
The way one word in context is translated into one or more other languages is a very 
accurate and highly discriminative knowledge source for the decision-making. 
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5. Conclusions 
The results in Table 2 show that although we used the same WSD algorithm on the 
same text, the performance scores (precision, recall, f-measure) significantly varied, 
with more than 15% difference between the best (DOMAINS) and the worst (PWN) 
f-measures. This is not surprising, but it shows that it is extremely difficult to 
objectively compare and rate WSD systems working with different sense inventories. 

The potential drawback of this approach is that it relies on the existence of 
parallel data and at least two aligned wordnets that might not be available yet. 
Nevertheless, parallel resources are becoming increasingly available, in particular on 
the World Wide Web, and aligned wordnets are being produced for more and more 
languages (currently there are more than 40 ongoing wordnets projects for 37 
languages). In the near future it should be possible to apply our and similar methods 
to large amounts of parallel data and a wide spectrum of languages. 
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Abstract . Space-time tubes, a feature that can be used for analysis of 
motion based on the observed moving points in a scene is introduced. 
Information provided by sensors is \ised to detect moving points and 
based on their connectivity, tubes enable a structured approach towards 
identifying moving objects and high level events. It is shown that using 
tubes in conjunction with domain knowledge can overcome errors caused 
by the inaccuracy or inadequacy of the original motion information. The 
detected high level events can then be mapped to small natural language 
descriptions of object motion in the scene. 

1 Introduction 

While video motion analysis is a broad subject that has been extensively stud
ied, most of the established approaches appear to be insuflScient when it comes 
to semantic analysis of video data. They either provide low level information 
that is primarily useful for coding purposes, or are highly dependent on image 
processing results that lack the accuracy required for identification of natural 
objects or events. Mobile object detection and tracking techniques have demon
strated satisfactory results (e.g., [5]), but often heavily rely on the robustness 
and effectiveness of the image processing algorithms applied; the use of common 
sense rules and domain knowledge is usually limited and impHcit, integrated in 
the tracking algorithm. 

In this paper we introduce space-time tubes as a general concept and discuss 
the ways they can be used to identify high level events related to natural object 
motion. One of the most important benefits is that low level processing is aban
doned early in the event detection process, while results are mainly obtained 
using reasoning that can accomodate domain knowledge. 

Since tubes have certain properties that can be directly mapped to events 
such as "Two objects meet", it is also possible to construct simple nattiral 
langugage descriptions of the events detected in a scene (see section 3). 

2 Space-Time Tubes 

Assume that sensors detect motion in a scene, so that a binajry motion mask 
Ib{xj y, t) is provided: 
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(x,j/,*) = | j I ^ , . I X if motion is detected at point (x, y) at time t .^. 
h{x,y,t) = {^ . (1) 

' " otherwise 

Note that moving points given by h correspond to the projection of moving 
objects on the sensor plane. When using a camera for example, the detected 
points result from processing frames that correspond to perspective projection 
at the camera projection plane and using the foreground extraction technique 
presented in [2] at a specific time (frame) is given in Figure 1(b). 

(a) (b) 

Fig. 1. A video scene and the corresponding binaxy mask for the moving points. The 
original image comes from the EC funded CAVIAR project [1]. 

The subset 5 C R^ of the moving points forms a topological space such that 
the function I^ defined above is the characteristic function of S, Moreover, every 
cross-section ^(^o) C R^ of 5 at time to also defines a topological space, and 
the corresponding characteristic function is Ib{x,y,to), An example is given in 
Figure 2, as obtained from a video sequence. 

Any subset T of S that is connected and its cross-section T PI S{to) at to 
is also connected for any to is called a tube. A single connected component of 
S is called a composite tube, in the sense that it is formed by union of tubes. 
Note that for composite tubes and tubes, connectivity refers to x — y — t space, 
while for their intersections at a specific time t, it refers to the x — y space. 
Moreover, the above definitions allow tubes to have common elements. There 
are four main events that can be observed on tubes forming a composite tube: 

1. Start, A tube starts at time to if for every point (a;, y,t) 6 T, t > to. If tubes 
are maximal sets, i.e., they are the maximal sets that axe connected and 
their cross-section T H S{to) forms a connected component in S{to), then 
their start points are the start points of the corresponding composite tube. 

2. Stop, A tube stops at time to if for every point {x, y,t) eT,t <to. As with 
start points, if tubes are maximal sets, then their stop points are the stop 
points of the corresponding composite tube. 

3. Merge, Two tubes Ti and T2 merge at point to if their cross sections TinS(t) 
and T2 n S{t) are not connected for t <to and are connected at to. 



Artificial Intelligence Applications and Innovations 585 

% • * 

Fig. 2. The points detected in thex-y-t space, as obtained by applying a foreground 
detection algorithm on a video sequence. 

4. Split Similar to merge, two tubes Ti and T2 split at point to if tlieir cross 
sections Tif\S{t) and T2f\S{t) axe connected for Kto and are not connected 
at to. 

Merge and split points of tubes that are maximal sets are also merge and split 
points of the corresponding composite tube. 

Tube segments are tubes that form a partition of a composite tube such 
that each one of them starts at a start, merge or just after a split event and 
stops at a stop, split or just before a merge event. Moreover, their cross section 
Ts n S{t) at any time t forms a connected component of S{t) (hence two tube 
segments can only be coimected at their start or stop points). Given a composite 
tube, a number of possible tubes can be constructed. If we allow tubes to start 
or stop at any point (i.e., not restrict tubes to start or stop whenever a tube 
event occurs), there are infinite possibilities. However only one partition of tube 
segments can be constructed. 

All of the above can be better explained using Figure 3, that shows sketches 
of what a projection of a composite tube on the x — t plane might look like. 

The above definitions depend on the topological properties of a given set 
of points S^ however tubes also have certain geometric properties that are of 
interest, namely tube centroidj area^ velocity and duration. For a tube T these 
four properties are functions of time. 

The centroid can provide an approximation of the trajectory that the tube 
followed and for each time t equals the centroid of the set S{t) fl T of points. 
A similar property would be the tube skeleton that can be extracted via the 
use of a skeletonization algorithm, however this tends to be a computationally 
intensive process, compared to centroid calculation. A tube's area at time t is 
simply the area the tube occupies at that time. As far as velocity is concerned, 
both X and y axis velocity components Vx and % are the same for all points 
of a tube for a specific time t and are given by the tube's gradients Vxit) = ^ 
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(a) (b) (c) 

Fig. 3. (a) Sketch of composite tube, marking the events that occur, (b) Sketch of 
two possible tubes for the original composite tube, (c) Sketch of the corresponding 
tube segments. 

and Vy(t) = ^ for a specific point {x,y) (e.g., the centroid). Finally, a tube's 
duration is given by the difference d = t/ — to of the stop and start times of the 
tube. 

All the definitions above can easily be extended in the discrete case, if the 
sensor signal obtained is digital. 

3 Mapping Natural Objects to Tubes 

Tubes, or certain tube properties can be used to describe motion of natural 
objects in the observed scene i.e., find their trajectories and velocities and even 
lead to verbal descriptions of natural events such as "An object A entered the 
scene and moves fast" or "objects A and B meet". 

Consider the ideal case, with sensor information provided being completely 
acctirate and the binary mask I^ free of errors. Then, we can make the assump
tion that each moving natural object generates exactly one tube. A composite 
tube is generated when more than one objects move and their projections at the 
sensor plane meet at least once. Hence, given a composite tube that has a single 
tube segment (no merge or split) we can unambiguously determine the motion 
of the corresponding moving object. This is not the case in general, however: In 
Figure 3(a) there are multiple tubes that can form the imtial composite tube 
and one example is given in Figure 3(b). If no restrictions are posed on the 
start/stop points and the area a tube can occupy, there is an infinity of possible 
natural events that would produce the same composite tube. 

In most cases of practical inter^t a tube starts at an event of the corre
sponding composite tube i.e., a start, merge or split and stops at a stop, merge 
or split. We can therefore find a finite number of possible tubes for a given 
composite tube, a problem similar to finding all the connected subgraphs of 
a graph where each node will correspond to a tube event and each liok to a 
tube segment. Additionally, subgraphs that are mapped to temporally concur
rent tube segments are rejected e.g., TSi and T52 of Figure 3(c) cannot form 
a single tube (the corresponding natural object would be at two places at the 
same time). 
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Hence, for a given error-free composite tube this approach leads to a num
ber of possible events. Tube features such as area or velocity may be used to 
determine the event that is most likely to have happened, but in general more 
features such as color or texture will need to be obtained in order to rank these 
events while the result will also depend on the application domain. This ap
proach has the following advantages: (i) Tubes are used as a feature that can 
be employed by definitions of natural events in a knowledge base [3], (ii) The 
possible events that are examined are restricted in number and identified, (iii) 
Processing with other features is optional but can greatly increase the accuracy 
of the inference process and enable balancing between complexity and vajidity 
of the results as developed in [3, 4] (iv) If other feature extraction algorithms 
axe applied, tubes can provide the region of Interest. 

By assigning verbs to events (e.g., "meet" for merge, "part" for split), and 
designating each natural object with an alphanumeric label, it is possible to 
map the detected natural events to natural language descriptions as described 
in [6]. If objects are known or identified then their labels are replaced by their 
name or property. 

4 Ambiguities due to Errors 

In real-life applications sensor information wiU often be inaccurate and will lead 
to errors, due to imperfections of the devices and algorithms used. Additionally, 
there exist certain errors that are introduced when dealing with two-dimensional 
signals that describe three-dimensional scenes (e.g., occlusion). Certainly, the 
assmnption that each moving object generates exactly one tube is not valid in 
that case and a tube preprocessing stage must be introduced before proceeding 
to examination of natural events. 

There are three main errors that can be observed in tubes with respect to 
natural objects: 

1. Temporal discontinuity, A single natural object may generate more than 
one tubes due to occlusion or other factors. An example is given in Figure 
4(b), where two tubes are generated and correspond to a single tube given 
in Figure 4(a). 

2. Spatial discontinuity, A single natural object generates two or more concxn:-
rent tubes, because parts of the object were detected as different moving 
objects. An example of the combination of this and the previous error is 
given in Figure 4(c). 

3. Noise. A tube is generated where no moving object exists. This is common 
in algorithms that determine the motion mask of a video sequence, where 
sudden changes in the lighting conditions lead to detection of regions that 
do not correspond to moving objects in the original scene. 

A tube preprocessing stage can be introduced to compensate for these errors 
based on how objects are expected to behave in the given application domain. 
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(a) (b) (c) 

Fig. 4, Tube errors, (a) Correct tube, (b) Temporal discontinuity (c) Spatial and 
temporal discontinuity. 

Generally, each composite tube or set of neighboring composite tubes is trans
formed into composite tubes that have "lower resolutions". A weight is assigned 
to each of them, designating the degree up to which they approximate the ideal 
scenario of section 3. Its value is determined using a set of metrics on tubes e.g., 
the distance or displacement vector between a stop and a consequtive start event 
(so as to identify temporal discontinuities) and a correpsonding fuzzy member
ship function [7]. For example, the tubes of Figure 4(c) can be transformed into 
the tubes of Figures 4(b) and 4(a). 

For each transformed composite tube, there exists a different set of natural 
events, as in section 3. Based on the weight of each transformed composite tube 
a certainty value is assigned to each of the natural events, denoting our degree 
of behef that this event is what actually happened. Additional features can 
then be used to increase or reduce this certainty value and rank the possible 
outcomes. 

Composite 
Tubes 
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Detector j 
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Fig. 5. The stages of identifying and assigning verbal descriptions to natural events 
using tubes. 

Figure 5 presents a simplified block diagram that summarizes the use of 
tubes in extracting verbal descriptions based on motion in a scene. Note that 
there are two main sources of ambiguity in this process: (i) Image processing 
errors that are dealt with in the preprocessing stage and (ii) the one-to-many 
mapping of a composite tube to natural events. In the latter case the inference 
engine uses domain information as well as additional features to reason about 
the event that is most likely to have occurred. 
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5 Experiments 

In order to evaluate the use of tubes in motion analysis and detection of nat
ural events, a number of experiments were conducted using video sequences 
obtained from a static camera, mainly based on the datasets provided by [1]. 
The foreground mask is extracted using two techniques, the first one [8] is fast 
but rather error prone when there are sudden changes in the Hghting condi
tions while the second [2] is more accurate but computationally intensive. In 
both cases filtering and morphological operations served as an initial processing 
stage. 

A simple set of rules was used to transform and remove errors from the 
extracted composite tubes. These rules were based on the tube segments' durar 
tion and area as well as the distance between successive stop and start events. 
Tube segments with small duration or very small area were removed or merged 
with other tube segments depending on whether they formed a composite tube 
on their own. If such a tube segment was also a composite tube it was con
sidered noise and was removed, otherwise it was merged with a tube segment 
with longer duration or larger area to avoid spatial discontinuities. Further
more, composite tubes that were very close to each other were united to avoid 
temporal discontinuities. 

Figure 6 shows an example taken from a 300-frame video sequence. Note 
that using rules to transform the original tubes removes the errors caused by 
inaccurate information obtained through image processing operations. In most 
experiments, the results from both foreground extraction algorithms were sim
ilar, even though the foreground mask provided by [2] was far more accurate. 

6 Conclusions 

Space-time tubes, a novel feature that can be used to analyze motion infor
mation, was presented and the stages required to obtain semantic-level natural 
language descriptions regarding events in the observed scene were outlined. Ex
periments that were carried out demonstrated how the use of tubes and tube 
processing can overcome image processing errors that would otherwise lead to 
false conclusions in event detection within video sequences. The main benefits 
of using tubes lie on the fact that information about natural events is obtained 
through knowledge based reasoning and rules, not based on raw sensor infor
mation or low level processing results that tend to be inaccurate. Furthermore, 
tubes can be used in conjunction with other features independently, thus allow
ing for smooth integration to a general reasoning framework. 
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Abstract. In this paper, we consider the automatic identification of 
video shots that are relevant to a given semantic concept from large 
video databases. We apply a method of representing semantic concepts 
as class models on a set of paraUel Self-Organizing Maps trained with 
multimodal low-level features. The presented experiments were con
ducted using a set of 170 hours of video containing recorded television 
news programs. 

1 Introduction 

Matching semantic concepts and visual data has attracted a lot of research at
tention recently in order to facilitate semantic indexing and concept-based re
trieval of multimedia content. Traditional example-based retrieval via relevance 
feedback or other methods can be enriched with semantic concept models that 
have been trained off-line with considerably more positive and negative exam
ples than what axe available on-line for an ordinary image or video query. For 
producing large-scale semantic concept models of visual data, the predominant 
approach is to treat the problem as a generic learning problem in which existing 
sets of training data is used to learn models of different concepts over low-level 
feature distributions. This is due to scalability requirements, as a comprehensive 
visual lexicon needs models for hundreds or thousands of concepts. 

In this paper, we study the problem of general semantic concept detection 
from news videos by utilizing a hierarchical approach to indexing video and by 
extracting multiple parallel features from the different data modalities. A set 
of Self-Organizing Maps (SOMs) is then trained on these features to provide 
a common indexing structure across the different modalities. The rest of the 
paper is organized as follows. The use of SOMs for indexing video and the used 
multimodal features are briefly described in Section 2. In Section 3 we discuss 
the use of parallel low-level SOM indices in modeling semantic concepts. A set of 
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video shot 

Texture SOM Temporal Color SOM 

Fig. 1. A hierarchical view on video data and associated multimodal feature indices. 

experiments in high-level concept detection on the TRECVID 2005 news video 
data are described in Section 4, and conclusions are presented in Section 5. 

2 Indexing Video Shots with Self-Organizing Maps 

The Self-Organizing Map (SOM) [1] is a powerful tool for exploring huge 
amounts of high-dimensional data. It defines an elastic, topology-preserving 
grid of points that is fitted to the input space. In a typical data mining, vi
sualization, or information retrieval application, a SOM is trained in a fully 
imsupervised mode, using a large batch of training data. Yet, it is often known 
that the data contain some semantically related object groupings or classes, and 
there are available subsets of vectors belonging to such user-defined classes. Such 
a set of vectors can be mapped on a trained SOM by finding the best matching 
unit (BMU) for each vector in the set. These "hits" over the imits of the SOM 
surface form a discrete probability distribution which characterizes the object 
class. Different distributions can be obtained by using different feature extrac
tion techniques, leading to different representations of the same data items. 

2.1 Indexing Hierarchical Objects 

The PicSOM system [2] is a general framework for research on content-based 
indexing and retrieval of visual objects. An extension to PicSOM for indexing 
any multi-part and multimodal objects having a natural hierarchy with multi
ple SOMs was presented in [3]. Such object hierarchies can be found e.g. in web 
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pages, e-mail and MMS messages, and digital video. The multi-part hierarchy 
used for indexing video shots in this paper is illustrated in Fig. 1. The video 
shot itself is considered as the main or parent object. The keyframes (i.e. rep
resentative still images captured within the shot), audio track, and automatic 
speech recognition (ASR) text data are linked as children of the parent object. 
This hierarchy could also be extended further, e.g. the keyframe objects could 
have image segments as subobjects, the original full video is the video shot's 
parent, etc. All object modalities may have one or more SOMs or other fea
ture indices, and thus all objects in the hierarchy may have links to a set of 
associated indices. 

In this setting, the relevance of each object in the tree structure can be 
considered as a property of not only the object itself, but to some extent also 
of the other objects in the same structure. The ground-truth assessments are 
propagated from the parent, i.e. video shot, object to all children objects, which 
are then mapped to their corresponding SOMs, as described in more detail in 
Section 3. Finally, before deciding on the most likely shots associated with a se
mantic concept, the subobject scores are propagated back to the corresponding 
video shots. 

2.2 Multinoiodal Features 

In indexing video data with SOMs, we used in total four video features, six 
still image features, and one audio feature. A separate 256x256-sized SOM was 
trained for each of these eleven features. For the ASR text data, we used two 
alternative conceptwise text features based on an inverted file. These features 
are only briefly listed below, see [4] for more details. 

Video features. On the video shot level, we used the MPEG-7 [5] Motion 
Activity (MA) descriptor and temporal versions of three still image featmres: 
Average Color (AC), Color Moments (CM) and Texture Neighborhood (TN). 
The temporal image features axe calculated by dividing the shot into five equal 
parts and extracting averaged feature vectors for each part. The feature vector 
of the shot is then obtained by concatenating these five vectors. 

Image features. For the keyframe indices we used a set of six standard 
MPEG-7 [5] descriptors, viz. Color Layout (CL), Color Structure (CS), Domi
nant Color (DC), Scalable Color (SC), Edge Histogram (BH), and Homogeneous 
Texture (HT). The descriptors were extracted globally from every keyframe in 
the collection, i.e. no segmentation or zoning was used. 

Audio features. The Mel-scaled cepstral coefficient, or shortly Mel Cep-
strum (CE) is the discrete cosine transform apphed to the logarithm of the 
mel-scaled filter bank energies, appended with the total power of the signal. 

Text features. Unlike the other features, an inverted file instead of a SOM 
index was used for the ASR output. The text features were constructed by 
gathering concept-dependent lists of 10 and 100 most informative terms. 
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pattern space feature space SOMgrid 

Fig. 2. Stages in creating a class model from the very-high-dimensional pattern space 
through the high-dimensional feature space to the two-dimensional SOM grid. 

3 Semantic Concepts as SOM Class Models 

Assume that we have trained a SOM in an unsupervised fashion, using a large 
set of high-dimensional vectors. Let us choose a subset of vectors, which may be 
included in the original training set or be a new sample of similar data. The sub
set contains objects that are semantically related, as defined by a human user. 
Such a subset is standardly mapped on the trained SOM by finding the BMU 
for each vector and counting the number of hits for each map imit. Normalized 
to unit sum, the hit frequencies give a discrete histogram which is a sample 
estimate of a probability distribution of the class on the SOM surface [6]. 

The shape of the distribution on the SOM surface depends on several factors: 

- The distribution of the original data in the very-high-dimensional pattern 
space is generally given and cannot be controlled. 

- The feature extraction technique in use affects the metrics and thus the dis
tribution of all the generated feature vectors. 

- The overall shape of the training set, after it has been mapped from the origi
nal data space to the feature vector space, determines the overall organization 
of the SOM. 

- The class distribution of the studied object subset or class, relative to the 
overall shape of the feature vector distribution, specifies the layout of the 
class on the formed SOM. 

Figure 2 visualizes how the pattern space is projected to feature space, the 
vectors of which are then used in training the SOM. The areas occupied by 
objects of a particular class are shown with gray shades. 

In the very-high-dimensional pattern space the distribution of any non-
trivial object class is most certainly sparse. As a consequence, in most cases 
it is meaningless to talk about the uni- or multimodality of class distributions 
in the pattern space. On the other hand, if the feature extraction stage is work
ing properly, semantically similar patterns will in the feature space be mapped 
nearer to each other than semantically dissimilar ones. In the most advanta
geous situation, the pattern classes match clusters in the feature space, i.e. 
there exists a one-to-one correspondence between feature vector clusters and 
pattern classes. The relative distances between the feature vectors of a class 
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Fig. 3. An exaanple class model (concept explosion/fire on the Color Layout SOM). 
Areas occupied by objects of the concept are shown with gray shades. 

compared to the overall distribution of the feature space data determine how 
weU the class is concentrated on nearby SOM units. This can also be measured 
quantitatively [6], 

Due to the topology preservation property of the SOM, one may now force 
the neighboring SOM units to interact by low-pass filtering or convolving the 
hit distributions on the SOM surface. When the surface is convolved, the one-
to-one relationship between input vectors' SOM indices and hits on the SOM 
surface is broken. Instead, each hit results in a spread point response around the 
BMU. These class-conditional distributions or class models can be considered 
as estimates of the true distributions of the semantic concepts in question, not 
on the original feature spaces, but on the discrete two-dimensional grids defined 
by the used SOMs (see Fig. 3 for an example). Thereby, instead of modeling 
the probability density function in the high-dimensional feature spaces, we are 
essentially performing kernel-based estimation of class densities at the discrete 
distributions over the SOM surface. Depending on the variance of the kernel 
function, these kernels will overlap and weight vectors close to each other will 
partially share each other's probability mass. 

For example, the most representative objects of a given semantic concept 
can be obtained by locating the SOM units, and the objects mapped to these 
UBits, that have the highest responses on the estimated class distribution. And, 
as the response values of the parallel indices are mutually comparable, we can 
determine a global ordering and the overall best candidate objects also when 
using multiple SOMs. By locating the corresponding objects in all SOM indices, 
we get their scores with respect to different features. The total scores for the 
candidate objects are then obtained by summing up the mapwise values. Fur
thermore, the shortcomings of different features with certain semantic concepts 
can be examined by studying the objects that yield a strong response on the 
class distributions but do not share the semantic content in question. 

The responses invoked by different class models on the SOMs can also be di
rectly used in automatic annotation of new objects. For this purpose, there are 
two distinct approaches. First, we can enumerate over all concepts and annotate 
those new obj^ts that have the overall highest responses on the class models 
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Table 1. Features used in the experiments for each concept to be detected. 

semantic concept 

waiidng/nuaning 
explosion/fire 
maps 
flag-US 
building 
waterscape/waterfront 
mountain 
prisoner 
sports 
car 

video 
MA AC CM TN 

X 

X 

X 

X 

X 

1 X 

X 

X 

X X 

X 

X X 

X X 

X 

X X 

X X 

X 

X 

X 

X 

image 
CL CS DC SC EH HT 

X 

X 

X X X 

X 

X X 

X X 
X 

X X 

X X 

X 

X 

X 

X 

X 

X 

audio 
CE 

X 

X 

text 
10 100 

X 

X 

X 

X 

X 

X 

X 

with the corresponding concept or annotation [7]. Alternatively, the input ob
jects we want to annotate can be used to construct a new class distribution 
which is then compared to the existing models of semantic concepts using some 
distance measure suitable for probability distributions [8], The latter approach 
is suited for the annotation of object groups sharing a semantic concept in a nat
ural way; with more reference objects of a given concept available, the estimate 
of the corresponding distribution can be expected to become more accurate. 

4 Experiments 

For associating specific semantic concepts with visual objects by using a genera
tive approach, a method is needed for estimating the distribution of the concept 
over the feature representations of the training data. For this purpose, we use 
an existing lexicon for the development set of the TRECVID 2005 corpus and 
construct class models for the concepts to be detected (listed in Table 1; for the 
full definitions see [9, 10]), as described in Section 3. Thus, in these experiments, 
we do not use specialized detectors, but instead, all concepts are detected using 
the same procedure based on the grotmd-truth annotation of that concept. 

The main video data for TRECVID 2005 [9] evaluations consists of about 
170 hoturs of TV news in three languages (English, Chinese, Arabic) recorded 
in November 2004. In addition to the original videos transcoded to MPEG-1 
format, a master shot reference [11], common keyframes for each shot, and auto
matic speech recognition output followed by automatic machine translation for 
the non-English news programs are provided. The data is split into development 
and test sets, with 43 907 and 45 766 shots in them, respectively. Furthermore, 
a joint effort to the participants to annotate the whole development set for 39 
concepts (including the 10 concepts in the evaluation and 29 others) was orga
nized. For this purpose, a downloadable tool for Windows platform provided by 
Carnegie Mellon University and a web-based tool [10] from IBM were available. 
In the end, most of the development set was in fact annotated twice, so we 
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Table 2. Detection results for each concept. 

semantic concept 

waUdng/ninning 
explosion/fire 
maps 
flag-US 
building 
waterscape/waterfront 
mountain 
prisoner 
sports 
car 
mean 

] average precision 
1 PicSOM median 

0.166 
0,026 
0.415 
0.064 
0.226 
0.344 
0.305 
0.001 
0.210 
0.200 

1 0.196 

0.145 
0.037 
0.185 
0.071 
0.236 
0.187 
0.155 
0.001 
0.231 
0.181 
0.143 

max 
0.346 
0.129 
0.526 
0.253 
0.511 
0.493 
0.458 
0.056 
0.521 
0.369 
0.366 

precision at depth 
100 1000 2000 

0.860 0.395 0.298 
0.160 0.055 0.037 
1.000 0.754 0.465 
0.280 0.091 0.065 
0.970 0.465 0.350 
0.970 0.340 0.218 
0.920 0.282 0.180 
0.000 0.004 0.005 
0.560 0.234 0.143 
0.960 0.441 0.297 
0.668 0.306 0.201 

a priori prec. 
devel. test 
0.084 0.079 
0.010 0.009 
0.019 0.044 
0.007 0.011 
0.073 0.076 
0.026 0.019 
0.013 0.016 
0.002 0.002 
0.040 0.013 
0.067 0.045 
0.034 0.031 

adopted a rule that a shot is considered relevant if either one of the annotators 
had accepted it. 

In the high-level feature (concept) extraction task of TRECVID 2005, the 
purpose was to evaluate different detection methods for semantic concepts. 
Based on the annotation effort on the development set, the task was to re
turn an ordered Hst of at most 2000 shots ranked according to the possibility 
of detecting the presence of the given concept in the shot. Due to the size of 
the test set, it was not evaluated in full for each concept. Instead, a pool of 
possibly relevant shots was first obtained by gathering sets of shots returned by 
the participating groups. These sets were then merged, duplicates removed, and 
the relevance of this subset is assessed manually. There were 22 participating 
groups subnodtting a total of 110 runs, all of which were pooled and judged to 
depth of 250 shots. 

Instead of using a fixed set of features, we selected the set of used features 
for each concept separately. For this purpose, we applied a SFS-type feature 
selection scheme, in which we begin with an empty set and compute a criterion 
value for each of the potential features. If adding the feature with the highest 
value improves the overall result, that feature is added to the set of used features 
for that concept and the process is continued. Otherwii^ we stop the selection 
process. As the optimization criterion we iised the average precision at 2000 
returned items with two-fold cross validation on the development set. 

The eleven featmres with SOM indict described in Section 2.2 along with the 
two concept-dependent text features were always included as potential features. 
The text features were alternative to each other, so only one of them could be 
selected. The conceptwise sets of selected features are listed in Table 1 (the 
feature abbreviations are listed in Section 2.2). As can be seen, the selection 
process typically resulted in 4-7 parallel features. The prisoner concept was 
a notable exception as adding any second feature, including the text features, 
beside Homogeneous Texture resulted in performance degradation. 
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The conceptwise results of detection performajace are listed in Table 2. The 
(non-interpolated) average precision values are obtained by first determining 
and sumnung the precision at each location where a relevant shot is found and 
then dividing the result with the minimum of the total number of relevant shots 
or the maximum number of returned shots allowed (i.e. 2000). The maximum 
and median average precisions in Table 2 are also conceptwise, and do not 
therefore correspond to any single submission. The best single submission had 
a mean average precision of 0.336. It can be seen that the success of detecting 
different concepts varies considerably. Some concepts, such as maps, building, 
waterscape/waterfront, and car produce rather good results, especially in the 
beginning of the result Mst as can be seen from the "precision at depth 100" 
colimm, whereas detecting shots of the concept prisoner fails completely. 

5 Conclusions 

Statistical modeMng of mid-level semantic concepts can be a very useful step 
in supporting high-level querying on visual data. In this paper, we described a 
method for applying multiple SOMs trained with multimodal features in seman
tic concept representation and detection. The class models for different semantic 
concepts were produced using a manually annotated video shot collection as the 
ground truth. For indexing video shots, we utilized a recently proposed method 
to support general hierarchical multimodal objects. The video shot, audio track, 
keyframes and ASR text data are all indexed separately and the ground-truth 
information and detection scores are propagated iatrinsically. 

The experiments reported in this paper were a part of our first time partic
ipation [4] in the annual TRECVID evaluation, and so we faced a lot of system 
development and other non-recurring work in order to be able to run the exper
iments. Therefore, we had limited time to study the effects of different setups 
and parameter values on the overall performance. Still, the results of the exper
iments axe promising and can be seen to validate that SOM-based class models 
can be successfully used for detecting semantic concepts from multimodal data. 
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Abstract. An. art installation was on display in the Centre Pompidou 
National Museima of Modern Art in Paris, where visitors could con
tribute with their own personal objects, adding keyword descriptions 
and quantified semantic features such as age or hardness. The data 
was projected in real-time onto a Self-Organizing Map (SOM) which 
was shown in the gallery. In this paper we analyze the same data by 
extracting visual features from the images and organize the image col
lection with multiple SOMs. We show how this mapping facilitates the 
emergence of semantic associations between visual, textual and metar 
da ta modalities by studying the distributions of the different feature 
vectors on the SOMs. 

1 Introduction 

In this paper we conduct an analysis on an image collection that has been aug
mented with descriptive features and keywords. The image collection consists 
of a database collected during an interactive museum installation. This instal
lation, "Pockets Pull of Memories" was on display in the Centre Pompidou 
National Museum of Modern Art, Paris, Erance from April 10 to September 
3, 2001 [1]. The visitors contributed over 3300 objects digitally scanning and 
describing them. This information was stored in a database and organized by 
the Self-Organizing Map (SOM) algorithm [2] that positioned objects of similar 
descriptions near each other in a two-dimensional map. The map of objects was 
updated online and projected on a wall in the gallery [1]. 

The self-orgaxuzing algorithm was the basic method used to create the "wall 
of objects". The SOM organized the input items into an ordered display, a 
planar map. In this exhibition, the input features consisted of attributes and 
keyivords given by the exhibition visitors together with the objects. The at
tribute values and keywords were transformed into numerical form that could 
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serve as inputs to the SOM algorithm. Close to each item on the map there 
were items that had been given similar attribute values, items that had similar 
keywords, or both. Thus, all the items with a particular keyword were not nec
essarily next to each other if the other features varied. The ordering of the final 
map is a consequence of all the inputs. The phenomenon is called emergence: 
the order of the objects is not determined beforehand, but emerge through the 
audience contributions. The classification system is merely created through the 
large number of local interactions on the map, rather than specified by hand. 

In the exhibition, even if the visual qualities of two different images were 
very similar, their respective owners may have evaluated their attributes very 
differently based on their subjective points of view. In this paper, we take a step 
further: we aim at correlating the visual featiures jfrom the images themselves and 
the given metadata in order to extract semantic information. In the following, we 
describe the image segmentation process, how class distributions are analyzed 
and what features were used. After that, we present the experiment results and 
draw some conclusions. 

2 Methods for Finding Semantic Associations 

In this section, we describe the methodological steps needed in finding semantic 
associations, i.e. associations between the automatically computed multimodal 
features and the separate metadata. We outline the method for image segmen
tation and then provide details of the semantic association process. Finally we 
shortly present the different feature extraction methods used. The described 
processing stages have been implemented in our PicSOM^ content-based image 
retrieval (CBIR) system [3]. 

2.1 Segmentation 

The purpose of image segmentation is to partition images into segments that can 
be analyzed separately. Individual segments are offeen easier to analyze and in
terpret than the image as a whole, e.g. when the segments correspond to distinct 
objects in the physical world. Analysis of the individual segments also facili
tates the interpretation of the whole image in terms of its constituent segments 
and their relationships. In the current appHcation, the image segmentation al
gorithm is used to separate the objects of interest firom image badcgroimds. The 
subsequent image analysis is thus more accurately focused on the properties of 
the relevant objects, not on the properties of the different backgrounds against 
which the objects happen to be scanned. 

The segmentation proceeds in two steps. First, a generic color image seg
mentation partitions the images into eight regions. The generic segmentation 
method first radically oversegments the image. This is achieved by applying 

http://www.cis.hut.fi/picsom 
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Fig. 1. Two images from the collection and their segmentations. In the left **watch" 
image the backgromid is dark whereas it is light in the right "Upsalve" image. 

the fc-means algorithm [4] to the CIE L*a*b* color space [5] representations 
of the image pixels. After this process, the resulting regions are merged until 
eight regions are left. The merging criterion is based on the combination of the 
average color of the regions and a multi-scale edge strength measure. 

The second step of segmentation exploits the special image structure with 
centrally located objects against nearly constant-colored backgrounds. Here a 
straightforward set of inference rules is applied to tag some of the regions as 
background. The remaining regions are interpreted to represent the objects of 
interest. The tagging begins by identifying the likely backgroimd color by con
sidering those regions that are homogenous in color and form a significant part 
of the peripheral image area. Having the background color identified, similarly 
colored homogeneous regions are tagged as background if they are adjacent to 
either the image borders or already tagged background regions. 

The image segmentation results are good in most cases. Some exceptions re
sult from the background color seamlessly penetrating the object. An example 
can be seen in Fig. 1 where the dark backgroimd color can not be separated 
from the dark areas of the band of the wrist watch. Also objects that stand out 
poorly from the background and disconnected objects (e.g. transparent plastic 
bags and thin necklaces) often result in deficient segmentations. Fortunately, 
even when the segmentation results are strictly speaking erroneous, they are 
still often adequate for the subsequent image analysis as similar objects are 
segmented in a qualitatively similar manner. For instance, as the wrist bands 
of watches are often regarded partly as background, the image analysis concen
trates on the clock-faces for most wrist watches. For the current experiments 
the segmentations are at least adequate in focusing the image analysis to the 
relevant parts of the images. It does not seem likely that the experiment results 
would be significantly compromised by faulty segmentations. 

2.2 Analysis of Class Distributions 

In a typical apphcation of the Self-Organizing Map (SOM) in data mining, vi
sualization or information retrieval, a SOM is trained in a fully unsupervised 
mode, using a large batch of training data vectors. Yet, the data often contains 
some semantically related object groupings or classes, and sets of objects be^ 
longing to such user-defined classes are known. Such a set of vectors can be 
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mapped on a trained SOM by finding the best matching unit for each vector 
in the set. These "hits" over the map units form a discrete probability distri
bution over the two-dimensional SOM surface which characterizes the object 
class. Qualitatively different distributions can be obtained from the same data 
by using different feature extraction techniques, leading to different numerical 
representations of the data items. 

The mapping of a semantic class on a specific SOM gives insight into how 
well the corresponding feature can cluster the vectors of that class. The sparse 
value fields on the maps are low-pass filtered to spread the information. This also 
helps visual inspection as the marked areas become larger and more imiform. 

In our study, we map the user-given keywords on the SOM surfaces along 
with the images themselves to see which keywords, numerical attributes and 
visual features correlate the best. This in turn will reveal the semantic charac
teristics of the objects from their visual appearances and associated metadata. 

2.3 Extract ion of Mult imodal Features 

We used in total three different image features, the user-provided attribute 
values and keywords. A 64x64-sized SOM was trained for each of these five 
features. In the following, the features are described in some detail. 
Visual Features: The visual features were extracted only from the area of 
the image which the segmentation algorithm had identified as belonging to the 
object (i.e. not the background). The standard MPEG-7 [6] Edge Histogram 
featinre measures the distribution of edge directions within the object and thus 
describes the texture and local shapes. Zemike moments [7] describe the overall 
shape of the object's segmentation mask. The color moment feature character
izes the color distribution within the object with the three first central moments. 
Value Features: For each image, eight values were given by the owner of 
the object, quantifying its properties with regard to specific attributes as 
shown in Fig. 2. The property pairs were old—^new, soft—^hard, natural— 
synthetic, disposable—^long use, personal—^nonpersonal, fashionable—^not fash
ionable, useful—useless, and functional—symbolic. The quantifications were 
given using a touch sensitive screen. We have scaled the resulting values to 
the range [-1,1] and collected them as components of an 8-dimensional values 
vector. 
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Fig. 2. An "attackalarm" and the property values given by its owner. 



604 Artificial Intelligence Applications and Innovations 

Keyword Features: The keyword text data was primarily used as such to 
annotate the images and to define per-keyword image classes. In addition, we 
also created an n-gram statistical feature made of character triplets extracted 
from the keywords. 

Fig. 3. Organization of images on SOM surfaces. The SOMs in the upper row have 
been trained with visual features MPEG-7 Edge Histogram (a) and color moments 
(b). In the lower row, the SOM (c) is based on the values feature and the SOM (d) 
on the n-gram feature. 
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3 Experiments and Results 

3.1 Creation of Visually Organized Maps 

Fig. 3 shows four SOMs created with different features. Each SOM unit is repre
sented by a visual label which is the most similar image of the database in that 
feature space. The SOM surface in Fig. 3(a) is organized according to the Edge 
Histogram feature. Objects with similar shapes and orientations form clusters. 
Within the clusters the object shapes change continuously, thus retaining to 
topographical ordering of the shape feature space. In subfigure (b) another vi
sual feature, color moments, has been used, and a color-based organization is 
evident. 

The SOM of Fig. 3(c) is organized according to the values feature. Some clear 
clusters are formed, for example to the left of the center we find many plush 
toys and teddy bears with values that reveal softness and very personal items. 
Additionally, for example, in the upper right comer there are many watches 
and mobile phones with values indicating items that are useful, functional, new 
and sjmthetic. The organization produced by the n-gram feature in the bottom-
right SOM (d) is not that evident, but one can see that e.g. shoes appear in 
nearby locations. 

3.2 Correlations of Visual Maps and Semantic Concepts 

^From the different attribute quantifications given by the owners of the objects 
we generated a set of semantic classes. The value ranges [—1? 1] are divided 
into three equal parts, where the low-end and high-end parts correspond to the 
semantic extremes. For example, for the hardness property, objects with values 
in the range [-1, — | ] belong to the semantic class soft and those with values in 
the range [|, 1] belong to the class hard. 

In Fig. 4 we have the distributions of three different semantic classes mapped 
onto the Edge Histogram SOM: soft, natural and fashionable. The dark areas 
represent map units to which many objects from that semantic class have been 
mapped to. One immediately notes a clear correlation between the soft and 
natural classes. There seems to be a large set of objects that are both soft and 
natural, roughly in the middle of the Edge Histogram SOM. Visual inspection 
of the SOM labels in Fig. 3(a) indicate that these are mostly human hands. In 
addition, the two distributions cluster quite cleanly, indicating that the feature 
is very discrinotinative when evaluating these semantic properties. 

The observed correlation is intuitively easy to understand as many natural 
objects are also soft. Besides, the Edge Histogram, being a texture feature 
sensitive to local edges in the image, should be good at discriminating soft 
edges from hard ones. The distribution of fashionable items shows an example 
where Edge Histogram does not discriminate well as the distribution is relatively 
disperse. 

In Fig. 5 the class disposable has been mapped on three different SOMs: Edge 
Histogram, Zernike moment and color moment. All three maps show good or 
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very good clustering, with the disposable objects cleanly mapped into contigu
ous areas of the SOMs. Upon inspection of the visual labels on the SOM of 
the rotation-invaxiant Zernike moment shape descriptor (not shown here), we 
notice that the positively-marked upper-right comer of the map shows mostly 
rectangtdar objects like candy boxes and pieces of paper like bus tickets. A sim
ilar analysis of the visual labels of the color moments SOM in Fig. 3(b) shows 
mostly items with white or light colors. 

3.3 Matching of English and French Words 

One interesting aspect of the keyword collection is that it consists of both 
English and French words. One typical class of objects in the database is referred 
to as pen or pencil in Enghsh and crayon in French. In the collection, there are 
11 images keyworded as pen, 9 as pencil and 33 as crayon. The distributions 
of these sets on the Zernike moment SOM axe plotted in Fig. 6. One can see 
that the areas of densest object distributions are mcBtly located in the bottom 
part of the SOM surface. This result supports our working hypothesis that 
meaningful relationships between both intrarlingual synonyms and inter-lingual 
word translations can emerge based on auxiliary, non-textual data modahti^. 

4 Conclusions 

The self-organization of objects is an effective method for detecting inherent 
structures, patterns and clusters in complex collections of data. With it, one 
is able to automatically find different kinds of associations between the items 
when different data modalities and features are considered in parallel. We are 
ascertained that these phenomena will prove to be useful in semantic analysis 
of multimodal data collections. Potential application areas include emergent 
semantic representations useful in the contexts of the semantic web, machine 
translation, visual data mining, and creation of pictorial dictionaries. 

.l1 

soft 

"'• 

natural fashionable 

Fig. 4. The class models of softy natural and disposable on the Edge Histogram SOM. 
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Fig. 5. The class models of disposable objects on. the MPEG-7 Bdge Histogram^ 
Zernike moment and color moment SOMs. 

pen pencil crayon 

JIL. .fM. 

Fig. 6. Distributions of pen, pencil and crayon classes on the Zernike moment SOM. 

The described procedure also demonstrates the use of automatic image seg
mentation to focus the processing on relevant parts of the images. In the light 
of the presented example, it is evident that segmentation does not need to 
be exactly correct in order to be helpful in processing visually-grounded se
mantic information. In general, autonomous machine learning from large multi
modal databases in a statistical manner seems to provide an efficient and robust 
method for modeling grounded semantic relationships. 
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Abstract Ontologies provide an attractive basis for tiie representation of se
mantic information to be attached to multimedia information. However, the flex
ibility available to develop one's own ontology or partially reuse an existing 
ontology means that human input is unavoidable in the process of creating the 
annotations. We address the issue of how to use ontology reasoning services 
and natural language generation to provide presentations of relevant ontology 
structures for human use. 

1 Capturing InteMed Meanings with Ontologies 

Multimedia resources are complex spatio-temporal signals providing information at 
several levels of abstraction. How to miake the huge amount of multimedia informa
tion more easily accessible to automatic processing of multimedia resources by pro
grams is an important issue. One possible solution is to associate multimedia resources 
with some annotations, with the help of which automatic processes have better under
standing of Ae contents of multimedia resources. However, annotations alone do not 
establish the semantics of the vocabulary used in the annotations.^ 

One way of giving meaning to annotations is to provide some external agreement 
on the meaning of a set of information properties. For example, the Dublin Core Meta
data Element Set [4] provides 15 *core' information properties, such as Title', 'Cre
ator', *Date', with descriptive semantic definitions (in natural language). One can use 
these information properties in, e.g., RDF or META tags of HTML. The limitation 
of the 'external agreement' approach is its inflexibility, i.e., only a limited range of 
pre-defined information properties can be expressed. 

An altemative approach is to use ontologies to specify the meaning of Web re
sources. Ontology is a term borrowed from philosophy that refers to the science of 
describing the kinds of entities in the world and how they are related. In computer 
science, ontology is, in general, a 'representation of a shared conceptualisation' of a 
specific domain [6, 13]. It provides a shared and common vocabulary, including im
portant concepts, properties and their definitions, and constraints, sometimes referred 
to as background assumptions regarding the intended meaning of the vocabulary, used 
in a domain that can be communicated between people and heterogeneous, distributed 
application systems. The ontology approach is more flexible than the external agree
ment approach because usars can customise vocabulary and constraints in ontologies. 

^ For example, an annotation asserting that the object in an image is an elephant does not 
explain what elephants are. 

Please use the following format when citing this chapter: 
Pan, Jeff, Mellish, Chris, 2006, in IFIP International Federation for Information Processing, Volume 
204, Artificial Intelligence Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., 
Bramer, M., (Boston: Springer), pp. 609-617 
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Example L The meaning of a user-defined concept 'adults' can be specified as 'per
sons whose age are at least 18', wh^e ^persons' can be an atomic concept in an ontol-
ogy:2 

Adult = Person (1 Ba^^e-atleast 18. 

In general, there are at least two advantages of the ontology approach in creating 
multimedia annotations: (i) It is more flexible; uses can define the vocabulary needed in 
their domain, (ii) Aspects of the intended meaning of these vocabulary can be explicitly 
represented. However, while the above advantage (ii) makes it possible for ontology 
experts to check the intended meaning of terms defined in an ontology, it is usually too 
hard for ordinary us^s to check such intended meaning by themselves. 

In this paper, we address the issue of how to use ontology reasoning services and 
natural language generation to provide human-readable presentation of parts of on
tologies. We claim this is an important way to support human users who have to create 
multimedia annotations. The rest of the paper is organised as follows. Aft^ a brief in
troduction of ontology languages (Section 2), we argue that the human beings play an 
important role in creating multimedia annotations. Based on this observation, we dis
cuss techniques on how to generate natural language to represent axioms in ontologies, 
with the help of classification (Section 4), We provide a worked example (Section 5) 
to illustrate our approach before we conclude the paper. 

2 Ontology Languages 

The technique presented is not restricted to any specific ontology language. As the 
OWL Web Ontology Language is based on Description Logic, here we will assume 
that we will use a Description Logic as the ontology language. 

Description Logics (DLs) [1] are a family of class-based knowledge representation 
formalisms, equipped with well-defined model-theoretic semantics [2]. A Description 
Logic C consists of an alphabet of distinct concept names (C), role names (R) and 
individual (object) names (I); together with a set of constructors to construct concept 
and role descriptions (also called C-concepts and C-roles, respectively). DLs have a 
model theoretic semantics, which is defined in terms of interpretations. An interpreta
tion (written as J ) consists of a domain (written as A-^) and an interpretation function 
(written as ••̂ ), where the domain is a nonen^ty set of objects and the imterpretation 
function maps each individual name a € I to an element aF € A-^^ each concept name 
CN € C to a subset CN^ C A^, and each role name RN € R to a binary relation 
RN^ c A^ X A?, The interpretation function can be extended to give semantics to 
^-concepts and £-roles (see table 1 for the semantics of concept and role descriptions 
of OWL DL), Let (7, D be £-concepts, C is satisflable iff there exist an int^retation 
J s.t. C^ ^ 01 C subsumes D iff for every interpretation X we have C^ C Ifi-, A 
DL knowledge base consists of a set of axioms. Due to the limitation of space, here 

^ Please refer to Section 2 for details of the following I>escription Logics syntax. Note that 
the Semantic Web standard ontology language does not support customised datatype, such as 
atleastlS, which is supported by a datatype extension of OWL DL, called OWL-Eu [10]. 
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Abstract Syntax 
Class(A) 
Class(owl:Thiiig) 
Class(owl:Nothing) 
intersectionOf(Ci, C2,...) 
umonOf(Ci,C2,...) 
complementOf(C) 
oneOf(oi,02,...) 
restiiction(i? someValuesFrom((7)) 
restriction(i? allValuesFrom(C)) 
restrictioE(B hasValue(o)) 
restiiction(il mmCardinality(m)) 
restiiction(JFl maxCardmality(m)) 
restriction(T someValuesFrom(ti)) 
restilction(T allValuesFrom(tA)) 
restriction(T hasValue(tu)) 
restrictioii(T miiiCardi]iality(m)) 
restriction(T maxCardiiiaHty(m)) 
ObjectProperty(5) 
ObjectProperty(5' inverseOf(5)) 
DatatypeProperty(T) 

DL Syntax 
A 
T 
X 

CinC2 
C1UC2 

{oi}U {02} 
3R.C 
\/R.C 

3R,{o} 
^ TUR 
< mR 
3TM 
\/T,u 

S 
S~ 
T 

Semantics 
A ^ c z l ^ 

(aiuC2)^ = cfuc7f 

({0l}U{02}f = {01^,02^} 
{3R,Cf = {x 1 3y,{x, y)eR^AyeC''} 
("iKCf = {x 1 Vy.{a:,2/) Elf-^yeC^} 
(3R.{o}f=={x\(x,o'')elf} 
(^ mRf = {x 1 l{y,{x,y) € R^} > m} 
(< mRf = {x 1 l{y,{x,y) € i?^} < m} 
(BTM)''' = {a; 1 3t.(a;,t> eT^ AtEu"^} 
i^T,uf = {x 1 3t,{x,t) eT^ -*tevP} 
( B T . M f = {a: | {x.iiP) e T^} 
(^ mTf = {a; | ft{t | (x, t) € T^} > m} 
« mT)^ = {x 1 l){t 1 (a;, t) € T^} < m} 
S'-CA'-X A"-

T^ CA^ X An 

Table 1. OWL concept and property descriptions 

we only introduce concept inclusion axioms. A concept inclusion axiom is of the form 
C C.D, where CjDarc £-concepts. An interpretation J satisfies C C D if 0 ^ C Lh^, 

In tMs paper, we use a well known DL reasoning service called classification, 
which is puts concept names in their prop^ place in a taxonomic hierarchy (according 
to subsumption). As a result of classification, we can obtain the following for a named 
concept Z: 

1. the named concepts that are equivalent to it;̂  
2. the named concepts that it covers (minimally subsumes);"̂  
3. the named concepts that it is covered by (is minimally subsumed by).^ 

If necessary, the basic subsumption relation can be recovered from this information. 

3 The Human Element in Annotatioii 
A number of research projects have investigated how annotations for the Semantic 
Web can be semi-automatically derived for existing Web documents, and these could 

^ X is equivalent to F iff X subsumes Y and Y subsumes X. 
^ X covers F iff X subsumes F, F is not equivalent to X, and whenever X subsumes Z and 

Z subsumes F then Z is equivalent to X or F. 
^ X is covered by F iff F subsumes X, F is not equivalent to X, and whenever F subsumes 

Z and Z subsumes X then Z is equivalent to X or F, 
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be adapted for textual documents in general. Techniques include using information 
extraction (IE) systems that exploit information in particular ontologies [5], providing 
special user interfaces that facilitate human markup of text [14] and using machine 
learning to infer general extraction pattems from texts that have already been marked 
up by humans [3]. However, these approaches all assume at least one of the following: 

- Ontology terms always map in a straightforward way onto words in a document and 
vice versa. Yet it is clear that subtle aspects of content are not always signalled in a 
simple way by specific keywords. 

- Generic pattems suffice to detect in natural language relationships from all specific 
ontologies. This ignores the fact that specific domains can have their own sublan
guages and domain-dependent forms of expression (beyond single words). 

- Information extraction expertise is available to create specific pattems for every on
tology. This is unrealistic, given the specialised nature of IE expertise. 

- Humian involvement is required, to augment and edit any annotations that can be 
automatically created and/or create a training corpus for machine learning. 

It is clear that, at present, significant human involvement is required for constmct-
ing document annotations for textual documents. For multimedia resources that are not 
textual, human involvement is indispensible. In addition, domain experts must make a 
significant contribution not only to creating annotations, but also to choosing an on
tology in the first place (from among possibly a number of existing options) and also 
tailoring an existing ontology to meet the needs of the new application. But how will 
these people acquire the expertise to reliably understand and use the distinctions pro
vided by the ontologies they need to work with? A number of tools have been built 
to enable a user to visualise the structure of an ontology (using mainly graphical ap
proaches), but these tools are mainly designed for knowledge engineers, rather than 
domain experts or casual ontology users. 

4 Natural Lai^[iiage Presentation of Ontologi^ 

We believe that natural language is an important medium to exploit in presenting on
tologies (or parts of them) to their users. To understand natural language, a user does 
not require any specialised training. Natural language is also well equipped to express 
the complex logical structures that arise in modem ontologies. Thus our research is 
trying to find ways of exploiting this medium. An ontology takes the form of a set of 
logical axioms, and so the challenge is to present the material of these axioms in com
prehensible way using a language such as English. However, it is important to take on 
board the fact that the axioms may not come in a form ready for direct realisation in 
English. The axioms represent one possible way that the material could have been ex
pressed, but there are many other possible ways that this could have been done equally 
well. For the ontology writer, the choice is arbitrary - because one can rely on rea
soning services for ontologies, it is not necessary to worry about which of the many 
logically equivalent methods of expression to use. This means howev^ that reasoning 
services must also be be used in natural language generation. The most relevant things 
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to say may not be explicitly stated, but nevertheless may follow from the axioms. So 
determining the content to be expressed can be seen as a kind of inference from the 
axioms [8]. 

We now consider how the classification reasoning service can be used to provide 
the basic elements of a natural language answer to two types of questions that people 
ask when they are familiarising themselves with an ontology or seeking to use it for 
making distinctions. 

4.1 AumvmBgWhatisX? 

To answer this question, we first of all classify all concepts, including X, The following 
can then be used to extract the key things to be expressed in an answer: 

- Find Z such that X is equivalent to Z (to say "Xs are Zs"). In addition, if there is 
an axiom directly stating X = Z, for some possibly complex concept Z, then this 
axiom can be stated. 

~ Find Z such that X is covered by Z (to say "an X is a kind of Z"). 
- Find Z such that X covers Z (to say "Xs include Zs"), 

The facts retrieved by these steps are closely related to the "identification", "at
tributive" and "constituency" rhetorical predicates used in McKeown's "identification 
schema" [7], and the overall answer could be constructed using the pattern of that 
schema. It would also be possible to recurse through the Z's introduced in the final 
step, this giving the effect of the "constituency schema", 

4.2 Answering What is the difference between X and Y? 

For this question, again all concepts should initially be classified, and in addition the 
concepts X U Y", X n -^Y and Y n -iX should be named and classified. Useful in
formation for an answer can then be read from the classification results as follows: 
6 

- Find Z such that X U F is covered by Z (to say "Xs and Ys are both Zs"). 
- Find minimal Z such that Z subsumes X and it is not the case that Z subsumes Y 

(to say "Although X s are Zs, Ys are not necessarily so"), ^ 
- Find minimal Z such that Z subsumes Y and it is not the case that Z subsumes X 

(to say "Although Ys are Zs, Xs are not necessarily so"). 
- Find maximal Z such that X subsumes Z and it is not the case that Y subsumes Z 

(to say "Whereas Zs are a kind of X, they are not necessarily a kind of F"). 

If negations of named concepts are also classified, other possibilities not discussed here in
clude finding Z such that Z subsumes X and -^Z subsumes Y (to say "Although Xs are Zs, 
y s are never Zs"), 

"̂  A good way to find minimal Z subsuming or subsumed by something, and satisfying another 
condition, is to search through increasingly long paths of the transitive closure of the "covers" 
relation temiinating when the condition is met. Similarly for maximal Z. 
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- Find maximal Z such that Y subsumes Z and it is not the case that X subsumes Z 
(to say **Whereas Zsw^a kind of F , they are not necessarily a kind of X"). 

- Find Z such that X fl -iF subsumes Z (to say **Whei:eas Zs are akind of X, they are 
never a kind of Y"), 

~ Find Z such that Y (1 -ij^ subsumes Z (to say **Whereas Zs are a kind of Y, they are 
never a kind of X"). 

Again, ways to organise this material as a coherent text can be found in the natural 
language generation literature, e.g. McKeown's "compare and contrast" schema and 
the work of Milosavljevic [9]. 

5 Worked Example 

In this section, we apply our approach to a slightly revised version (for the sake 
of presentation) of the well know pi^za ontology ( h t t p : //www. c o - o d e . o r g / 
o n t o l o g i e s / p i z z a / ) . 

SpicyPizza = Pizza n 3/ia5.SpicyTopping (1) 

VegPizza = Pizza n V/io5.VegTopping (2) 

AmericanHot ^ Pizza n 3/ias.HopGreenPepperTopping f l 3/ia5.DairyTopping (3) 

HopGreenPepperTopping C SpicyTopping (4) 

Caprina = Pizza n 3/ias.TomatoTopping (5) 

TomatoTopping C VegTopping (6) 

VegTopping C -i(FishTopping U MeatTopping U DairyTopping) (7) 

SpicyPizza C Foreign Pizza (8) 

VegPizza C HealthyPizza (9) 

SpicyButNotVegPizza = SpicyPizza n -iVegPizza(lO) 

VegButNotSpicyPizza = VegPizza f l -tSpicyPizza(ll) 

SpicyOrVegPizza = SpicyPizza U VegPizza(12) 

Note that, following our approach described in the previous section, we introduce ax-
ioms (10)-(12) into the ontology only for the second question below. 
What is AmericanHot? 

The classification service tells us that AmericanHot is covered by SpicyPizza, 
and there are no named concepts that AmericanHot is equivalent to or covers. There 
is also one axiom directly stating a complex concept equivalent to AmericanHot. 
Therefore, our explanation of AmericanHot is as foEows: "AmericanHot is a kind of 
SpicyPizza. American Hots are Pizzas that have HopGreenPepperTopping and have 
DairyTopping". 
What is the difference between SpicyPizza and VegPizza? 

Axioms (10)-(12) are now added to the ontology, but (since they are not concepts in 
the original ontology) the concepts defined in these axioms are ignored in the selection 
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of concepts to be used in the natural language explanation. The classification service 
tells us the foEowing: 

i SpicyOrVegPizza is covered by Pizza, 
ii Spicy Pizza is covered by Foreign Pizza, which does not subsume VegPizza, 

ill VegPizza is covered by HealthyPizza, which does not subsume SpicyPizza, 
iv VegPizza covers Caprina, but SpicyPizza does not subsume Caprina, 
V SpicyButNotVegPizza covers AmericanHot. 

There are also two axioms directly defining SpicyPizza and VegPizza. Therefore, our 
explanation of the difference between SpicyPizza and VegPizza is as follows: 

"SpicyPizzas are Pizzas tihat have SpicyTopping. VegPizzas are Pizzas 
that have VegTopping. (i) SpicyPizzas and VegPizzas are both Pizzas, (ii) 
Although SpicyPizzas are Foreign Pizzas, VegPizzas are not necessarily so. 
(iii) Although VegPizzas are HealthyPizzas, SpicyPizzas are not necessarily 
so. (iv) Wh^eas Caprinas are a kmd of VegPizza, they are not necessarily a 
kind of SpicyPizza (v) Whoreas AmericanHots are a kmd of SpicyPizza, they 
are never a kind of VegPizza." 

6 Conclusion and Outlook 

It has been argued that ontologies can be very helpful for multimedia annotations. Wiih 
the fast development of the research and applications of ontologies, users will soon face 
a serious issue: given a set of ontologies about the same topic, which one suits their 
multimedia application best? In this paper, we have addressed the issue of how to use 
ontology classification reasoning service and natural language generation to provide 
presentations of relevant ontology structures for ontology users. The motivation of this 
research is illustrated m the exan^le presented in Section 5. Axioms (l)-(9) are hard to 
understand for users without a logical background to understand. Although ontology 
editors can help organising axioms in ontologies and providing graphic representations 
of axioms to some extent, natural language explanations of the structure underlying the 
axioms are still necessary. In this paper, we have discussed how to provide explanations 
for the two questions: **What is X** and *'What is the difference between X and F", 
which are two useful questions potential users of ontologies would like to ask. 

More complex questions (e.g. What kinds of people have supervisors?) can be 
answered by constructing and naming the appropriate complex concept descriptions 
(here, X= Person n 3supervisor) and answering one of the above questions for that 
concept. Such concepts introduce more complex natural language reaHsation issues 
than simple named concepts. However, whereas previous work does not address the 
problem of selecting which facts to present, there are appropriate natural language 
generation techniques for handling the realisation of complex concepts, as used for 
instance in the Prot6g6 OWL plugin [11] and older work with DLs [15], 

Because there are an infinite number of possible concepts expressible with a given 
set of atomic concept and property names, it would be impossible to compute subsump-
tion relationships beween all possible pairs of concepts. Thus the classification reason-
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ing service only considers the relationships between named concepts. This means that, 
for instance, when answering a question What is a student? the above f^proach might 
be able to say A student is a Mnd of person but it would not be able to respond with A 
student has an academic supervisor, unless the concept Ssupervisor,Academic hap
pens to have been named (and this expansion of the name can be retrieved). In the 
above, we have artificially named certain extra concepts to be classified, but we can
not know in advance all complex concepts that might be informative in the answer to 
a question. Further work wiU address this problem, possibly using approaches from 
approximate reasoning [12] to generate candidate plausible concepts. 
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Abstract. The movement of large numbers of people is important in many 
situations, such as the evacuation of a building in an emergency. In this paper, 
pedestrian dynamics during the evacuation of large areas is simulated using a 
computational intelligent technique, based on Cellular Automata. The 
characteristic feature of the proposed model is that the crowd consists of 
independent parts rather than treated as homogeneous mass. The crowd 
behaviour is artificially formatted by the response of each of these parts to the 
rule according to which each pedestrian reaches one of the possible exits. 
Furthermore, an efficient graphical user interface has been developed, in order 
to study various hypotheses concerning the pedestrians' activity features. 
Collisions among pedestrians have been encountered while collective effects 
prominent at crowd behaviour have been also realised during simulation. 
Finally, the presence of fixed as well as user-defined moveable obstacles has 
been taken into account. 

1 Introduction 

When we are at a major sporting event or travelling on public transport or shopping 
around in shopping precincts, our safety and comfort depend crucially on our fellow 
crowd members and on the design and operation of the facility we are in. Thus it is 
unnerving to realize that the modelling currently used to design and operate these 
venues has more in common with the design of water-pipe networks than anything 
with a human dimension. As a result the need for a different and potentially far more 
realistic crowd behaviour modelling approach is of great importance. 
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During the last decade, it has been adopted the approach of modelling a crowd 
composed of discrete individuals rather than being faced as a homogeneous mass 
that behaves like a flowing fluid [1]. In the past, one of the main constraints for such 
an approach was the enormous number of calculations required to be solved for each 
crowd member. Fortunately, modem computer power has changed this situation. An 
additional step towards further simplification of modelling such processes can be the 
introduction of computational intelligent techniques such as Cellular Automata (CA) 
[2-3]. 

As far as it concerns particularly the simulation of pedestrian dynamics, CA 
models of generally two-dimensional (2-d) nature have been reported in literature [4-
5]. Some of them treat pedestrians as particles subject to long-range forces [5] and 
others use walkers leaving a trace by modifying the underground on their paths [4]. 
More-over, generalisations of the city traffic model have been proposed mainly 
focusing on the occurrence of a jamming transition as the density of pedestrians is 
increased [4, 6]. The majority of the models reported, adopted as the most suitable 
update procedure the parallel update. 

In this paper a user-friendly parameterized model attempts at further and more 
detailed investigation of pedestrian dynamics focusing on specific rather than 
generalised behaviour under certain conditions. To this direction, the user is provided 
with the ability to predefine distinguishing features of the evacuated area, 
incorporating both topological-oriented parameters and parameters that describe the 
crowd formation. In particular, the extent of the area, the presence as well as the 
exact location of obstacles, the number and the allocation of the exits are easily 
defined. Moreover, as far as it concerns crowd features, there are options regarding 
the population, crowd behaviour, velocity as well as the existence or not of different 
t3^es of individuals (children or elderly and middle-aged). It should be reminded that 
all crowd characteristics are individual dependent. Consequently, the existence of 
several, externally defined parameters enhances the surveillance perspectives of a 
certain area. General characteristics are confined, indicating thus certain 
characteristics allowing the implementation of more effective monitoring techniques. 
Finally, data obtainable by video monitoring can be also supplied to the model in 
order to realize in what extent is the model capable of reproducing various observed 
phenomena under panic circumstances. 

2 Mathematical definition of the proposed technique 

In this section a more formal definition of a CA will be presented [7]. In general, a 
CA requires: 
1. A regular lattice pf cells, covering a portion of a d-dimensional space; 
2. A set C\rjj= JĈ  (̂ r, / j , C2 ̂ r, ^ji..,, Cj^Jj^ of variables attached to each site 

r of the lattice giving the local state of each cell at the time r = 0, 1, ... ; 
3. A^jule R={Ru Ri, ..., ^m} which specifies the time evolution of the states 

C\r, tj in the following way: 
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where r + 5k designates the cells belonging to a given neighbourhood of cell r . 
In the above definition, the rule R is identical for all sites, and it is applied 

simultaneously to each of them, leading to a synchronous dynamics. It is important 
to notice Jhat the rule is homogeneous, i.e. it does not depend explicitly on the cell 
position r . However, spatial (or even temporal) inhomogeneities can be introduced 
by ascribing definite and permanent values for some states C.lrj in some given 
locations of the lattice. In the above definition, the new state at time ^+1 is only a 
function of the previous state at time t. It is sometimes necessary to have a longer 
memory and introduce a dependence on the states at time ^ 1 , f-2, ..., t-k. Such a 
situation is already included in the definition, if one keeps a copy of the previous 
state in the current state. 

The neighbourhood of cell r is the spatial region in which a cell needs to search 
in its vicinity. In principle, there is no restriction on the size of the neighbourhood, 
except that it is the same for all cells. However, in practice, it is often made up of 
adjacent cells only. For 2-d CA, two neighbourhoods are often considered [7]: The 
von Neumann, which consists of a central cell (the one which is to be updated) and 
its four geographical neighbours north, west, south and east. The Moore 
neighbourhood contains, in addition, second nearest neighbours northeast, northwest, 
southeast and southwest that is a total of nine cells. Extending the neighbourhood 
leads to various types of boundary conditions such as periodic (or cyclic), fixed, 
adiabatic or reflection [7]. 

CA can sufficiently represent phenomena of arbitrary complexity and at the same 
time can be simulated exactly by digital computers, because of their intrinsic 
discreteness, i.e. the topology of the simulated object is reproduced in the simulating 
device [8]. The CA approach is consistent with the modem notion of unified space-
time. In computer science, space corresponds to memory and time to processing unit 
[9]. In CA, memory (CA cell state) and processing unit (CA local rule) are 
inseparably related to a CA cell [10]. In addition, algorithms based on CA run 
quickly on digital computers [9]. Models based on CA lead to algorithms which are 
fast when implemented on serial computers, because they exploit the inherent 
parallelism of the CA structure [8-10]. 

3 The Proposed IVIodel 

The proposed model is a 2-d CA and aims at the simulation of crowd dynamics 
during the evacuation of a large area. The whole area under test is divided into a 2-d 
matrix of identical square cells, with side length a, represented by a CA, assuming 
that each cell of the area is a CA cell. The grid of the CA is considered as 
homogeneous and isotropic, thus defining major model's features. Furthermore, CA 
cells are being able to exist in two possible states; either free or occupied by exactly 
one particle. Moreover, every cell covers an extent of approximately 40x40 cm^ [4], 
thus including even the situation of a dense crowd. In any case the value of a is user 
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defined and should be a compromise between accuracy and computer time and 
memory. 

As far at it concerns the update process, it should be mentioned that it takes place 
in parallel for all particles. During each time step, an individual chooses to move in 
one of the eight possible directions of its neighbourhood. However in some cases it 
is not possible to move at all due to the occupation of cells by other particles. In any 
case, a particle cannot overcome more than one cell at a time step, meaning that in 
case that it moves, it does it with a maximum velocity of one cell per time step. Two 
more assumptions regarding velocity have been also considered. The first one 
defines that acceleration as well as braking time are negligible while the second one 
following the attributes of homogeneous and isotropic grid demands stable and 
common velocity for all particles of the same type. Consequently, a model of 
maximum velocity equal to unity is formed, meaning that movements are only 
performed towards the closest neighbours. 

A brief description of the local CA rule follows. The general scheme is that each 
particle moves towards the direction which is closer to exit. In order to implement 
the appropriate movement, the transition matrix of each occupied cell, depending on 
the CA cell itself and its neighbours, is updated at every time step. Each matrix 
element represents a possible updated spatial state of the occupied cell, placed at the 
centre of the matrix, at the next time step, ^+1. As far as it concerns the elements' 
values, these indicate the distances from the escape point of the occupied cell and its 
eight closest neighbours, respectively. The distance is defined as the minimum 
number of cells needed to be covered in order to reach the exit, moving strictly either 
in longitudinal (vertical) or in latitudinal (horizontal) direction. This way, the 
shortest path towards the exit is scouted. 

In Fig. 1 is illustrated an example of a transition matrix. The occupied cell at 
time step t (dashed cell), placed at the centre of the array, is referred as (ij). 
Consequently, each cell is described by its relative position to the central one. The 
number found at the top of each cell represents the distance of the possible new 
position from the exit. For instance, a particle placed at cell (i-\J-l) needs 5 steps to 
reach the exit, i.e. 4 steps vertically and 1 horizontally. The minimum distant cell, 
e.g. cell (i+lj) placed just 2 steps away from the exit (bold line), becomes the choice 
of the new particle's position at the next time step, ^+1. 
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^?m}^k 

Fig. 1. An example of a transition matrix. 

As soon as all possible routes have been detected, the shortest prevails and the 
particle moves this way at the next time step. This process takes place in parallel for 
all occupied cells. In case of multiple exits, the whole procedure is repeated for each 
one separately. In case of collisions the following scheme has been adopted; the 
particle does not move towards the target unless it is not occupied and it is free to 
move if no other particle targets at the same cell. In the latter, the cell that fronts the 
exit proceeds. 

The flowchart of the model is illustrated in Fig. 2 while the aforementioned 
procedure can be summarized as follows: 

When all the external parameters (population, noise percentage, type of 
individuals' percentages, area extent, number of obstacles and obstacles coordinates, 
number of exits and exits coordinates) have been defined and as a result the 
evacuation area has been thoroughly defined it is time for the CA to start its 
evolution. For each occupied cell in the CA grid the corresponding transition matrix 
is calculated. This process takes place in parallel for all particles. The location of the 
array's minimum value element represents the target cell of the central reference 
particle {ij) for the next update step. If the target cell is occupied, the particle 
remains to its prior position after update step, while in the case that the target cell is 
free and no other particle targets it, the move takes place. Finally, provided that the 
target cell is free and more than one particles target it, then the one that fronts the 
exit proceeds. 
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Fig. 2. Flowchart of the evacuation process algorithm. 

4 Description of the Graphical User Interface 

A graphical user interface (GUI) based on Matlab has been developed. The 
simulator can be used as a computer tool for the study of the room evacuation 
process. No previous knowledge of CA or computer programming is necessary to 
use the simulator, because of the user-friendly graphical user interface that has been 
developed. 

The GUI is equipped with various parameter options, in such an extent that it can 
provide an adequate level of prominent features of the area under test. It is oriented 
to elevate the space characteristics of the evacuated area as well as distinctive 
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properties of the crowd's synthesis. Therefore, the user can adjust the basic 
parameters of the system according to her/his requirements and to obtain an optical 
visualisation for a variety of system's characteristics. The evacuation process can be 
demonstrated for several exit locations defined by the user, for an area of a defined 
extent which can also be enriched with obstacles at various locations. Moreover, the 
density of the population as well as the motion of the particles can also be adjusted 
and the simulation process can be further enhanced including different types of 
individuals, e.g. the elderly that move slower. 

Every system parameter corresponds to one of the various buttons and all of 
them are placed at the right side of the GUI. The 'Population' button allows the user 
to define the number of the individuals participating at the evacuation process. Each 
of them is presented by a coloured point which moves towards the closer exit 
location. The following one, called 'Weak groups percent', introduces a certain 
amount of individuals of different type that are also distinctively coloured for 
reasons of better monitoring. 

During the demonstration, for each particle the transition matrix is evaluated and 
according to the aforementioned algorithm, they change their position in order to 
reach the escape point following the shortest route. In fact, all evaluations have been 
made for Moore neighbourhood, namely using 9 (including the central cell) active 
neighbours. As rationally expected, collisions delay the process without blocking it; 
already occupied positions are not available and multiple targeted cells are finally 
occupied by these particles which are preferentially placed relative to the exit. 

Furthermore, the graphical interface provides the option to supply in some extent 
additional delay to the particles' motion using the 'Noise percent' edit button. It 
represents the movement's obstruction by undefined factors, such as panic or 
hysteria, resulting in a left-right drift parallel to the direction of the population 
motion. 

The extent of the area under test can be parametrically defined using the 'Area 
Extent' edit buttons specifying in number of cells the length and the width of the 
area. The number of exits is defined in the field 'Max Exits' while the number of 
obstacles is set in the 'Obstacles' button. The obstacles' locations as well as the 
exits' exact locations are defined by setting their x, y - coordinates at the 
corresponding fields. 

After setting all the simulation parameters, the simulator is activated by clicking 
the button 'Start' on the top-right of the interface. 'Stop' button freezes the 
evacuation process demonstration, allowing the user to capture certain phases of the 
procedure aiming at closer surveillance. 'Info' button provides a short description of 
the aforementioned algorithm as well as access to the code itself while the 'Close' 
button closes the demonstration window. 

In Fig. 3 four different successive snapshots of the simulation process are 
presented for different time steps. 
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(a) (b) 

(c) (̂ ) 

Fig. 3. Four different successive snapshots of the proposed model's GUI for different time 
steps. Middle aged individuals are coloured red, while the elderly individuals as well as 
children are coloured green. Black dots correspond to the obstacles' locations. 

5 Conclusions 

The presented pedestrian dynamics model is a computational technique based on the 
principles of a 2-d CA. Although a simplified version due to assumptions concerning 
velocity and negligible acceleration and braking time, certain attributes of crowd 
behaviour, such as collective effects, collisions and delaying factors have been 
successfully encountered during simulation process. Several important phenomena 
of crowd dynamics, meaning transition to incoordination (arching) due to clogging 
as well as mass behaviour, have become pronounced. 

The user-friendly interface provides the ability for observing various situations of 
room evacuation process, thus drawing useful conclusions. Room arrangement, 
regarding the number and the location of exits as well as the obstacles' ordering can 
be defined in a user-friendly manner. The fact that the model is parameter-enriched 
in quite a remarkable extent offers the option of an easy, external adjustment of 
various significant features of the evacuated area, concerning both topological as 
well as crowd formation aspects. Consequently, the existence of several, externally 
defined parameters enhances the surveillance perspectives of a certain area. General 
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characteristics are confined, thus indicating certain characteristics allowing the 
implementation of more effective monitoring techniques. 

Based on the flexibility of the proposed model, it could be possible that video 
sequences related to crowd escaping to be used in order to calibrate the CA model. 
Furthermore, this possibility could elucidate the response of the model to real data. 
In other words, data from video monitoring can be supplied to the model in order to 
realize in what extent is the model capable of reproducing various observed 
phenomena under panic circumstances. Such an upgrade would certainly increase its 
level of credibility, in order to be used to test gathering areas for their suitability to 
emergent situations. 

Finally, due to the fact that in terms of circuit design and layout, ease of mask 
generation, silicon-area utilization and maximization of clock speed, CA are perhaps 
one of the most suitable computational structures for VLSI realization, the VLSI 
implementation of the proposed CA algorithm is straightforward with no silicon 
overhead. As a result it is feasible the perspective of an integrated surveillance 
system, with camera based monitoring algorithms that would be able to provide the 
necessary video data. 
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Abstract In this paper, as an active sensor imaging technique, a new target den
sity function in form of the range density function(RDF) is developed by Gabor 
transform which is called short time Fourier transform (SIFT). It is shown that 
Gabor theory, (STFT) can be used as approach to imaging by active sensors by 
transmitting a waveform which is a kernel for this transform. Then an alternative 
signal dimension reduction approach is proposed to the developed technique by 
taking advantage of Walsh functions. 
Keywords: active sensor imaging, SAR-ISAR, target density function, range 
density function, Gabor transform. Short time Fourier transform (STFT), Walsh 
function. 

1 Introductioii 

Imaging is a mapping process from three dimensional object to two dimensional im
age [1,2, 3,4, 5]. This transformation is obtained by using signal transforms such as 
Fomisr and Wavelet transforms [1,6,7,2,3,4,5]. Radar imaging is based on a multi-
sensor image fusion technique, which is in the form of multiple-apertuies and arrays 
[8,9,10,11,12,13]. 

Target density function(TDF) is the reflectivity of spatially, continuously dis
tributed targets and it is an important characteristic of radar imaging. TDF is knov^n by 
different names such as ambiguity function, density function, target density function, 
object(target), object reflectivity function, doubly-spread reflectivity function, and re
flection coefficient [8, 9, 10, 11, 12,13]. 

There are two well known approaches on TDF. First one considers the integration 
of aU point scatterers off the target scatterer centers, is able to obtain the whole object. 
This radar imaging technique is based on inverse Fourier transform(IFT) and used 
mostly in inverse synthetic aperture radar(SAR) studies [1,16,2,3,4,5]. 

Second method on TDF is a dense target environment approach by Fowle and 
Naparst [14,15]. This takes into consideration the existence of densities of the targets 
in a high dense target environment. It is based on the ambiguity functions with two 
variables as range and velocity[17, 18, 19]. Especially, the advanced function in the 
dense target environment by Naparst is developed in a novel way. Rather than typical 
radar imaging, this is an approach to measure the closeness of the targets to each other 
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in the dense target environment. Howev^, in this work is inspired partly by Naparst 
model. 

In this study, a new TDF is produced as a range density function considering a 
range-scanning angle plane different from the early approaches. This technique is de
veloped based on Gabor theory which is called short t^m Fourier transform (STFT). 

2 Walsh Functioiis 

Walsh functions are orthogonal functions and composed of square waves with (0-1) 
ampMtudes. Unlike the Rademacher functions, Walsh functions are complete. Mathe
matical theory of Walsh functions corresponds to Fourier analysis-based sine-cosine 
functions [20,21,22,23]. 

Walsh functions are defined in a limited time interval, T, known as the time-base. 
Like the sine-cosine functions, two entities are required for a complete definition. 
These are a time period, t, which is normalized to the time base as t/T^ and an or
dering number, n, which is related to frequency. A Walsh basis function is represented 
by Wal{n, t), A general Walsh function with pulse basis functions can be written as 
[20,21,22,23] 

m 

Wal{n, t) = sign[(sin27Ttf^ JJ{co82^7rtf^] (1) 

where n and m are related to each other. If w is a binary value of the decimal, n, and 
g{u) is a number of digits, then m is represented as 

m = giu) - 1 (2) 

ho and hk in. Equation 1 are either 0 or 1. 
A set of Walsh functions derived from Equation 1 is given in Figure 1 [20,21,22, 

23]. These sets of Walsh functions are in form of typical radar pulse train. 
While behavior of both Fourier and Walsh series are similar, basis functions have 

different forms. Walsh function can be expressed as a time series similar to the Fouri^ 
theory: 

oo 

f{t) = J2^kWal{k,t) (3) 
fc=0 

If this is compared with Fourier series, p(t) = Y^^=-oo^k^^^^^*>^^i^^^i&^^'^ons 
become important separators. The basis functions are infinite in Fourier series (—oo < 
k < oo), while finite in Walsh series(0 < k < oo). The finite basis functions provide 
important advantage in signal processing m terms of dimension r^uction. 

Two new functions, sal and cal, which are analogues of sine and cosine functions 
in Fourier series, are defined by Walsh functions [20, 21, 22, 23]. 

oo 

fit) = aoWal{0, t) + Yi[akcal{k, t) + bksal{k, t)] (4) 
fe=i 
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Fig. 1. A set of Walsh functions, 

where 

f(t)Wal{0,t)dt, afe= / f{t)cal{k,t)dt, h = f{t)8al{k,t)dt 
•1/2 J-1/2 J-1/2 

(5) 

3 Imaghig by Gabor Theory 

In this paper, an active sensor imaging is studied by an alternative target density 
fimction(TDF), which is based on a linear phased array radar system and the range-
scanning angle. New target density function, g{R, (5) is composed of two variables, 
which are the range R, and the scanning angle ^. Definition of g{R^ f3) in developed 
here is given as the following. 

Definition 1. Target Density Function is the limit of the ratio of the amplitude of 
the signal reflected from an infinitesimally neighborhood about the point (i?, 0) to the 
amplitude of the incoming signal. 

By this definition, the new target density function g{R^ (3) is; 

where d( J?) is the diameter of the disc about the point {R^ j3) 6 i?, Ar and At are the 
amplitudes of the reflected and the transmitted signals, respectively. 
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In this definition, the target density function(TDF) is relevant to the the reflec
tivity of spatially, continuously distributed targets. This approach is different from the 
conventional target density function definitions stated early. Instead of ambiguity func
tions based on range-velocity variables, the imaging is taken by a new target density 
function with the range and scanning angle. 

Let us consider the target plane shown in Figure 2, where /3 is cosO and R is tiie 
range £rom the target to tiie radar, and the sensor elements in the linear phased array 
radar system are located equally. As seen in Figure 2, the target density fimction is a 

Target Area 
(P = COS0, R) 

Radar phase center 

Fig. 2. Radar-Target Coordinate system. 

fimction of the spatial coordinates {R, f5) in the upper semi-plane. 
Now, let us obtain the target density function. Let P{t) be any periodic function of 

time, such as a train of pulses,where 

p(t)= Y. f̂c '̂'̂ "^* 
fc=—oo 

Wo = 27r X PRF, 

where PRF is the pulse repetition frequency. 

W{t) = &'''"<=* 

Where W{t) is the earner signal. 

Sm{t)=p{t)W{t) 

(7) 

(8) 

(9) 

(10) 
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Where 3m{t) is the modulated signal transmitted in the fixed direction P, which can 
be done by a directed single antenna or a phased array using beamforming. 

The reflectivity of one point at g{R^ /3) 

y{t,u;) = 8m{t - 2R/c - px/c)g{R, /3) (11) 

Let us generalize Equation 11 for the whole radar-target semi upper plane by su-
parpositioning principle considering all point scatterers related to the range-angle. 

If g{Rj f3) is the reflectivity of the point (E, /3), and Ri is the maximum range of 
interest target area; then the total reflected incoming signal to the phase center will be 

J-iJo c 

= t rP{t-{^?^±^))W{t-{^?±^))g{R,P)dRdl3 (12) 
J-iJo c c 

where |/(t, a;) is the output of the sensor located at center (the feature space), and c is 
the speed of light. 

If Equation 7 substitutes in Equation 12, the total reflected incoming signal to the 
phase center will be, 

(13) 
Now a new target density function is defined by utilizing Definition 1 and Figure 2. 
This function is the range density function (RDF), 

In a Hnear phased array of point sensor system, if i? is the range from the sensor 
in a fixed direction (/?), which is direction cosine of the line joining the point and the 
phase center, as a new target density function, the new range density function (RDF) 
is defined as follows. 

Definition 2. Range Density Function, f(R) is the reflectivity of the point at range 
R. 

By this definition, f{R) represents the image along the range or the distance to the 
sensor. 

Let us formulate this definition. The range density function function f(R) or g(3 (R) 
at a fixed angle, /?, 

f{R) = gpiR) = 9{P,R) (14) 

By the definition of the point at a fixed angle, p and Equation 14, Equation 13 will 
be 

yit.uo) = / y ) ake^^'^'^^'^^Wit - 2R/c)f(R)dR (15) 
Jo i . rr l . 

Let's define 
op 

t± = — and (16) 
c 
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W{t) = Wx(-t) (17) 

and uniquely define /i to be the function such that 

fiR) = hit±) (18) 

Then Equation 15 can be rewritten as 

OO -00 

(19) 
fc=—CXD 

If Equation 19 is demodulated by f ̂ e"̂ '̂ "̂* 

/»oo 

yfc(t,a;o) = / e-^^^'*^W{i± - t)hitj,)dtx (20) 
Jo 

Extend the domain of definition of h{t±) to (-oo, oo) by defining h(tx)= 0 for t± < 
0. Then, it is seen that Equation 20 is Ihe Gabor transform, which is known short-time 
Fourier transform, STFT of h{t±), that is yk{t, UJQ) evaluated at the ftequency IJJQ, 

The inverse Gabor (STFT) transform yields h{t±) as 

1 i»00 /»CX3 

^^*^^ = MWW J ooJ 2̂/fc(*.'̂ o)ê '='̂ °*-W *̂(t± - t)<Ljodt (21) 

which is desired result. One can obtain the reflectivity of a target area at angle ^, by 
transmitting e^^^^^W{t) with varying WQ, and observing the reflected signal for all 
time. In theory, if the Gabor window function is chosen plausible as a band-Mmited 
function, yfe(t,a;o) can be determined from its values over any finite length time in
terval, and the target density function h{t±), can be recovered[24]. Thus, by using a 
novel target density function f{R) or gi3 (R), the radar targets can be imaged by utiliz
ing Short Time Fourier Transform. 

Infinity of k in Equation 21 can be optimized by some filtration, compressing or 
estimation methods. However, an altemative way may be proposed to reduce k dimen
sion and smooth the new TDF; 

- Walsii Approach: While the new TDF is developed, at tbe beginning, the basis 
functions of the modulating signal had infinite dimensions. In contrast to infinite 
basis functions(—cx) < A; < oo) in the Equation 7, Walsh functions are expressed in 
finite pulse basis functions in Equation 3. They have an essential advantage to the 
radar imaging in terms of basis dimension reduction. 

In case of using Walsh functions with pulse form, this function in the Equation (3) will 
replace the Equation 7 in the new algorithm as a modulating Walsh function with finite 
dimensions. The Walsh function in question is a modulating signal in the form of a 
pulse train. After Walsh function is chosen with respect to some parameters Mke PRF 
in Equation (7), the new algorithm can resume the remaining steps after Equation (8) 
in a similar manner. 
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4 Summary and Conclusion 

In M s paper, an alternative target density fiinction(TDF) is obtained by a new algo
rithm and technique differently from the conventional approaches. Main contributions 
of this study; 

- A proposed target density Junction algorithm: The target density function (TDF) 
is represented in form of the range density function considering a novel range and 
scanning angle plane. It is produced by a new technique based on Gabor or short 
time fourier transform (STFI). It is shown that Gabor theory (STFT) can be used as 
approach to imaging by active sensors by transmitting a waveform which is a kernel 
for this transform such as a window function. 

The present TDF is generated partly by analogy to Fowle-Naparst and SAR-ISAR 
approaches. 

- Comparing to Fowle-Naparst: As an advanced work of Fowle, Napaist target den
sity function is developed for a high dense target environment with multiple targets, 
whose velocities are close to each other. This TDF acts hke a separator rather than 
an imaging function for the targets at the distance with a given velocity. 

TDF proposed here is obtained by a scanning angle and range in a high dense target 
environment. The main difference is in the imaging approach, which is capable of 
sensor imaging the targets in a dense target environment via phased array radar system. 

- Comparing to ISAR: While ISAR imaging is based on multi-aperture principle, 
the present imaging method is a multi-sensor image fusion technique based on the 
phased array radar system. On the contrary, the proposed target density function is 
produced by the integration of scanning angles at a fixed range. 
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Abstract. The use of mobile agents for data fusion in wireless sensor networks 
has been recently proposed in the literature to answer the scalability problem 
of client/server model. In this article, we consider the problem of calculating a 
near-optimal route for a mobile agent that incrementally fuses the data as it 
vis-its the nodes in a distributed sensor network. The order of visited nodes 
affects not only the quality but also the overall cost of data fusion. Our 
proposed heu-ristic algorithm adapts methods usually applied in network 
design problems in the specific requirements of sensor networks. It suggests 
the optimal number of MAs that minimizes the overall data fusion cost and 
constructs near-optimal itineraries for each of them. The performance gain of 
our algorithm over alter-native approaches is demonstrated by a quantitative 
evaluation.. 

1 Introduction 

Multiple sensor data fusion is an evolving technology, concerning the problem of 
how to fuse data from multiple sensors in order to make a more accurate estimation 
of the environment [6]. It improves reliability while offering the opportunity to 
minimize the data retained. Applications of data fusion cross a wide spectrum, 
including environment monitoring, automatic target detection and tracking, 
battlefield surveillance, remote sensing, global awareness, etc [I]. They are usually 
time-critical, cover a large geographical area, and require reliable delivery of 
accurate information for their completion. Most energy-efficient proposals are based 
on the traditional client/server computing model to handle multisensor data fusion in 
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IFIP Intemational Federation for Information Processing, Volume 204, Artificial Intelligence 
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pp. 635-642 



636 Artificial Intelligence Applications and Innovations 

Distributed Sensor Networks (DSNs); in that model, each sensor sends its sensory 
data to a back-end processing element (PE) or sink. However, as advances in sensor 
technology and computer networking allow the deployment of large amount of 
smaller and cheaper sensors, huge volumes of data need to be processed in real-time. 
In this paper, we propose the usage of mobile agents in DSNs for data fusion tasks as 
an alternative to the traditional client/server model. 

The remainder of the paper is organized as follows: Section 2 reviews works 
related to our research. Section 3 discusses the design and functionality of our 
heuristic algorithm for designing near-optimal itineraries for mobile agents 
performing data fusion tasks in DSNs. A quantitative evaluation is presented in 
Section 4, while Section 5 concludes the paper and presents future directions of our 
work. 

2. Related Work 

Mobile agent (MA) technology has been proposed as an answer to the scalability 
problems of centralized models. The term MA refers to an autonomous program with 
the ability to move from host to host and act on behalf of users towards the 
completion of a given task [5]. MAs have been proposed in a variety of applications 
in traditional networks, including e-commerce, network management, information 
retrieval, etc [5], DSN environments form a promising application area for MAs; yet, 
they pose new challenges as the link bandwidth is typically much lower than that of 
a wired network and sensory data traffic may even exceed the network capacity. 

i,a) (b) 

Fig. 1. Centralized vs. Mobile Agents-based data fiision in Distributed Sensor Networks. 

To solve the problem of the overwhelming data traffic, [6] and [7] proposed the 
use of MAs for scalable and energy-efficient data aggregation. By transmitting the 
software code (MA) to sensor nodes, a large amount of sensory data may be filtered 
at the source by eliminating the redundancy. MAs may visit a number of sensors and 
progressively fuse retrieved sensory data, prior to returning to the PE to deliver the 
data. This scheme proves more efficient than traditional client/server model, wherein 
row sensory data are transmitted to the PE where data fusion takes place (see Fig. 1). 
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A number of research articles propose ways for the efficient usage of MAs in the 
context of DSNs. In particular, MAs have been proposed for enabling dynamically 
reconfigurable DSNs [8], in multi-resolution data integration and fusion [6], etc. 
These applications involve the usage of multi-hop MAs visiting large numbers of 
sensors. The order in which those sensors are visited (i.e. MAs itinerary) is a critical 
issue, seriously affecting the overall performance. Randomly selected routes may 
even result in performance worse than that of the conventional client/server model; 
yet, that issue is not addressed in these works. 

To the best of our knowledge, only [7] and [9] deal with the problem of 
designing optimal MA itineraries in the context of DSNs. In [7], Qi and Wang 
proposed two heuristic algorithms to optimize the itinerary of MAs performing data 
fusion tasks. In Local Closest First (LCF) algorithm, each MA starts its route from 
the PE and searches for the next destination with the shortest distance to its current 
location. In Global Closest First (GCF) algorithm, MAs also start their itinerary from 
the PE node and select the node closest to the center of the surveillance region as the 
next-hop destination. 

The output of LCF-like algorithms highly depends on the MAs original location, 
while the nodes left to be visited last are associated with high migration cost [4] (see, 
for instance, the last two hops in Fig. 2a); the reason for this is that they search for 
the next destination among the nodes adjacent to the MA's current location, instead 
of looking at the 'global' network distance matrix. On the other hand, GCF produces 
in most cases messier routes than LCF and repetitive MA oscillations around the 
region center, resulting in long route paths and undesirable performance [7] [9]. 

Wu et al proposed a genetic algorithm-based solution for computing routes for an 
MA that incrementally fuses the data as it visits the nodes in a DSN [9]. Although 
providing superior performance (lower cost) than LCF and GCF algorithms, this 
approach implies a time-expensive optimal itinerary calculation (genetic algorithms 
typically start their execution with a random solution 'vector' which is improved as 
the execution progresses), which is unacceptable for time-critical applications, e.g. in 
target location and tracking. Also, in such applications, the group of visited sensor 
nodes (i.e. those with maximum detected signal level) is frequently changed over 
time depending on target's movement; hence, a method that guarantees fast 
adaptation of MAs itinerary is needed. 

Most importantly, both the approaches proposed in [7] and [9] involve the use of 
a single MA object launched from the PE station that sequentially visits all sensors, 
regardless of their physical location on the plane. Their performance is satisfactory 
for small DSNs; however, it deteriorates as the network size grows and the sensor 
distributions become more complicated. This is because the MA's roundtrip delay 
increases linearly with network size, while the overall migration cost increases 
exponentially as the traveling MA accumulates into its state data fi-om visited sensors 
[3]. The growing MA's state size not only results in increased consumption of the 
limited wireless bandwidth, but also consumes the limited energy supplies of sensor 
nodes. 

Our algorithm has been designed on the basis of thee objectives: (a) MA 
itineraries should be derived as fast as possible and adapt quickly to changing 
networking conditions (hence, an efficient heuristic is needed), (b) MA itineraries 
should include only sensors with sufficient energy availability and exclude those 
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with low energy level, (c) The number of MAs involved in the data fusion process 
should depend on the number and the physical location of the sensors to be visited; 
the order an MA visits its assigned nodes should be computed in such a way as to 
minimize the overall migration cost. 

3. The Near - Optimal Itinerary Design (NOID) Algorithm 

The problem of designing optimal itineraries is similar to traditional network 
design problems such as the Constrained Minimum Spanning Trees (CMST) 
problems [4]. In such problems, the objective is the optimal selection of the links 
connecting terminals to concentrators or directly to the network center, resulting in 
the minimum possible total cost. The output of CMST algorithms typically 
comprises topologies partitioned on several multi-point lines (or tree branches), 
where groups of terminals share a sub-tree to a specific node (center). Since the 
objective of itinerary planning in DSN environments is to connect groups of sensors 
with multi-lines (itineraries) all originated at the PE node (center), the similarity with 
CMST problems becomes evident. Hence, it is reasonable to use algorithms 
originally devised for CMST problems in the application area of MA itinerary 
planning. Our NOID (Near - Optimal Itinerary Design) algorithm adapts some basic 
ideas of Esau-Williams (E-W) algorithm [2] in the requirements of itinerary planning 
problem. 

The cost function used in E-W algorithm considers selected links cost as the only 
contributing factor to the total itinerary cost. This is certainly not adequate metric to 
evaluate the cost of agents itineraries Ototai- A key factor also affecting Cfotai is the 
agent size; more importantly, the agent size increment rate [3], which depends on the 
amount of data collected by the MA on every sensor. Let us assume that a set of 
itineraries / = {IQ, IJ, •••? 4-/} is constructed, each assigned to an individual MA 
object i. Each itinerary /^ includes a set of sensors to be sequentially visited by a 
single MA: /^ = {So, Sj, ,., 5„, So}. Note that all itineraries originate and terminate at 
the PE node SQ. The total cost per polling interval over all itineraries / becomes: 

where d.. is the amount of data collected by the f^ MA on the first 7 visited sensors, 
Si the MA initial size and Cy the cost of utilizing the link traversed by the MA / on its 
/ ^ hop, i.e. the wireless link connecting sensors Ŝ - and Sy+/ {cy is given by the 
network cost matrix). In principle, NOID algorithm aims at constructing a set of 
itineraries /minimizing the cost function of equation (1). 

A comparison among NOID and LCF, GCF heuristics is illustrated in Fig. 2. The 
algorithms' outputs for the particular DSN configuration of Fig. 2 are based on the 
cost matrix presented in Table 1. In our prototype implementation, the calculation of 
the DSN cost matrix entries is only based on the spatial distance between sensors. 
This decision approach has been taken because the transmission power (hence, 
energy) required to transmit data between pairs of sensors increases linearly with 
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their physical distance [1][9]. However, as a future extension, we intend to 
incorporate sensor energy availability metric in the calculation of cost matrix values. 

(c) (d) 

Fig. 2. (a) Output of LCF, (b) Output of GCF, (c) Output of NOID (the sequence numbers 
indicate the order in which the corresponding MA migrations are accepted, i.e. the algorithm's 
iteration sequence numbers), (d) MA itineraries derived from the NOID algorithm's output. 

The itinerary design algorithm is executed at the PE node; this is a reasonable 
choice since an MA always starts its data collection journey from the PE node, 
which can usually be equipped with more powerful computing resources than regular 
sensor nodes. The PE node has the predetermined knowledge necessary for 
performing the global optimization, such as the geographical locations (through GPS 
interfaces) and transmitting/receiving parameters of sensor nodes. 

Unlike LCF and GCF algorithms, NOID takes into account the amount of data 
accumulated by MAs at each visited sensor (without loss of generality, we shall 
assume this is a constant d). Namely, it recognizes that traveling MAs become 
'heavier' while visiting sensors without returning back to the PE to 'unload' their 
collected data [3]. Therefore, NOID promotes small itineraries enabling the parallel 
employment of multiple cooperating MAs, each visiting a subset of sensors. 

Specifically, the aim of NOID algorithm is, given a set of sensors S = {Sg, Sj, ..,, 
S„.j}, the PE node SQ and the cost matrix C, to return a set of near-optimal itineraries 
/ = {IQ, .., Ik}, all originated and terminated at the PE. Initially, we assume \S\ (= n) 
itineraries IQ, .., /„./, as many as the network nodes, each containing a single host (SQ, 
S;, ..., S„./, respectively). On each algorithm step, two nodes i andj are 'connected' 
and, as a result, the itineraries /(/) and I(j) including these hosts respectively are 
merged into a single itinerary. 
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Table 1. Cost matrix of the DSN shown in Fig. 2. 

So A B C D B F 
So - 50 
A 
B 
C 
D 
E 
F -

As mentioned in Section 2, LCF and GCF algorithms usually fail as they tend to 
leave hosts located far from the center stranded since they prioritize the inclusion of 
hosts closed to last selected host or the center. As a result, relatively expensive links 
are left last to be included in the solution, significantly increasing the overall cost. A 
way of dealing with this problem is to pay more attention to nodes far from the 
center, giving preference to links incident upon them. NOID algorithm accomplishes 
this by using the concept of 'tradeoff function' ti ,j associated with each link (i, j), 
defined by: 

|/(0M/a)| 

where c^ is the cost of link connecting nodes / andj. 
The concept of the tradeoff function is introduced in E-W algorithm, defined as 

follows: t- . = c. . ~ C. ^ . Equation (2) extends and adapts this function in the 
specific requirements of agent itinerary planning problem. In particular, the inclusion 
of a parameter representing the amount of data collected from each host (d) and also 
the number of hosts already included in the itineraries considered for merging, i.e. 
|/(i)| and \l(j)\, obstructs the construction of large itineraries, thereby promoting the 
formation of multiple itineraries, assigned to separate MAs. Equation (2) implies that 
the more nodes an itinerary already includes, the more difficult for a new host to 
become part of that itinerary, especially when d is large. 

In equation (2), C. ^ is the cost of connecting I(i) to the PE Sg^ Initially, this is 
simply the cost of connecting node / directly to the PE. As i becomes part of an 
itinerary containing other sensors, however, this changes to: 

C.-e =minc,e (3) 

On each algorithm's step, tradeoff function values tfj are evaluated for all pairs 
(y'), except of those where nodes i andj are already part of the same itinerary; the 
'itineraries' including the nodes that produce the minimum tfj value are merged. For 
instance, if the tradeoff fixnction is minimized for the pair of nodes m and n, then 
I(m) and I(n) are merged into one itinerary. When NOID's execution finishes, one or 
more 'sub-trees' (groups of nodes) rooted at the PE node have been constructed; this 
is shown on Fig. 2c, where the sequence numbers enclosed within circles indicate 
the order in which individual links (or migrations) become accepted in the 
corresponding algorithm steps. It is then a trivial task to produce the itineraries 
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(started and terminated at the PE node) for traversing the nodes of each sub-tree; 
these itineraries correspond to a post-order traversal of the sub-trees (shown in Fig. 
2d). 

4. Quantitative Evaluation 

The total costs associated with LCF, GCF and NOID proposed solutions (shown in 
Fig. 2a, Fig. 2b and Fig. 2d, respectively) are calculated using the generic cost 
function of equation (1): 

CLCF = 5 * CO,B + (5 + ^ * CB,D + (̂  + 2J) * CD,E + (̂  + 3 ^ * CE,C + (̂  + 4 ^ * CC,A 

+ (̂  + 5 J) * CA,F + (s + 6d)* CF,O 

CGCF = ^ * CO,D + (̂  + ^ * CD,C + (̂  + 2 ^ * Cc,B + (̂  + 3 ^ * CB,E + (̂  + 4 J) * CE,A 

+ (s + 5d)* CA,F + (̂  + 6C/) * CF,O 

CNOID = [s * Co,A + (5 + ^ *' CA,B + (̂  + 2 ^ * CB,O] + [s * CO,E + (̂  + ^ * CE,C + (̂  

+ 2 ^ * Cc,D + (5 + 3(i) * CD,F + (̂  + 4(i) * CF,O] 

2500000 

I 2000000 
o 

I 500000 

0 100 200 300 400 500 600 700 800 900 lOOCj 

d (bytes) 

-LCF»^-#™GCF "NOID 

Fig. 3. The overall cost of performing data fiision tasks in the DSN of Fig. 2 by MAs with 
code size s = 1000 bytes and itineraries derived by LCF, GCF and NOID algorithms. 

Assuming an MA of initial size 5=1000 bytes that collects an amount of d=lOO 
bytes from each sensor visited and after substituting various costs with the 
corresponding values found in the cost matrix of Table 1, we get: CLCF = 575300, 
CGCF = 646900 and CNOID = 430500 cost units (see Fig. 3), i.e. NOID offers cost 
saving of 25.2% over LCF and 33.5% over GCF algorithm. 

Note that unlike LCF and GCF algorithms, NOID proposes different number of 
itineraries (MAs employed in parallel) depending on the s/d ratio. In particular, as 
the s/d ratio decreases (the MA accumulates larger amounts of data), NOID 
algorithm proposes a large number of small itineraries (so that the corresponding 
MAs do not become too 'heavy') and its performance gain over LCF and GCF 
improves further. For instance, for 5=1000 bytes and d=700 bytes, NOID proposes 
three itineraries: /i = {0,1,2,0}, I2 = {0,3,4,0}, I3 = {0,6,5,0}; in that scenario, the 
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cost saving offered by NOID over LCF and GCF becomes 54,3% and 58,7% 
respectively. 

5. Conclusions and Future Work 

In this article we presented NOID, an efficient heuristic algorithm that derives near-
optimal itineraries for MAs performing incremental data fusion in DSN 
environments. Our algorithm considers spatial distance among sensor nodes for 
constructing MA itineraries and is shown to outperform alternative existing 
approaches. 

At the time these lines were written, NOID algorithm was under evaluation 
through simulation tests through a Java-based implementation. LCF and GCF will 
also be implemented for demonstration and comparison purposes. Simulation results 
will be analyzed to compare the performance of these algorithms in target tracking 
applications, in large-scale DSNs, in terms of: (a) the overall agents itinerary cost 
(total itinerary length), (b) mean energy level of the sensors visited by MAs, (c) 
overall time for completing data fusion tasks. 
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Abstract. Knowledge could be considered as the most critical dual factor -
input and output - in production and scientific processes. Strategic and 
influential use of Information and Communication Technologies (ICTs) - the 
so called Information Society (IS) - reveals vast potential in knowledge 
production and economic development. In our point of view, two are the key 
issues in effective ICTs exploitation: (a) social consensus about quantity, 
quality and processing mechanisms of public information and (b) 
transformation process path between the general e-work model and the g-work 
paradigm. In this context, the knowledge-based development codifies the 
positive face of IS, in contrast to personal data abuse. The concept of the "new 
democratic deficit" is introduced in order to move into the foreground the 
significant dialectic relationship between ICTs and society. 

1 Introduction 

IS is a political and scientific concept, since ICTs affect in a horizontal way many 
aspects of our life. In the first section, the Data Information Knowledge and Wisdom 
Hierarchy (DIKW) is described. The origins and evolution of the IS concept are 
presented in the next section. Third section is devoted in the double face of Janus 
which characterizes the IS in practice. The positive aspect refers to the knowledge-
based development as it is described by the g-work anal34ical framework. Personal 
data abuse by legal or illegal authorities constitutes the negative face of the IS. 

2 Data - Information - Knowledge 

The Data Information Knowledge and Wisdom Hierarchy (DIKW) - or the 
"Knowledge or Information Hierarchy" or the "Knowledge Pyramid" - was initiated 
by Milan Zeleny [1] and builds on the equation of Data, Information, Knowledge 
and Wisdom to "know-nothing", "know-what", "know-how" and "know-why", 
respectively. The mainstream view with few variations is that data is raw numbers 
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and facts, information is processed data, and knowledge is authenticated information 
[2,3,4]. Specifically, data is raw in any form, - functional or not - and has no 
meaning beyond its existence. Information is meaningfully interrelated data. A 
certain meaning can be - not necessarily - valuable. In computer and information 
sciences, relational databases and data interoperability technologies (mainly XML, 
RDF, OWL [12,14] and SKOS [13,14]) enable the data - information conversion. 
Knowledge is structured information for facts, procedures, concepts, interpretations, 
observations, and theories. Wisdom is considered to be a human process by which 
we evaluate right and wrong, good and bad knowledge. 

Last decades, the evolution and wide dissemination of digital goods [5,6,33] 
triggered an information overload [7,8,9,10] since data, information and knowledge 
could be primarily analyzed as the most famous digital goods. Social consequences 
of the technological advances are commonly codified by the Information Society (IS) 
concept. 

3 Information Society 

According to Susan Crawford [30] scientists have systematically been considered the 
increase of publications in the seventeenth and nineteenth century [15,16], but the 
concept of "Information Society" was initiated by the economist Fritz Machlup in 
1962. Machlup in his milestone book called "The Production and Distribution of 
Knowledge in the United States" [17] analyzed the imperfections of competition in a 
free society. The basic aspects of his study were the causal interrelation among the 
cost of copyrights and Research and Development (R&D) and knowledge 
production. His conceptualization for the knowledge process was consisted of (a) 
R&D, (b) Education, (c) Communication and its media and (d) Information 
machines and services. Based on this approach he studied the share of information as 
a component of the Gross National Product (GNP) of the United States and he found 
- among many interesting results - that the aggregate knowledge production made 
up 29% of the adjusted GNP and the total civilian labor force engaged in knowledge-
producing activities in the United States was equal to 42.8% in 1969. 

Machlup's ideas inspired a series of other authors, but profoundly Peter Drucker 
[18], which introduced the concept of "Knowledge Society" and predicted that by the 
late 1970s, the knowledge sector would account for one half of the GNP. The 
concept of Information Society (IS) was established in the annual meeting of 
American Society for Information Science in 1970, which was entitled as "The 
Information-Conscious Society" meeting [19]. 

Last decades, fast advances in the Information and Communication Technologies 
(ICTs) triggered wide research efforts about IS in economic studies and computer 
and social sciences. The disciplines of Knowledge Management [11] and Social 
Informatics [20] have emerged and Artificial InteUigence [42] and Knowledge 
Engineering [43] revitalized. The concept of IS enriched by traditional social 
theories, such as Marxist-inspired or post-Marxist theories, more or less critical 
theories of modernity and/or postmodemity, or theory of structuration [21,22]. 
Analysis of the informational network society initiated by Manuel Castells 
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[23,24,25,26,27] is shaping a new framework based on analytical resources 
developed in modem social theory and new political economy. Related terms to IS 
are considered to be Digital Society [31] and Virtual Society [28]. 

We are still far away from a general theory for the IS. In my point of view, IS 
needed to be addressed in a trans-disciplinary framework, a step further to inter-
disciplinarity, based on an integrated view of different disciplinary epistemologies. 
According to Vafopoulos et al [29] "In trans-disciplinary research, the point is not 
just application of given methodologies but also implication, a result of imagining 
entirely new possibilities for what disciplines can do. The 'trans' in trans-
disciplinarity is about recognizing the holistic approach of this process of 
investigation which trans-forms mainstream definitions of research". 

In this context, the first step in the trans-disciplinary framework is considered to 
be the analysis of the positive and the negative consequences in the modem IS. 

4 The two faces of Janus: Knowledge vs. Control 

In the current analysis, the positive face of Janus is reflected in the knowledge-based 
development and the negative is referred to personal privacy violation issues. 

4.1 Knowledge - based development and the g-work model 

Knowledge is synchronously the most valuable input and output in the process of 
economic development. Despite the fact that nowadays knowledge is characterized 
by excess supply and is under - used, mainly because it can not be accumulated like 
an ordinary good [32]. Danny Quah [32] points out that "As humanity becomes more 
educated, and ideas, tastes, and beliefs integrate more closely, the greater become the 
potential social benefits from deploying all the different kinds of knowledge - those 
that increase our productivity, improve our health, and raise our quality of life". 

In this context, ICTs can be viewed as an opportunity to obtain economies of 
scale in the knowledge production and dissemination process. Particularly, digital 
goods - including knowledge - are nonrival, infinitely expansible, indivisible, 
aspatial and recombinant [33], Semantic Web technologies [34] provide knowledge 
interoperabihty and reprocess, high tech collaborative working environment 
applications offer quasi face-to face almost costless meetings and Grid computing is 
releasing vast amounts of processing power [35], 

A comprehensive analytical and practical framework for knowledge creation, 
reuse and exploitation in the personal, business and academic sector based on the 
Semantic Grid technologies [36] is considered to be g-work [14]. G-work is defined 
to be a step further to e-work [37]. G-work was introduced as a personal Grid e-
workspace for every citizen and was defined to have four interconnected parts: (a) 
Digital Storage, (b) Network Traffic, (c) Processing Power and (d) One-stop Web 
Services. As Vafopoulos et al [14] argues, today business practice is compatible to g-
work, web services for all citizens are being released everyday around the world and 
academia - specifically life, computer and information sciences - is adapting to this 
innovative operational model [38]. 
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But in any case, it is not ICTs themselves but the way people use them that 
influences whether or not and how ICTs gets actually used. Furthermore, in case of 
social and economic reforms, it is not just the technology itself but the motivation for 
people to co-operate each other. 

4.2 Control society, surveillance and personal data privacy 

The development concept is concentrated in an opportunity: more and better input in 
every citizen's information set, and a threat: personal data privacy. The trade-off is 
not conspicuous but is fundamental: more personal data in a collaborative working 
environment means more chances to work, co-operate, interact, learn and develop 
your personality, but also increase possibilities for personal data abuse. In the above 
trade - off 

the September 11 2001 terrorist attacks on New York and Washington are 
considered as a turning point since security and surveillance operations - including 
e-mail and Internet monitoring - [39] become first priority in public policies and 
funding. Before that key date, studies on the social impact of surveillance and 
monitoring systems were concentrated in the concept of centralized power [40]. 
According to David Lyon [39] "The increasingly automated discriminatory 
mechanisms for risk profiling and social categorizing represent a key means of 
reproducing and reinforcing social, economic, and cultural divisions in informational 
societies". 

Hacking [41] and inventions in software systems poses the other major category 
of risks for personal data privacy. Widespread use of ICTs in everyday life drives a 
substantial increase in the value of legality which in turn follows a correspondent 
increase in the law-breaking activity. The major issue in this case is that benefits 
coming from the IS are divided into a vast and loosely - connected group of people 
with not necessarily common interest and action plan. On the contrary, benefits from 
law-breaking activity in the IS framework are exploited by small, flexible and well -
organized teams. The above asymmetrical value function for the adaptation of 
information technologies partially explains observed time and technology lags in 
public compared to private Web Services technologies. 

In the g-work framework [14], besides the technical aspect of data privacy (i.e. 
semantic firewalls and Community Authorization Service for Group Collaboration), 
an independent "third intermediator entity" run by representatives from local 
authorities is proposed. 

5 Policy implications 

Information Society is a political and scientific concept, since ICTs shaped by 
society and shape society. Society - ICTs dialectic relation until now has been given 
less attention. IS is becoming the major aspect in personal, social, business and 
scientific life. 
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5.1 Personal and social aspect 

The key concept in the personal and social aspects of the IS is introduced to be "the 
new democratic deficit". The new democratic deficit is defined to have two 
dimensions: 
1. the lack of free access to structured information and knowledge concerning 

public action for all citizens and 
2. unauthorized and nonvoluntary access to personal data from third parties. 

For instance, democratic deficits exist when a government service is not 
available for a group of citizens or a telephone call is recorded without legal 
authorization. 

5.2 Research and business aspect 

The research and business aspect of the IS is focused in the transition from the 
general e-work model to the g-work paradigm. Specifically, from e-work which is 
"including all information-processing work carried out away from the establishment 
using a computer and a telecommunications link to deliver the work" [37], 
nowadays, scientists and businessmen are trying to g-work, namely to semantically 
interoperate with people, knowledge, software and hardware. 

In order to exploit the benefits of IS we should agree on specific standards on 
the: 
• quality, 
• quantity and 
• knowledge formation tools and mechanisms of public information. 

Quality refers to interoperability and reusability standards of information in order 
to solve everyday problems with minimum cost. Quantity mainly involves the 
discrimination between personal and public information. Knowledge formation tools 
include software and organizational structures capable to transform raw data and 
information to useful knowledge. 

6 Conclusion 

ICTs by augmenting human senses change and/or remove limits among social 
structures. Since this basic finding seems not to be fully appreciated by the majority 
of politicians, academia owes to guide the way through an efficient and fair IS 
exploitation. Social and technology scientists should work together without 
technological or social monolithic determinism in order to achieve sustainable 
development for human societies. 
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Abstract. This paper proposes a web search algorithm, which aims to 
distinguish irrelevant information and to enhance the amount of the relevant 
information in respect to a user's query. The proposed algorithm is based on 
the Ant Colony Optimization algorithm (ACO), employing in parallel 
document similarity issues from the field of information retrieval. Ant Colony 
Optimization algorithms were inspired through the observation of ant colonies. 
In our approach, ants are used as agents through Internet, which are capable of 
collecting information, calculating the content similarity in each visited node 
and generating routing paths through the web. 

1 Introduction 

A rapid growth of Internet activity is observed in the last years, especially 
concerning web applications and information dissemination for many topics [1]. 
Unfortunately, the chaotic structure of the web makes the search of specific and 
categorized information ineffective [2]. Search engines, like Google, remarkably 
improved the web search but some weaknesses still remain unresolved. High 
percentage of irrelevant retuned results, or the information reproduction, is very 
frequent to a simple query based search, in the WEB. Our system proposes an 
alternative way to enhance information in terms of precision as well as to further 
categorize the search results. Ant colony algorithms were initially used to give 
solutions in combinatorial problems such as the well known "Traveling Salesman 
Problem" [3]. However, the usefulness of the ACO algorithms is expanded in other 
scientific areas like data mining [4] and, more recently, web search [5]. 

In our approach we suggest a modification over an ACO algorithm, which was 
firstly proposed by Dorigo and described in [6]. The similarity measurement, as 
defined in [7] and [8], will be used for the recognition of the duplicated information. 
The paper is organized as follows. The next section summarizes the related work in 
the field of web search in respect to the confronted problem, which must be 
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surmounted. Section 3 describes our proposal among with all necessary algorithmic 
procedures and modules. In particular, we present the meta-search algorithm used for 
the initial result collection [9], defining in parallel, and the conception of similarity 
for content relevancy. Finally, we portray our modification over an ACO schema 
(Ant Seeker) explaining its functions analytically. 

2 Related Work 

With the phenomenal growth of the web, most of the search services have accepted 
the fact that it would be almost impossible to index the entire web. Instead, they 
concentrate on a specialized subset of the web and use ranking techniques to 
determine which of the web pages to index [10][11]. A web user is not aware of this 
problem and when a search service returns to him no relevant results, he will 
probably conclude that pertinent resources do not exist. In addition, during web 
search, the user must be aware of the query S3mtax of every search engine, a fact that 
renders the process even more consuming. 

The evolution in the query-based web search became with the algorithm is used 
by Google, which looks at the links on a page and the links on pages linking to the 
current page. This can be used in two ways. If all the Hnk descriptions of links to a 
given page could be found, then an accurate description of the given page could be 
created from them which do not rely on any one person's perspective or the biased 
perspective of a page author who includes his own meta-data. This is a potentially 
powerful tool in web mining [12], but to make a compendious description the whole 
web would have to be searched for links for the given page with obvious drawbacks. 
Meta-search engines became to solve the query-translation problem and the meta-
results merging problems but the content-based search was sfill remained unsolved. 

Other algorithms are focused to a content based search [4], [5], [8] and based on 
classification algorithms, but require a large sample set of web pages in order to be 
trained. Similarity factor as described in [7] and [8] provides a simple and effective 
approach for classifying content-relevant documents. However the content based 
search is still used in a small scale search. 

In our approach, we are trying to combine these two different search techniques, 
the query based and the content based search. The first level of our search is the user 
filtered results of a meta-search engine in respect of a user defined query, enhanced 
with the second level content based search through similarity. 

3 Description of the System 

The proposed algorithmic procedure is based on the following concept. An 
information source (web page or site) should probably lead to another information 
source, with a similar content. A meta-search engine collects and ranks the results of 
more than one search engine in order to present the results in terms of relevance. 
Each web page that contains relevant information is set as a starting point. Ant 
Seeker algorithm is used to correlate the starting point with a destination point 
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(another web page), linked in a close depth. In the beginning, starting points are 
defined as the initial query results derived from the meta-search engine. The 
algorithm is executed for each starting point. If a web page with similar or identical 
content is discovered, it is defined as destination point. When a destination point is 
reached, it is defined as a starting point and the algorithm is repeated. The similarity 
factor is used to assign a similarity weight in the content of different web pages. The 
basic functions of the proposed system are illustrated in figure 1 aiming at grouping 
similar information. The meta-search engine, the Similarity factor and the ant seeker 
algorithm are described bellow: 

1 \ 
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query / 

1 / 

Meta-Search 
Engine Results Ant_Se^ker 
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Fig. 1. The architecture of the proposed system 

3.1 The meta-search algorithm 

A meta-search engine is chosen for the query results instead of a typical search 
engine, like Google, because the meta-search engine utilizes more than one known 
search engine and the user gets enhanced amount of information, recording in 
parallel his search preferences. The meta-search engine chosen for our approach is a 
user-defined (UMSE) and it is described in [9]. UMSE uses a rank-based isolated 
merging method, since it uses information, which is readily available from search 
servers, without requiring any other server functionality [13],[14]. In other words the 
proposed method employs server-assigned ordinal ranks in order to generate the 
merged list of the meta-results. The UMSE 'extracts' the required information from 
all the submitted services combined with the meta-results and the user profile 
information. Then the duplicate information sources are removed. The problem of 
UMSE is addressed to have a search engine ranking S = (R, r), consisted of a set R 
of results and an ordering r. Given N ranking from N different search engines, the 
anticipated outcome is the generation of a single ranking S^ = (R^ y^J)' ^^^^ 
thati?^ =:i?j {j...\jR^ and r^ is the derived meta-results ranking. In other words, 
the merging algorithm compares whether the information source retrieved in the r* 
rank position of search engine with priority p, exists unfil the (r-1)* rank position of 
the other selected search engines. The duplicate fields in the above sequence are 
eliminated while the procedure ends with the assignment of the last meta-result. The 
number of the meta-results is the total returned results from all the involved search 
engines, having removed the duplicated fields. UMSE allows the user to adjust the 
number of the returned results from each used search service. This number has a 
large impact on the total number and the presentation time of the meta-results. 
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3.2 The similarity Factor 

The similarity factor is used to recognize the content relevancy. For the respective 
investigation, we used the algorithm described in [7] and [8]. This similarity factor is 
based on syntactic properties of the document. In our approach the content of web 
pages is defined as the document. 

Let's suppose that there is an N-word document. Every single word of the 
document is ordered to be the start of a k-word sequence. Consequently, the 
document is represented as a set of N-word subsequences and each subsequence is a 
set of k continuant words. Two identical documents have exactly the same set of 
subsequences. Two utterly different documents have no common subsequences. The 
similarity of two documents is defined as: 

• 5 u - ^ ^ 4 ^ o<^,t2^i(i) 

Where SI is the number of subsequences appearing in the first document, S2 is 
the number of subsequences appearing in the second document and k is the word 
length for every subsequence. 

The k parameter controls the sensitivity of the similarity factor. The larger the 
value of parameter k, the bigger the sensitivity of similarity. For example, let's 
suppose that there are two N-word documents which differ in one single word. Each 
document has N subsequences and each subsequence has k words. Each single word 
appears in k subsequences. Thus, the number of subsequences appearing in both 
documents is equal to (N - k) and the total number of subsequences existing in both 
documents is (N + k). The value of similarity factor is (N - k)/(N + k). If the value of 
parameter k is set equal to N then the value of similarity is equal to zero. On the 
other hand, if k=l then s~l ( N » l ) , which means, that we have a word to word 
comparison between these documents. 

3.3 The Ant Seeker algorithm 

The basic concept of ant colony algorithms was inspired by the observation of 
swarm colonies, specifically ants [15]. Since most species of ants are blind, they 
deposit a chemical substance called pheromone to find their way to the food source 
and back to their colony [16], [17]. The pheromone evaporates over time. It has been 
shown experimentally that the pheromone trail leads to the detection of shortest 
paths [18]. For example, a set of ants, initially, create a path to the food source. An 
obstacle with two ends is placed in their way, with one end more distant than the 
other. In the beginning, equal numbers of ants spread around the two ends of the 
obstacle. The ants, which choose the path of the nearer end of the obstacle, return 
before the others. The pheromone deposited to the shortest path increases more 
rapidly than the pheromone deposited to the farther one. Finally, as more ants use the 
shortest path, the pheromone of the longest path evaporates and the path disappears. 
In artificial life, the Ant Colony Optimization (ACO) uses artificial ants, called 
agents, to find solutions to difficult combinatorial optimization problems [6], [3]. 
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AGO algorithms are based on the following concept. Each path followed by an ant is 
associated with a candidate solution to a given problem. The amount of pheromone 
deposited on a path followed by an ant is proportional to the quality of the 
corresponding candidate solution for the target problem. Finally, when an ant has to 
choose between two or more paths, those with the larger amount of pheromone have 
a greater probability of being chosen by the ant. 
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Fig. 2. Description of Ant Seeker algorithm 

In our approach, we propose a modification of the AGO algorithm [6], which we 
call Ant_Seeker. In this algorithm each artificial ant employs the following 
properties: 
• Each ant is capable of carrying memory (pheromone based) 

• The node selection is based on pheromone level deposited in each node. 

• Each ant has a maximum number of nodes that can visit before discovering a 
destination node. 
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• All ants start from a starting node 

• Each ant uses the similarity factor to define (calculate) the document identity as 
mentioned above. 

The following paragraph describes how the ant seeker algorithm is applied to the 
web search. The figure 2 illustrates the In order to initialize our model we introduce 
the following parameters: 
> The parameter No A establishes the number of ants. 

> An initial pheromone value equal to IPV, is set in every new linked paged is 
introduced in our search area 

> Each ant can visit a maximum number of nodes N^ax 

Let's suppose that a starting node is given by a meta-search engine. All ants are 
initially set to the starting point. Each time, every ant must move from a node i to 
node 7 which should be directly linked to the node /. The directly movement between 
node / andy is called accessibility and described by hy parameter. If node/ is directly 
linked to node i, the parameter hy is set to 1 otherwise is set to zero. Let xfi) be the 
pheromone amount on node / at time t. Each ant at time t chooses the next node until 
visit a number N of nodes. Therefore, we call an iteration of the Ant_Seeker 
algorithm the completion of route for each ant. At this point the pheromone is 
updated according to Equation 2, where /? is a coefficient such that (1 - p) represents 
the evaporation of trail between time t and t+1, while Axi is given according to 
Equation 3. In Equation 3, A r'l is the quantity per unit of level of pheromone is laid 
on node i by the kth ant between time t and t-^1 and is expressed by Equation 4. 

r,(^ + l) = p . r , (0 + Ar, (2) 

Ar, = l A r f (3) 

A / : Q-iS,,, „ if k ant visits node i in its tour 
-*-' MAX 

0 otherwise 

In Equation 4, Q is a constant and ^ S ^ i s maximum similarity value the ant 
meets on its tour and is calculated according to Equation 1. The coefficient p must be 
set to a value lower than 1 for avoiding unlimited accumulation of trail pheromone. 
An initial pheromone value equal to IPV is set in every new node is added to the 
search area. In order to satisfy the constraint that an ant doesn't visit a visited node, 
each ant is associated with a data structure called the vlist, that saves the nodes 
already visited and forbids the ant to visit them again before a tour have been 
completed. When a tour is completed, the vUst is used to compute the ant's current 
solution (i.e., the node with the maximum value of Similarity factor). The vlist is 
then emptied and the ant is free to choose again. 

The transition probability from node i to node j for the k* ant is defined at 
Equation 5, where allowedk = {Nodes can be visited - vlist}. Therefore the transition 
probability is a trade-off between accessibility (which states that only directly linked 
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nodes should be chosen) and pheromone level at time t (which states that if this node 
was previously selected then this node highly desirable, thus implementing the 
autocatalytic process). 

T •' h-

P,= ^ \ (5) 
keallowedjf 

Where hy is the accessibility of node j from node i and is given by Equation 6. 

f 1 if j node is directly linked from node i 
h-. = < (6) 

[0 otherwise 
Vn 

1 
Vn 

Z' 
^^ a Vn ^ max V ' / 

^n 
n=\ 

Each ant has a specific number of nodes that can visit. This number defines the 
depth search of each ant. If an ant follows a path of links which contains nodes with 
high values of similarity, the ant has the ability to continue its search deeper. If an 
ant chooses a path of nodes with low values of similarity the search will stop shortly. 
The last visited nodes, are assigned with higher weights as far as their significance is 
concerned. The total number of visited nodes for each ant must not exceed a 
maximum value Nmax- The expected number of nodes that each ant can visit is given 
by Equation 7 where Vn is the number of visited nodes and Sn is the similarity value 
of node n. 

4 Conclusion 

It is concluded that sustainable development for web search may be achieved with 
the conjunction of well known optimization algorithms and similarity metrics. The 
final assessment of the proposed method will be evaluated on a large set of web 
pages. 

In addition, we undertake a research among other Artificial Intelligence methods 
in order to create a hybrid approach to provide an automatically adjustment of the 
number of the returned results from each search service used. The main scope is to 
achieve a successful combination of "query-based" and "semantic-based" operation 
in our system. 
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Abstract. Intelligent Energy efficiency is an important research topic for ad-
hoc Wireless Sensor Networks (WSN). Power saving makes it possible to 
guarantee basic levels of system performance, such as connectivity, 
throughput and delay, in the presence of both mobility-immobility and a large 
number of sensor nodes. A large variety of approaches for intelligent energy-
efficient schemes have been proposed in the literature focusing on different 
performance metrics. This article presents a comprehensive survey of recent 
energy-efficient schemes in ad-hoc wireless sensor networks, the application 
of which increases nodes' lifetime and thus, network connectivity and 
survivability. 

1 Introduction 

Wireless Sensor Networks (WSNs) have been increased dramatically the recent 
years as they are used more and more in the daily life. Such ad-hoc wireless sensor 
networks fmd applications in medical, military, motion tracking, environmental 
control etc. Wireless Sensor Networks consist of a great number of small in size, 
inexpensive, low-power intelligent sensor nodes, which are densely and randomly 
distributed either inside the phenomenon or very close to it. Sensor nodes consist of 
sensing, processing and communicating components because their function is to 
collect and disseminate critical data while their position need not be predetermined 
[1]. Network lifetime is very important issue in the WSNs. The energy problem 
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becomes harder in ad-hoc wireless sensor networks; due to their limitations arising 
from their nature, hi order to guarantee the WSNs survivability and increase network 
lifetime in such special purpose environments intelligently, various energy-efficient 
schemes have been proposed in the literature. This paper presents and evaluates 
recent energy-efficient schemes; where their efficient choice extends the nodes' 
lifetime and therefore the network data communication and survivability. 

The rest of the paper is organized as follows: Section 2 discusses the 
survivability issues arising from the application of energy-efficient schemes. Section 
3 proposes and analyzes various energy-efficient schemes in Ad-hoc intelligent 
wireless sensor networks and Section 4 presents a performance evaluation. Finally, 
Section 5 concludes the paper. 

2 Survivability Issues by the Application of Energy-Efficient 
Schemes in Intelligent Wireless Sensors 

The main performance issues of mobile ad-hoc sensor networks include the speed 
and ease of deployment, efficient data delivery and efficient use of device battery 
life. Data delivery is intimately related to the routing protocol used the aim of which 
is to maintain network connectivity in an efficient manner. Battery life is a major 
player in such networks and also an important limiting resource. Battery power is 
used to run local applications on a device as well as to send, receive and relay data. 
Conserving battery life is an important consideration in maintaining network 
connectivity. Such a network requires a lightweight energy-management fi*amework 
that does not burden the resource-limited network nodes with undue processing 
needs. Thus, in order to guarantee the WSNs' survivability and increase network 
lifetime in various environments, many energy-efficient schemes have been 
proposed. In some cases, wireless sensors are expected to be able to operate for a 
long period of time in the idle mode, and transmit the gathered data, when required, 
as soon as possible. Under theses assumptions, most of the time the sensor nodes 
waste energy by listening continuously to the wireless channel, even though no 
useful information is being transmitted. Why are the energy-efficient schemes so 
important for the intelligent sensors? 

Given the dynamic nature of most sensor networks, an efficient energy-
management framework enhances the overall survivability of the network. For that 
reason, using stable communication links is crucial for establishing stable paths 
between sensor nodes. Rerouting is especially costly in these networks without 
infi-astructure, since it usually results in (at least partly) flooding the network. The 
stability of a communication link is given by its probability to persist for a certain 
time span, which is not necessarily linked with its probability to reach a very high 
age. For example, consider a number of sensor nodes randomly spread over in a 
hostile area where the target of interest is moving. Consider also, that the sensors' 
density depends on operation scope (motion detection, tracking etc.) of the sensor as 
well as the land morphology. Also, the replacement fi*equency of the sensors or the 
sensors' battery is very rare, due to replacement cost. Moreover, the existence of 
alternative routing improves the survivability of communication. It minimizes 
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failures and the packet delivery delays. It increases network complexity and the 
energy spent in each sensor node. In order to track the specific target intelligently, 
metrics from at least two nodes are required. In case that one sensor is out of battery, 
the system cannot come to the result and thus the intelligent system fails to attain its 
goal. Therefore, energy is a valuable commodity in wireless networks due to the 
limited battery of the portable devices. It does not only extend network 
communication but guarantees intelligent system's performance. 

3 Energy-Efficient Schemes in Ad-hoc Intelligent Wireless 
Sensor Networks 

Several Energy-Efficient Schemes have been proposed in the literature. The Energy-
Efficient Scheme may be classified into two main categories: Active and Passive. 
Active refers to mechanisms that achieve energy conservation by utilizing energy-
efficient network protocols, and Passive refers to mechanisms that save a node's 
power by tuming-off the radio (transceiver) interface module [2]. However our 
research work considers only the Passive ones. 

3.1 Power-Aware Multi-Access with Signaling (FAMAS) 

PAMAS (Power-Aware Multi-Access with Signaling) is a new multi-access protocol 
for ad-hoc radio networks based on the original MACA protocol with the addition of 
a separate signaling channel [3]. It saves nodes' battery power, by tuming-off the 
nodes which are not in active transmission or sending packets. In PAMAS protocol 
the receiving mobile nodes transmit a busy tone (in a separate control channel) when 
they start receiving frames so that other mobile nodes know when to turn-off When 
a mobile node does not have data to transmit, it should power itself off if a neighbor 
begins transmitting to some other node. A node should turn-off even if it has data to 
transmit if at least one of its neighbor-pairs is communicating. A mobile node, which 
has been tumed-off when one or more of its neighbor-pairs started communicating, 
can determine the length of time that it should be tumed-off by using a probe 
protocol. In this protocol, the node performs a binary search to determine the time 
when the current transmission will end. However, the loss of probe frames may 
cause significant power wastage. 

3.2 Sensor-MAC (S-MAC) 

S-MAC (Sensor-MAC) is an intelHgently distributed protocol, which gives the possi
bility to nodes to discover their neighbors and build sensor networks for 
communication without being obliged to have master nodes. [4]. There are no 
clusters or cluster heads here. The topology is flat. This solution, proposed by Wei 
Ye et al. [5], focuses mainly on the major energy wastage sources while achieving 
good scalability and collision avoidance capability. The major energy wastage 
sources may be classified into overhearing, idle listening, collisions and control 
packet overhead [6]. S-MAC introduces the following two techniques to achieve the 
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reduction of energy consumption. Firstly, neighboring nodes are synchronized to go 
to sleep periodically so that they do not waste energy when a neighboring node is 
transmitting to another node or by listening to an empty channel. The overhearing 
problem is avoided this way. Secondly, the control packet overhead of the network is 
kept low because synchronized neighboring nodes form virtual clusters to 
synchronize their wake-up and sleep periods. Actually, there is no real clustering and 
no inter-cluster communication problem. Also, S-MAC consists of three 
components: Periodic Listen and Sleep, Collision and Overhearing Avoidance and 
Message Passing. In Periodic Listen and Sleep Neighboring nodes are synchronized 
in such a way as to listen together and sleep together. In Collision and Overhearing 
Avoidance, collision is avoided through the adoption of a contention-based scheme. 
In Message Passing, the indicated method is the fragmentation of long messages into 
smaller ones and their transmission in a burst. 

3.3 Dynamic Voltage Scaling (DVS) 

The application of turn-off techniques can produce substantial energy savings in idle 
system states; however, additional energy savings are possible through the 
optimization of the sensor node performance in the active state. Dynamic Voltage 
Scaling (DVS) is an effective tool for reducing to the minimum the CPU energy [7], 
[8]. If we recognize that peak performance is not always required, then we can 
achieve significant energy savings. This implies the dynamic adaptation of the 
processor's operating voltage and frequency based on instantaneous processing 
requirements. The main idea behind DVS is to adapt the power supply to the changes 
of the workload. In other words, this approach varies the processor voltage under 
software control to meet dynamically varying performance requirements. More 
analytically: DVS allows devices to dynamically change their speed and voltage, 
while in operation, and thus trade-off energy for delay. This allows the processor to 
provide the minimum required (necessary) clock frequency with the maximum 
possible energy efficiency. To do this, DVS requires intelligent algorithms, termed 
voltage schedulers, to determine the operating speed of the processor at run-time. 
The goal of DVS is to adapt the power supply and operating frequency to match the 
workload. This way, the visible performance losses are not of importance. The hard 
part of the problem lies in the fact that future workloads are often non-deterministic. 
So the efficiency depends on predicting the future workloads. 

3.4 Dynamic Power Management (DFM) in Wireless Sensor Networks 

An operating-system-directed power management technique, contributing to a 
dynamic increase of the lifetime of the sensor node, is proposed by Sinha et al. [9]. 
This model of sensor node deals with switching of node state in a power-efficient 
manner. Once the system has been designed, additional power savings can be 
obtained by using Dynamic Power Management (DPM). DPM is an effective tool in 
reducing system power consumption without significantly degrading performance. 
The basic idea behind this scheme is to tum sensor node components (sensor with 
A/D converter. Processor, Memory and Transceiver) OFF when not required (if no 
events occur) and get them back (wake them up) when necessary. Such event-driven 
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power consumption is critical to maximum battery life. Although this power-saving 
method seemingly provides significant energy gains, we should not overlook the fact 
that sensor nodes communicate with each other using short data packets [4]. The 
shorter in length the packets are, the more the consumption of start-up energy is 
achieved. This is because the switching of a node, from one state to another, takes 
some finite time and resource. More analytically, sleep-state transitioning has the 
overhead of storing processor state and tuming-off power. Waking-up also takes a 
finite amount of time. Therefore, if we keep tuming the transceiver OFF during each 
idling slot, over a certain period of time, then we might end-up consuming more 
energy than if the transceiver had been left ON. So, the operation in a power-saving 
mode is energy-efficient only if the time spent in that mode is greater than a certain 
threshold. It is obvious that the implementation of the correct poUcy for sleep-state 
transitioning is critical for DPM success. The authors propose a workload prediction 
strategy based on adaptive filtering of the past workload profile and analyze several 
filtering schemes. 

3.5 Energy-Efficient Communication Protocol for Wireless Micro-Sensor 

Networks (LEACH) 

The authors [10] focus on communication protocols, which can have significant 
effect on the overall energy dissipation of these networks. The analysis of the 
advantages and disadvantages of the conventional routing protocols proved that these 
protocols of direct transmission, minimum transmission energy, multi-hop routing, 
and static clustering might not be optimal for wireless micro-sensor networks. 
LEACH (Low-Energy Adaptive Clustering Hierarchy) [10] is an intelligent self-
organizing, clustering-based protocol which minimizes energy dissipation in wireless 
micro-sensor networks by using randomized rotation of the high-energy cluster-head 
position in such a way as to rotate among the various sensors in order to distribute 
the energy load evenly among the sensors in the network. This rotation allows the 
energy requirements of the system to be distributed evenly among all the micro-
sensors and thus, not draining the battery of a single sensor. LEACH randomly 
selects micro-sensor nodes as cluster heads, so the high energy dissipation in 
communicating with the base station is spread to all the sensor nodes in the micro-
sensor network. Once all the nodes are organized into clusters, each cluster head 
creates a schedule for the nodes in its cluster. This allows the radio components of 
each non-cluster-head node to be tumed-off at all times except during their transmit 
time, thus minimizing the energy dissipated in the individual sensors. In addition, 
LEACH is able to perform local computation in each cluster head to reduce the 
amount of data that must be transmitted to the base station. This achieves a large 
reduction in the energy dissipation, as computation is much cheaper than 
communication. LEACH can achieve as much as a factor of 8 reduction in energy 
dissipation compared with direct communication and a factor of 4 to 8 reduction in 
energy compared with MTE (Minimum Transmission Energy) routing. In addition to 
reducing energy dissipation, LEACH successfully distributes energy usage among 
the nodes in the network such that the nodes die randomly and at essentially the 
same rate. 
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3.6 Intra-Super-Frame Power Management for IEEE 802.15.3 WPAN 

Since Power Management (PM) is an important issue for the battery-powered 
portable devices, the proposed scheme should satisfy the following objectives: To 
assist the devices to sleep and, to reduce the wakeup time as much as possible. There 
have been several works in literature on the MAC design for power management in 
wireless systems. Most of them were based on the MAC layer of 802.11 WLAN and 
there has been no work report on IEEE 802.15.3 systems so far. IEEE 802.15.3 [11] 
has gained much research attention recently and it is to enable a high-speed and low-
power wireless connectivity among portable devices within a Wireless Personal Area 
Networks (WPAN). PM is critical for the portable devices in IEEE 802.15.3 WPAN. 
Due to the property of TDMA-based MAC of 802.15.3, one of the key issues for 
power management is to schedule the order of the multiple streams among multiple 
users to minimize the total wakeup times. Thus, it is revealed that this power 
management problem is in general a Hamilton path problem. Using the graph theory, 
the authors define the lower bounds and upper bounds for minimum wakeup times. 
An efficient Minimum-Degree Searching (MDS) Algorithm is proposed to find the 
suboptimal order. 

3.7 TDMA Scheduling for Energy Efficiency in Wireless Sensor Networks 

TDMA Scheduling Schemes can be used for energy-efficiency in WSNs. Sleep-
mode synchronization schemes (like S-MAC) unavoidably introduce sleep-mode 
related delay that increases with the achieved power conservation. TDMA 
scheduling in ad-hoc wireless sensor networks is equivalent to the Broadcast 
Scheduling Problem (BSP), which is a well-known NP-Complete problem. Thus, 
intelligent algorithms are required for providing near-optimal solutions. Both 
distributed and centralized algorithms may be introduced to solve this problem of 
TDMA scheduling. Even though distributed algorithms are more suitable for 
wireless sensor networks, centralized TDMA scheduling allows more flexibility. In 
case the centralized approach is used, the gateway gathers the connectivity 
information between all the sensor nodes in the network, and uses existing energy-
efficient routing algorithms to calculate the paths from every sensor node to the 
gateway. Then, the gateway constructs a TDMA frame that ensures collision 
avoidance. This schedule is broadcasted back to the sensor nodes, allowing them to 
know when they can transmit or receive a packet. On the other hand, if a distributed 
TDMA scheduling scheme is used, the TDMA frame is constructed locally based on 
information exchanged between neighbors. The basic concept of the proposed 
scheme is to optimize the operation of these schemes, in order to minimize the end-
to-end delay. In the proposed scheme the sensor nodes are normally in sleep mode. 
Network connectivity is ensured by scheduling TDMA-based wakeup intervals, 
which are used for propagating WakeUp messages, prior to data transmissions. 
Appropriate scheduling of the WakeUp intervals allows the data packets to be 
delayed by only one sleep interval for the end-to-end transmission from the sensors 
to the gateway. More specifically, the proposed algorithm [12] can create a TDMA 
schedule appropriate for WU transmissions in wireless sensor networks. The TDMA 
scheduling algorithm assigns a transmission slot for every node in the sensor 
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network, and a number of reception slots for every forwarding sensor node, one for 
each corresponding transmitting sensor node. Moreover, possible transmissions, to 
the same destination, should be assigned in different time slots. Sensor nodes, which 
are not one-hop neighbors, should receive at the same time, in order to achieve the 
reduction of the total frame length to the minimum possible. 

4 Performance Evaluation 

For both DPM and DVS schemes, the operation in a power-saving mode is energy-
efficient only if the time spent in that mode is greater than a certain threshold. It is 
obvious that the implementation of the correct policy for sleep-state transitioning is 
critical for energy saving. However, the authors propose a workload prediction 
strategy based on adaptive filtering of the past workload profile and analyze several 
filtering schemes. On the other hand, sleep-wakeup strategies like PAMAS, S-MAC 
and TDMA do not require this kind of predictions, but the energy conservation is 
limited by other factors such as the access delay and/or hardware complexity. For the 
PAMAS scheme, simulation results showed that power saving in the range from 
10% (for sparsely connected networks) to almost 70% (for fully connected networks) 
could be achieved without affecting the delay-throughput behavior. The main 
disadvantage of the PAMAS scheme is that it requires a separate signaling channel, 
and thus requiring more complicated hardware. In addition to that the power losses 
of the signaling channels should be taken seriously into account. However, since the 
PAMAS scheme does not affect the delay, it can be useful for delay-critical wireless 
sensor networks. On the other hand, the S-MAC algorithm is fully distributed, and 
rehes on local exchange of neighboring information. The periodic listen and sleep of 
the S-MAC algorithm can achieve significant power saving, at the cost of the end-to-
end delay that becomes excessive for multi-hop communications. Finally, the TDMA 
scheme is balanced between the two previous schemes, and can achieve the lowest 
end-to-end delay for a specific power conservation level in some wireless sensor 
network configurations (almost static topology, very low traffic load). These wireless 
sensor networks, that are typical in environmental monitoring and disaster WSNs are 
expected to have a longer lifetime and the application of the S-MAC scheme can be 
the best solution. For the other WSNs topologies, where the main problem is how to 
schedule the order of the multiple streams among multiple users to minimize the 
total wakeup times, the MDS algorithm can be a suboptimal solution. The simulation 
results for the MDS algorithm show that it is usually near-optimal (more than 95%) 
and it can actually achieve the lower bound for the minimum wakeup times in most 
cases, presenting remarkable performance. 

5 Conclusions 

Intelligent sensor system's efficiency is based on the data obtained by the sensors. 
Sometimes the information received by one sensor is not enough to perform a 
measurement correctly (e.g. track a moving object) and the simultaneous data receipt 
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from two or more sensors is required. Also, in various application schemes, 
replacement of power resources might be impossible. Therefore, sensor node lifetime 
shows a strong dependence on battery lifetime and intelHgent sensors' system 
performance, depending on the energy-efficient schemes, obtains additional 
significance. In this paper, several passive energy-efficient schemes were presented, 
analyzed and evaluated. Although each scheme is well-suited for certain scenarios, it 
is not guaranteed that any of them is the best for all situations. Intelligent energy-
efficient algorithms can not only increase the lifetime of a specific node, but also 
intelligent scheduling can increase the network lifetime in relation to the required 
number of nodes for performing a measurement. Thus, the efficient choice of the 
proper energy-efficient scheme extends the nodes' lifetime, assures network 
survivability and connectivity and thus the overall system's performance for a 
specific measurement is accompHshed. 
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Abstract. The rapid use of Internet has led to the investigation of digital 
watermarking as a complementary technology to traditional protection 
mechanisms. Significant research efforts and review works presenting 
unifying characteristics of different methods have been reported for audio and 
image watermarking. In the context of video watermarking, though, there is a 
great deal of non-uniformity in presented approaches. The objective in this 
paper is to give an in-depth overview of different video watermarking 
techniques in order to single out the particularities of that field. Furthermore, 
the paper presents a benchmarking framework for objective video 
watermarking performance evaluation. We conclude that novel techniques 
need to be implemented and unexplored video-driven approaches have to be 
investigated. 

1 Introduction 

The rapid growth of Internet and networked multimedia systems in the past decade has raised 
concerns from the content designers, since multimedia data nowadays can be flawlessly 
copied and rapidly disseminated at large scale. Encryption and steganography were proved to 
be insufficient for digital media protection and thus digital watermarking emerged, aiming at 
embedding auxiliary information into a host digital signal by imposing secure, imperceptible 
signal changes (with the employment of a special constructed signal, called watermark that is 
embedded into original content such as image, video, or audio, producing a watermarked 
signal). Digital watermarking allows the user to manipulate the content. 

We focus on digital video watermarking, where time enhances the flexibility of the 
solution space. Available data are greater than image data, a fact that during watermark design 
is useful both for the designer and the attacker as it supports reliable embedding of auxiliary 
data using sophisticated temporal masking, but also, allows the attacker to make greater use of 
correlators that lead to more effective watermark estimation and removal attacks. 

There is a great academic and industrial interest on the design of a copyright protection 
system for MPEG-2 coded video distributed on Digital Versatile Disk (DVDs), employing the 
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digital video watermarking technology [25]. A video watermarking system has also been 
designed by the Galaxy Group to complement the existing content scrambling system (CSS) 
that is part of the DVD standard; the technology is now called WaterCast and is being applied 
in the automatic monitoring of digital video broadcasts [9]. 

In Fig. 1 a general model is provided presenting the entire video watermarking process. 
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Fig. 1. Video watermarking process model 

The video watermarking process consists of two main stages: Watermark Generation and 
Embedding and Watermark Detection and/or Extraction. At first, the watermark signal 
generator creates the watermark signal and is provided with an embedding key (the use of a 
secret such key, to create and embed the watermark is often required for security reasons) and 
possibly a payload (auxiliary information), and produces W{t), the watermark, to be inserted 
into the video. Some watermarking techniques further use the original video frame sequence 
V{t) to achieve more effective watermark embedding. Once the watermark is constructed, it is 
inserted into the original video frame to produce the watermarked video frame. The specific 
methods by which the watermark is constructed and embedded is dependent on the 
watermarking technique. The output of the embedder is the watermarked video Wy{t). 

In Fig. 1, W^ {t) denotes the watermarked video that is possibly attacked and is provided 
to the detector. If the video has not been attacked, then WJJ) is identical to W^{t) for all t. The 
watermark detector examines the received video and determines if the watermark is present. In 
Fig. 1, E^Xf) denotes the extracted watermark. The detector is also provided with a detection 
key necessary for the detection of the watermark. A symmetric (private key) watermark uses 
identical embedding and detection keys, whereas asymmetric (public key) watermarks use 
distinct but related such keys, similar in concept to public key cryptography. 

In the sequel, a review of existing video watermarking techniques is given and a video 
watermarking benchmark framework is proposed. 

2 Types of Attacks 

An attack is any processing that aims at impairing watermark detection or communication of 
information conveyed by it [5]. An attack causes watermarked video to be altered, intending to 
remove the embedded watermark or make detection more difficult {intentional attacks). 
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Watermarked data on the other hand is often processed in some way prior to detection. 
This may include compression, signal enhancement, or digital-to-analog (D-A) and analog-to-
digital (A-D) conversion. Thus, we should take into account the case that an embedded 
watermark is unintentionally impaired by such processing (non-intentional attacks). 
In this section, we concentrate mainly on intentional attacks: 

Simple or noise/waveform attacks: attempt to modify both host data and watermark without 
intending to trace and remove the watermark. Linear/non-linear, temporal/spatio-temporal 
filtering, waveform-based compression, noise addition are included in this category. 

Geometric attacks (or synchronization attacks): are accomplished by geometrically 
transforming the data. For video data, this means frame spatial shift, frame rotating and 
temporal filtering attacks. The watermark is not ultimately removed by the data (as the goal of 
these attacks is to force the detector to confront a more difficult synchronization problem), so 
it is possible to successfully detect and recover it. Temporal synchronization attacks in video 
include frame dropping, insertion, transposition, averaging (temporal interpolation or scaling). 

Removal attacks: are focused on detecting the watermark, isolating it from the host data and 
eventually removing it, without breaking the security of the watermarking algorithm (e.g., 
without the key used during watermark embedding, as in [4]). This category includes 
denoising, quantization (e.g., for compression), remodulation, and collusion attacks (these 
occur when an attacker obtains collections of video frames that are analyzed or combined with 
the purpose of producing a non watermarked copy of the original). 

Forging attacks: attempt to sabotage the owner's watermark, that is, the attacker wants to 
forge the original watermark. 

Statistical attacks: try to detect the embedded watermark by comparing and finding 
similarities among a number of watermarked signals that belong to the same owner (whereas 
collusion attacks involve many copies of a given data set, each signed with a different key). 

Protocol attacks: attempt to subvert the security of the watermark, hence attack the entire 
concept of the watermarking application. They do not directly impact watermark detection. 

Ambiguity attacks are based on the concept of invertible watermarks. The malicious forger 
knows that the data are watermarked. He tries to subtract his own watermark from the 
watermarked data to later claim to own them and therefore cause uncertainty regarding their 
true owner. It is essential for copyright protection applications to employ non-invertible 
watermarks to eliminate the possibility of ambiguity attacks. 

Another attack in this category is the copy attack: it aims at estimating a watermark from 
the watermarked data and copies it to some other "target" data without ultimately destroying 
the watermark or hindering its detection [5]. 

3 Video Watermark Embedding Methodologies 

The embedding process of a watermark into multimedia signals is divided in three categories 
regarding the entry domain: 
1) The watermarks that are constructed in the spatial/temporal domain, commonly named as 

spatial watermarks. 
[1] models a multi-stage watermarking process. The amount of watermarking imposed on 

a specific stage counterbalances the quality of the final result. Each selected stage is 
watermarked by selecting a set of "constraints" (that indicate the presence of the author's 
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signature), then using preprocessing of the stage's input and post processing of the stage's 
output to ensure that a disproportionate number of these constraints are satisfied. 

In [2], the embedding process employs meaningfiil information bits in the luminance 
mean values of each frame. To deal frame removal attacks, synchronization bits are also 
integrated alternating with the watermark information bits (in both cases a pseudo random 
sequence (PRS) generator of different length is used). The watermark PRS values are per 
frame embedded by modifying the mean luminance value of individual frames. 

In [10], a state machine key generator is used to produce time-invariant, time-independent, 
and time-periodic key schedules, to support temporal synchronization for blind video 
watermarking. The design of the watermark and its key schedule affect the ease of 
synchronization. The use of a feature vector allows the key sequence produced to be video-
dependent. A video-dependent key schedule can increase the difficulty of inverting the 
watermark and make it more robust against ownership [26] and copy [27] attacks but may 
cause temporal synchronization loss due to attacks changing the feature vectors [10]. 
2) The watermarks incorporated into the frequency/transform domain, commonly named as 

spectral (or transform-based) watermarks. 
They are integrated within the related transform coefficients. In particular, they involve 

use of DCT, DWT and DFT or FFT within the embedding process. In video watermarking, 
significant research efforts are reported to employ 3D DCT, 3D DWT, 3D DFT [24], 3D TWT 
[12]. The Temporal Wavelet Transform (TWT) has scalable temporal resolution. 

In [4] the Integer-to-integer DWT (IIDWT) is used so that both the input and output data 
to DWT are characterized in integer values. The watermark data is embedded in high 
frequency regions [4], [6] to improve the watermark effectiveness. Embedding is done in only 
those coefficients whose norm is greater than a specified threshold in order to achieve 
perceptual invisibility and robustness against MPEG encoding and re-encoding. 
3) The watermarks inserted at the compressed domain. 

The process of partial or full decompression of video files is skipped thus avoiding quality 
loss and extra computational cost. The watermarking process can be executed in real time. 

In [8] the watermark is embedded directly in an MPEG-2 compressed bit stream by 
intentionally forcing bit errors. Thus, the error recovery option of a bidirectionally decodable 
packet (initially used to handle channel errors in [22]) is exploited so as to embed and retrieve 
the watermark. Reversible VLCs (RVLC) exhibiting error resiliency are implemented due to 
their two-way decoding directions capabilities. The watermark is encrypted prior to insertion 
to make it indistinguishable from randomly extracted bits. 

4 Video Watermark Detection/Extraction Methodologies 

A prevalent classification of watermark detection is based on whether the original data are 
used or not. Specifically, if the watermark detector does not require access to the original 
signal, the watermarking technique is called blind. Otherwise, it is known as non-blind. 

A cryptographic system used in [1] based on public key encryption prevents the forger 
from discovering a set of constraints that match the original signature. A single metric, Pc is 
used, showing the probability of how many of the selected constraints (used to map an 
author's signature) are satisfied. Basically, Pc is the probability of a non-watermarked solution 
carrying the watermark. If the value of P^ is very low, the more effective the watermark 
scheme is. P^is calculated as a sum of binomials, as shown in [1]. 
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Table 4.1. Performance of method discussed in [1] under various attacks 

Attack 

Ambiguity Attacks 

Removal Attacks 

Forging Attacks 

Performance 

1 Brute-force attacks become computationally infeasible if the proof of 
authorship threshold is set sufficiently low (e.g., Pc< 2'̂ '̂ ) 
Possible for an attacker to use tampering methods to remove a signature 

1 known to him, or to add an entirely new signature. 
1 Successfully prevented when using a key encryption system 

In [2], the detection process is based on the cross correlation of the embedded PRSs and 

the video frame mean luminance sequence. Each video frame has different luminance, so the 

use of an amplitude limiting filter followed by a whitening filter prior to correlation is 

proposed, in order to improve the detector performance. 

Table 4.2. Performance of method discussed in [2] towards different kinds of attacks 

Attack Performance 
Geometric Attacks: 
(frame spatial shift and frame 
rotating attacks) 

Good performance against frame spatial shift attacks and frame rotating 
attacks. 

Frame Removal Attacks and 
Temporal Filtering Attacks 

Successfiilly prevented. Detection based on application of a low pass-
filter on the luminance values and observation of the corresponding 
cross-correlation 

In [4], the whole watermark extraction process occurs in the decoded video per frame 
based on a detection key. The averaged watermark obtained is compared to the embedded 
original watermark in order to ensure that it is exactly the same. Each frame is randomized 
prior to embedding of the watermark according to the value of a pair of keys, derived from the 
detection key, to successfully deal collusion and statistical attacks. In [4], it is proved that low 
values of PSNR ( <34db) are obtained with quite big watermarks (> 25 bits). 

Table 4.3. Performance of method in [4] under MPEG encoding and re-encoding 

Attack 

MPEG Encoding 

MPEG Re-encoding 
(2 MPEG encoding iterations) 

Performance 

Average BER ranges from 20-23% and increases steadily when the 
watermark length is 24 bits and over. Compared to the common DWT 
technique, the IIDWT one has a 4-8% better performance whatever the 

\ watermark length. 
Overall BER increased about 2-3% compared to single MPEG 
encoding. More robust than DWT, by an 8% difference in BER rate 

In [8] the watermarked VLC must be identified the moment it is decoded. Therefore, the 
inserted watermark must immediately cause decoding failure in order to trigger reverse 
decoding that begins from the end-of-packet. To ensure forward detection failure right at the 
edge of a watermarked VLC, the decoded watermarked bit stream must begin with a sequence 
of so called flag hits, guaranteeing detection failure. If the packet length is known to the 
decoder, the last VLC to be recovered on reverse decoding is the same VLC that failed 
detection on forward decoding. At the end of this process, the watermark bits are extracted, 
whereas the stream is restored to its initial state. If the packet length is unknown to the 
decoder, another flag is used, a reverse flag, that causes detection failure on reverse decoding. 
The watermarking process of compressed media in the VLC domain is inherently fragile since 
the watermark is vulnerable to re-compression or transcoding. Errors during the detection 
process-when an incorrect watermark was decoded- are significantly low (they range from 0 -
0.15%) and they are not proportionally affected by the file size. 
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In [10] a model for symmetric blind video watermark detection is described using a 
detection key. The watermark detector applies a spatial de-correlating filter to reduce the host-
signal interference, followed by a correlation detector and comparison with a threshold. 

Table 4.4. Performance of method in [10] towards various synchronization attacks 

Attack 
Frame Dropping 
Frame Transposition 
Frame Insertion 

Performance 
Poor performance in cases of little temporal redundancy. 
Performance similar to the frame dropping one. 
Does not affect watermark detection. Method achieves a detection rate 
of 100%. 

5 Performance Evaluation 

One of the metrics widely used to evaluate watermarking schemes is the False acceptance 
rate (FAR).FAR states the probability that an unknown individual will be falsely 'recognized' 
as the rightful owner of the reference video data upon presentation of his or her verification 
data. FAR is dependent on the selected tolerance limit within which the verification and 
reference data must match for there to be a successful authentication: the lower the tolerance 
limit, the lower the FAR and the higher the probabiHty of FRR errors. 

The False rejection rate (FRR) metric states the probability that the rightful owner of the 
reference data will be wrongly rejected. FRR is dependent on the tolerance limit within which 
the verification and reference data must match for there to be a successful authentication: the 
higher the tolerance limit, the lower the FRR and the higher the probability of FAR errors. 

A quite simple metric used for evaluation is the Bit Error Rate (BER) that denotes the 
number of error bits divided by the watermark length (BER is calculated per frame). 

6 Benchmarking Framework for Video Watermarking 

Since the complete theoretical analysis of a watermarking algorithm performance with respect 
to different attacks is rather complicated, the developers of watermarking algorithms refer to 
the results of experimental testing performed in the scope of some benchmark. The benchmark 
combines the possible attacks into a common framework and weights the resulted 
performances depending on the possible application of the watermarking technology. 

In image watermarking, several benchmarking tools have been developed to evaluate 
different methodologies, such as stirmark, checkmark and optimark. Stirmark is a generic 
tool provided with a watermarked input image, that generates a number of modified images 
used to verify watermark existence after a number of attacks. Stirmark proposes combination 
of different detection results and computation of an overall score. Stirmark has limited 
potentials for sophisticated image watermarking schemes as it does not properly model the 
watermarking process. Optimark is a benchmarking tool [32] that supports various attacks and 
employs differentiated performance metrics depending on the type of the detector used (and 
the output it produces) as well as on the characteristics of the watermarking algorithm. 
Likewise, the main design challenges for a video benchmark framework are listed below: 
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• Detection performance evaluation using multiple trials employing different sets of data 
o For watermarking schemes that follow frame-by-frame approaches where a different 

wateiTnark is inserted in each video frame, the chosen set of data must include all the 
different watermarks used in order to evaluate their robustness, 

o For watermarking schemes that also follow frame-by-frame approaches but embed the 
same watermark in all video frames, a much smaller set of frames need to be chosen, 

o For more sophisticated watermarking methodologies based on a compression standard 
or embed a watermark in a three-dimensional (3-D) transform, the chosen set of data 
must be carefully chosen in order to ensure that all the possible watermarks used are 
evaluated and also the range of the testing data excludes the possibility of estimation 
errors (i.e. the case where the entire set of data is unwatermarked), 

• Evaluation of the following detection/decoding performance metrics:, 
o Bit error rate, 
o Signal to Noise Ratio (SNR), and Peak Signal to Noise Ratio (PSNR) (as indirect 

measures for watermarked video quality estimation), 
o False acceptance rate, 
o False rejection rate, 

• Evaluation of the mean embedding and detection time, 
• Interface to input watermarking schemes and deploy watermark embedding and detection 

processes, thus weighing the outputs for certain attacks based on the target application 
• Option for the user to choose any combination of attacks based on the target application. 

Types of attack that could be included in such a benchmarking tool are: Copy attacks. 
Geometric attacks, Simple Waveform attacks (i.e. MPEG compression), Removal attacks 
(such as denoising, frame removal, frame linear transformations). 

7 Conclusions and Future Prospects 

Video watermarking is a recent area of exploration of digital watermarking. The increasing 
concern of multimedia owners for copyright protection motivates further research here. In this 
paper, we have reviewed a number of existing video watermarking schemes that cover a wide 
range of applications, varying from frame-based watermarking to more sophisticated video 
specific watermarking in a three-dimensional space. Furthermore, we compared a number of 
existing video watermarking techniques performance against attacks, and found that there is 
indeed room for improvement since all attacks cannot be completely dealt with. We further 
need to define detailed constraints based on the targeted application. We have also proposed a 
benchmarking framework for video watermarking presenting the main requirements to be met 
in order to objectively evaluate and rate a wide range of video watermarking methodologies. 

Finally, we observe that there are only few video watermarking algorithms that meet the 
real-time or the three-dimensional constraint. These technical challenges remain unexplored 
and future research on these will play a decisive role in digital video watermarking. 
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Abstract. A novel human video object watermarking scheme is proposed in 
this paper, providing copyright protection of semantic content. The proposed 
method focuses on the existence of face and body regions within an initial 
image, however other cases can also be addressed. Initially detection of human 
video objects is achieved using two adaptive 2-D Gaussian models, one for 
skin color distribution modelling and the other for body localization 
modelling. A watermark is then designed using invariant Hu moments of each 
human video object, and the watermark insertion procedure is driven by an 
iterative encryption module based on chaotic functions. Performance of the 
proposed object based secure watermarking system is tested under various 
signal distortions and known cryptanal3 îc attacks. 

1 Introduction 

The copyright protection of digital images and video is an urgent issue of ownership 
identification. Many watermarking schemes [4]-[7] have been proposed for 
ownership protection, some of which providing significant resistance to image 
processing attacks. In this paper, a novel chaotic encryption driven watermarking 
scheme is proposed, based on Hu moments and applied to human video objects. The 
proposed system provides copyright protection of semantic content. In particular, the 
embedding method consists of two sub-modules: the automatic human video object 
detection sub-module and the watermark insertion sub-module, which is driven by 
chaotic encryption and modifies the Hu moments of the initial video object to 
provide the watermarked human video object. 

Initially, human video object detection is performed for each candidate image, 
based on skin color distribution [1],[2]. Afterwards, an iterative cipher mechanism 
based on the logistic fixnction is used in order to encrypt the pixel values of the 
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human video object taking into consideration, in each iteration, the values of the 
previously encrypted pixels. As result, a chaotic "noise" is produced which is 
incorporated in producing the watermarked video object. This is achieved by 
modifying the Hu moments of the initial video object according to an additive 
scheme. In order to assure the robustness of the proposed watermarking method, the 
modification of moments is confined to a limited predefined interval. In the detection 
scheme a neural network classifier [3] is initially used in order to extract possible 
watermarked human video objects from each candidate image. Then, the watermark 
detection procedure is based on the comparison of Hu moments. Experimental 
results on real sequences fiirther indicate the advantages of the proposed scheme. 

2 Detection and Extraction of Human Video Object 

The human face detection module that is used in the proposed method is based on 
the distribution of chrominance values corresponding to a human face [1], which 
occupy a very small region of the color space. The blocks of the image that are 
located at this small region can be considered as face block of the searching face 
class Qf_ Using a Gaussian probability density function (pdf) [2], the histogram of 
chrominance values corresponding to the face class can be initially modelled as 

P(x|/2f) = exp(—(x-jif)'^-Lf^ •(x-jif))/2;r-|i:|^''^ where x=[w v]^ is a 2x1 vector 

containing the mean chrominance components u and v of an examined block, y^j 

is the 2x1 mean vector of a face class and E is the 2x2 variance matrix of the 

probability density fijnction: ^, 

is the variance of the chrominance component v and a^^^ 

corresponds to the covariance between u and v. Parameters \Xf and S are estimated 
based on a set of several face images and using the maximum likelihood algorithm. 
Each Bi block of the image is considered belong to the face class, if the respective 
P{ii{B^\Qf) is high. The aspect ratio for face areas R = H r IW. (where Hj- is the 

height, while Wr is width of the head) was experimentally found to lie within the 

interval [1.4 1.6]. Using R and P, a binary mask, say M y , is build containing the 

face area. 
Detection of the body area can be achieved using geometric attributes that relate 

face and body areas. After the calculation of the geometric attributes 
(center Cf = [ĉ  Cy J ,width Wy and height hr ) of the face region, the human body 
can be localized by incorporating a probabilistic model, the parameters of which are 
estimated according to Cj-, Wy and hf . The probability of each block Bjto belong 
to a human body class, say fl^ can be computed by: 

2(7^ ZCTy / 

where ju^ =c^, /Uy =Cy -i-hj-, cr^ =Wf , ay =hfi2, are the parameters of the human 

body location proposed model and r{B^) = [r^(5j) ry{B-^y[ is the distance between 
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the i* block and the origin. Similarly to human face detection, a block Bf belongs to 

the body class O^,, if the respective probability, P(r(B^)\ H^) is high. 

Finally the face and body masks are fused and human video objects are extracted. 
In Figure 1, the phases of the proposed method are illustrated. Firstly, the human 
video object region is detected within the initial image (Figure la) and an object 
mask is produced (Figure lb). This mask is used for the extraction of human video 
object (Figure Ic) is extracted using the object mask. The human face and body 
detection modules provide an initial estimation of the human video object, forming 
the training set, say Df. 

Then, in order to have a more reliable training set, a region of uncertainty is 
initially created around the selected foreground mask (face (Mf) and body (Mb)). 
Particularly, for each connected component (representing face or body region), the 
confidence interval of the Gaussian pdf model is selected to be 80%, meaning that 
only blocks falling into this interval are considered as candidate training blocks. 
Finally, as several blocks (8x8 regions of pixels) fall into this confidence interval, 
the PCA method is incorporated and a small set of training blocks is eventually 
selected for the training phase of the neural network. 

n m 
(a) Initial Image (b) Object Mask (c) Object Extraction 

Figure 1. Human Video Object Extraction Method 

3 Moments invariants 

In the literature, moment invariants have been used for object recognition in an 
image [2-7] regardless of their particular position, orientation, viewing angle, and 
gray-level variations. Central moment m̂pq̂  of order (p+q) of the image f{x,y) are 

non-negative integers, and can be computed by mpq =Y^J^(x-xf(y-yffix,y) where 
X y 

the coordinates x = mj Q/mQQ,y = mQ i/m^Q denote the centroids off{x,y). The central 

moments of the image are invariant to translation as they are origin-independent. 
Scaling invariance can be achieved by normalizing the moments of the scaled image 
by the scaled energy ;7pq =mpq/moo^ of the original (;^is the normalization 

factor r = (P + q/2) +1). Hu [8] first introduced the mathematical foundation for two-
dimensional moment invariants, based on methods of algebraic invariants, and 
demonstrated their application to shape recognition. Using nonlinear combinations of 
geometric moments, a set of seven invariant values, computed from central moments 
through order three, and independent of object translation, scale and orientation, can 
be calculated using the following equations: 

^i=n2o+no2, h = (^20-^20f+^^h 

h = (^30 -3ni2)^ +(no3 -3n2i)^, ^4 = (n3o -ni2)^ +(no3 +n2i)^ 
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+ (3n2i -no3)(n2i +no3) 

120 - n o 2 r [( 

[3(n; 
(3n3o - 3ni2)(n3o + 1112) • (n3o + 1112) - 3(n2i + no3) 

30+ni2) - ( n 2 i + no3)' l 
= (^20 - no2) • [(^30 + ni2)^ - (n2i + nQ^f\+ 4nn(n3o + ni2)(n2i + UQ^) 

h = (3n2i - no3)(n30 + ^12)' [(n3o + "12)^ - 3(n2i + no3) 

+ (3ni2 - no3)(n2i + no3) • [3(n3o + 1112)̂  - (n2i + n3o)^J 

4 Logistic Map and Cryptography Scheme 

Chaos theory is a set of ideas attempting to reveal structure in nonlinear dynamic 
systems [9]. Chaotic functions are very simple non-linear dynamical equations and 
can descript complex, chaotic behavior of a system [10]. Systems that present 
chaotic behavior are extremely sensitive to initial condition. Initializing a chaotic 
function by a key and after a number of iterations, this is able to generate random 
present different numerous [9], property that is very important for applications of 
cryptography. A great deal of chaotic behavior can be described by one, simple 
recursive function, the logistic map which is used in the proposed system. The 
logistic map function is expressed as: x^^i = r • x„ (1 - x„) where x takes values in the 
interval [0,1]. The remarkable features of the logistic map are the simplicity of its 
form (quadratic difference equation) and the complexity of its d3mamics [9]. 

J 
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Figure 2. Diagram of the Logistic Map 

In Figure 2, a plot of the logistic map is shown versus r with values obtained 
after a number of iterations. When r>3.57 , periodicity gives way to complete 
chaos. Finally for r=3.9 to 4, the chaos values are generated in the complete range of 
0 to 1. The secrecy of encrypted information is depended only on the encryption key. 
In the proposed system, the key size is 256-bit splitted into 32 subkeys of 8 bits each 
(session keys). The unprotected data which consist of the human video object that is 
extracted from the original image is called plaintext (denoted by p). Appl3dng a key-
depended encryption algorithm to the plaintext, the ciphertext (denoted by c) is 
produced. 

5 The Embedding Module 

An overview of the proposed system's embedding module is depicted in Figure 3 
which contains two sub-modules: the automatic human video object detection sub-
module and the watermark insertion sub-module. Initially the human video object is 
extracted by the video object detection module, as described in section 2. 
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Afterwards, the pixels of the human video object are scanned from top-left to the 
bottom-right providing the pi pixels (plaintext pixels). The plaintext is an input to the 
mapping function which contains the logistic map. The robustness of the system is 
further reinforced by a feedback mechanism, which leads the cipher to acyclic 
behavior so that the encryption of each plain pixel depends on the key, the value of 
the previous cipher pixel and the output of the logistic map. In particular, the 
feedback mechanism includes four operations. 

M 
Oi'igirial 

{,'.•;;•, "̂ p̂LH3flj!:'I' VVntennarked VO 

Figures. The Embedding Module 

Firstly, the output value of the logistic map is input to box Ml. The session key ki 
is also input to Ml box. The box Mi represents a mapping function from the input 
interval to the domain of the logistic map (real numbers in the interval [0, 1]) and 
fixes the initial value of x. The second operation interjects in the computation of the 
number of iterations the logistic map performs. Specifically, the cipher pixel is added 
to the kj+i session key. The result of this addition provides the value of parameter x 
in order to serves control the number of iterations the logistic map performs. The box 
M2 serves with the purpose of normalizing the output of the logistic map. 
Normalization is performed by box M2 which represents a fuzzy membership 
function mapping interval [0, 1] into the interval [0, 255]. Finally, the fourth 
operation is a summation of the plaintext and the normalized logistic map output 
which actually encrypts each plaintext pi, producing the ciphertext Ci. Afterwards, the 
cipher video object (VOci) can be recomposed from the ciphertext. Eventually, the 
output of the mapping function is the modified video object log(VOci). The 
watermarked video object O is achieved adding the value log(VOci) multiplied by a 
weighed factor fi to the video object which has been extracted from the original 
image (Figure 4). 

Figure 4. Original image (a) and image with watermarked video object (b) 
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Now let us consider that <l> = [̂ j , 2̂ ? ̂ 3 > ^4' 5̂ ^ ^6' 7̂ J ^̂  ^̂ ^ invariant Hu 
moments of tlie original human video object O. Let also 0* be the invariant Hu 
moments of the watermarked human video object O . We can choose a function f , 
which can be any linear or non-linear combination of the invariant moments. In our 
case study, the function f is expressed as a sum value of the weighted average 
differences between Hu moments of the original human video object, (/>, and the 

watermarked human video object, ^ 
i=l 

where weights W/ 

take the values Wi=1.5, W2=1.25, W3=l, W4,W5=0.75 andw^jW^ =0.50. 
These values have been set after several experimental tests, since the first and second 
Hu moments are the most robust among different moments [10], so the values of the 
weighted factors Wi,W2are higher than the other weighted factors. The output of 
function f is called factor N (Figure 3). The weighted factor ŷ  is controlled by 
feedback in order to ensure that f{0*,0) « 20%. 

6 The Detection Module 

The detection module (Figure 5) includes two functions: the video object detector 
and the watermark detector. Firstly, when a candidate image is received, it passes 
through a neural network classifier [3] that detects video objects similar to the 
watermarked video objects. 
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Figure 5. The Detection Module 

Let us assume that the candidate image can be partitioned to a sequence of 
overlapping blocks of size 8x8 pixels, say 5/, and let bj be a vector containing the 
lexicographically ordered values of the t^ block of the image or a transformed 
version of it, by extracting, for example, several block descriptors, such as color, 
motion or texture. The case of overlapping blocks is adopted since pixel resolution is 
required for accurate video object detection. Afterward, each pixel of the candidate 
image is classified to available classes ooi, i=l,2,...p, to one of p available 
watermarked video objects. The output of p-classification problem is 
y(bi) = [pli)jplo2-PL J where pjyj denotes the degree of coherence of bi to class ooj so 
each pixel is assigned to a class according to the highest degree of coherence. In 
order to efficiently perform the classification task, the neural network classifier is 
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initially trained using blocks of each watermarked video object. Nevertheless, 
principal component analysis (PCA) is performed in order to reduce the number of 
similar training blocks in each watermarked video object. Finally, the classified 
pixels constitute the area of the respective video object. 

In order to avoid a false detection, a decision mechanism is incorporated in order 
to calculate the ratio ^ -Hi^hL.iQo (where iV(G>/), /=l,2,...,j7, is the number of 

' F(vo,) 
pixels of each class and F(voj), /=1,2,...,/?, is the number of pixels constituting each 
respective watermarked video object). If Rj is less than a threshold T then the 
candidate area is discarded, since it is considered too small for watermark detection. 
In other case, the watermark detection module is activated giving the classified 
region. Value of threshold T affects the false detection and false rejection rates and in 
the current work is selected by performing several experiments. 

Having received a region that the neural network has classified as possible 
watermarked video object, the watermark detector module estimates the Hu moments 
of this region. In parallel, the seven values of the Hu moments of the respective 
original human video object are received as input. Afterwards, the value of function 
f(0*,0) can be computed and the value of N can be defined. Matching of the 
received human video object can be achieved by checking the validity of the 
equation N < 6* where s is the margin of acceptable error between the two video 
objects. Then, the detection procedure returns either 1, if the candidate video object 
is the watermarked video object, or 0, if the candidate video object is not 
watermarked. 

7 Experimental Results 
This section presents results that prove the robustness of the proposed system. To 
illustrate the security of the algorithm, a hacker's approach to crack a watermarked 
image is considered as a case. Since the 256-bit sequence of key is used as an input 
to the logistic map, this mean that the keyspace has 2̂ ^̂  different values. Additionally 
the number of iterations supported by the logistic map module is between 0 and 767, 
as cipher pixels take values in the interval [0, 512] and the session keys take values 
in the interval [0, 255]. 

So, the only way to break the proposed system is by brute-force attack scanning 
the whole keyspace that is to try 2̂ ^̂  different keys! Furthermore as the cipher of the 
proposed system is based on feedback mechanisms, periodicities in the encrypted 
data do not appear. The proposed system is suitable for real time applications as it 
spends less time in watermark insertion as only human video objects are considered 
and not the whole image Experimental results [3] have proved that the neural 
network classifier can sufficiently extract the human video object of an image which 
has passed the watermarking embedding procedure and has been attacked. 

The watermarked video object can be detected under different attacks, (Table I), 
except from cropping where the attacked video object region is not similar to the 
watermarked one also and their moments are very different. The proposed 
watermarking scheme serves as a 1-bit watermarking system as it answers the yes/no 
question of authenticity. The threshold is set so as the attacked video object can be 
different from the watermarked object only by 1%. Robustness of the proposed 
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scheme to geometric manipulations is guaranteed using invariant Hu moments. Only 
the value of the moments of the original video object is received from the detection 
module. 

8 Conclusion 

Nowadays, protection of digital media through networks is a crucial issue. Most 
watermarking systems are not taking into consideration regions of semantic 
information comprising the content that should be protected. Our proposed system 
takes as input images that contain human video objects. The human video objects are 
extracted by a face and body region detection module. Finally, each human video 
object is watermarked by modifying its Hu moments. The procedure is driven by a 
chaotic encryption module. Experimental results illustrate the robustness of the 
proposed scheme to attacks as well as noise addition, and image distortions. 

Table I: Results of detecting the watermarked akiyo video object after several attacks 
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Abstract. In this paper, a novel semi-fragile watermarking authentication 
scheme is proposed, which is based on two watermarks: the local watermark 
and the global watermark. The two watermarks complement each other. The 
local watermark is generated from the quantized ACs in 8x8 DCT block. The 
global watermark is produced by the lowest frequency subband in DWT-
transformed image. In watermark embedding, the dither-modulation 
quantization rule is adopted to improve the scheme's security. In watermark 
detection and authentication, a novel authentication principle is proposed, 
which obtains good authentication performances. Experimental results prove 
that this scheme can exactly detect and verify the tampered location against 
JPEG compression and some other attacks. 

1 Introduction 

Till now, many authentication schemes have been proposed, which can be classified 
into two categories, i.e. fragile authentication [1] and semi-fragile authentication 
[2,3,4]. For the former, it can not tolerate any possible modification to the 
multimedia content, e.g., common signal processing operations (JPEG compression, 
filtering, noise, etc.). Differently, the semi-fragile authentication scheme is rapidly 
developed and widely used since almost all the applications allow the minor changes 
to multimedia works if their content could be proved authentic. 

Being suitable for practical applications, many semi-fragile authentication 
schemes have been reported, which can be classified into two types, i.e. the content-
independent scheme [5] and content-dependent scheme [4,6,7,8]. In the former 
scheme, the authentication data are the authentication sequences or logos 
independent of the multimedia content. For example, a random sequence is 
embedded into the DWT transform coefficients by quantizing them to integer 
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Federation for Information Processing, Volume 204, Artificial Intelligence Applications and 
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multiples of a step size [5]. The drawback of this kind of scheme is that the security 
can not be guaranteed. For attackers, the unwatermarked coefficients can be 
modified to make authentication out of work, or the watermark can be estimated 
according to a watermarked image and then embedded into other images. In the 
content-dependent scheme, the authentication data are extracted from the multimedia 
content, which are then signed with digital signature or embedded into the 
multimedia content. This kind of scheme is emphasized in the following content. 

The content-dependent scheme can be classified into signature-based scheme 
[7,8] and content-based watermarking scheme [4,6]. In [7], two labeling methods are 
proposed, which are based on the second-order image moments and image edges. In 
[8], the authentication information is formed based on the relationship of the DCT 
coefficients in 8x8 block pairs using a pre-determined secret mapping function. The 
clear drawback of a signature-based scheme is that authentication information's 
transmission or storing requires extra channels and this increases the scheme's 
danger. In [6], the authentication information described in [8] is inserted into DCT 
coefficients by the quantization method. As an improvement [4], the authentication 
information is inserted into DWT coefficients using random bias and non-uniform 
quantization. Compared with the signature-based scheme, the content-based 
watermarking scheme not only makes sure that the authentication information is 
exclusive but also saves extra channels. The drawback is that it changes images' 
content and degrades images' quality [8]. Generally, the semi-fragile content-based 
watermarking authentication scheme satisfies the following requirements [6,9]: 
imperceptibility, obliviousness, robustness, fragileness, location and security. 

In this paper, a semi-fragile watermarking authentication scheme is proposed, 
which satisfies the general requirements. Two complementary feature watermarks, 
named the local watermark and the global watermark, are generated and embedded, 
which obtain good performances. The following content is arranged as follows. In 
Section 2, the architecture of the proposed authentication scheme is presented. The 
watermark generation is described in detail in Section 3. In Section 4, the embedding 
rule is proposed. In Section 5, the authentication process is designed. The security of 
the proposed scheme is analyzed in Section 6. In Section 7, experimental results are 
demonstrated. The conclusions are drawn and future work is presented in Section 8. 

2 Architecture of the Authentication Scheme 

The architecture of the proposed authentication scheme is depicted in Figure 1. In 
embedding process, two feature watermarks, named the local watermark and the 
global watermark, are generated and embedded into DCT coefficients. In the 
verification process, the authentication watermark extracted from the received image 
is compared with the one generated from the received image. 



Artificial Intelligence Applications and Innovations 683 

Figure 1. Architecture of the proposed scheme. 

3 Generation of the Watermarks 
The watermarks are composed of the local watermark and the global watermark. The 
local watermark is generated from the features of the quantized AGs in 8x8 DCT 
blocks. This watermark contains the detail information of images, which is sensitive 
to the changes of such detail components as textures or edges. The global watermark 
is produced by the features of the lowest frequency subband in the DWT-
transformed image. This watermark contains the approximate information of images, 
which is sensitive to the changes of such approximate components as contours. Both 
of them will be presented in detail in the following content. 

3.1 Extraction of the Local Feature 

3.1.1 Pseudo-Random Sequence 
Pseudo-random sequence X is generated from a chaotic map, i.e. Logistic map. 

Xn+i=XXn(l-Xn) (1) 
The sequence is chaotic when % is equal to 4. The initial value XQ is considered as the 
secret key. Eq. 2 is used to generate the bi-value sequence Y (-1 or 1). 

Y = sign(X-0.5) (2) 
Here, sign(x) is Sign function that gets 1 if x is no less than 0 and -1 if x is less than 
0. 

3.1.2 Quantization 
The original image is transformed using blocked 8x8 DCT, and the transform 
coefficients are quantized by the quantization matrix Q. Q can adopt the given 
standard quantization matrix of JPEG, and the quantization and de-quantization rules 
are shown in Eq. 3 and Eq. 4, respectively. 

A^S=Ro„„d(4^) (3) 
y9e(«,v) 

F,^{u,v) = M^-PQ{u,v) (4) 

Here Fk(u,v) is the coefficient at position (u,v) in the k-th sub-image, Mip{u,v) is the 
multiple of quantizing Fi^(u,v) by Qiu,v), Fip(u,v) is the quantized coefficient 
corresponding to Filu,v), p is the modulation factor of Q, and Round() is to obtain 



684 Artificial Intelligence Applications and Innovations 

the integer closest to x. The bigger fi is, the less the non-zero quantized transform 
coefficients (MQTC) are, and the stronger the ability against the noise effect is. 

3.2 Generation of the Local Watermark 

By Eq. (3), M^ composed of MQTC is obtained. The sensitivity to the noise can be 
changed by modulating fi, and it is still increased when more MQTCs are selected. 
Consequently, we select n MQTCs in zigzag order to construct the vector i\4^. It is 
supposed that the original image's size is MxN. Thus, the total number of sub-image 
is L=(M/8)x(N/8), and the size of M^ is n^L, that is, A^ = [MQ^, - , M^^, - , ML-I^] ' , 
k = 0, 1, •••, L-1. Then, by using Logistic map (Eq. (2)), a pseudo-random matrix Y = 
[Yo, ••', Y^, ••% YL-I], k = 0, 1, •", L-1, is generated. Next, the components in Af are 
multiplied by the corresponding one in Y and produce the product module 2, i.e. Eq. 
(5). Finally, the local watermark W^ is obtained, which is composed of the 
components Wk^ (k = 0, 1, - , L-1). 

W,'=(M^ •Y,)mod2 (5) 

Five 512x512 images are selected as examples to generate the local watermark. 
Here, let p and nbQ 10 and 5 respectively, which obtain strong robustness against the 
noise. The produced local watermarks of several sample images (Lena, Barbara, 
baboon, goldhill, and peppers) are shown in Figure 2. 

Figure 2. Local watermarks generated from Lena, Barbara, baboon, goldhill and peppers, 
(from left to right) 

3.3 Extraction of the Global Feature 

3.3.1 Generation of Dither Quantization Matrix 

By Logistic map (Eq. (2)), the integer dither matrix D with the size of MxN is 
generated, and is then partitioned into 8x8 sub-matrices. Next, every sub-matrix is 
added to the quantization matrix Q (the standard quantization matrix in JPEG) that is 
multiplied by a, i.e. a sensitivity factor. The bigger a is, the less sensitive it is to the 
noise. Finally, the dither quantization matrix 2"^ with the size of MxN is obtained. 

3.3.2 Extraction of the Global Feature 

The original image is transformed using blocked 8x8 DCT, its transform coefficients 
are quantized by Eq. (3) with the dither quantization matrix Q'^, and the coefficients 
are then de-quantized by Eq. (4) with the same matrix Q"^. The produced image is 
named the quantized image. Then, the approximate data LL are extracted after the 
quantized image is transformed by DWT. 
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3.4 Generation of the Global Watermark 

For most of the coefficients in the lowest frequency band are over 255, the LL 
coefficients are preprocessed. Then, the preprocessed LL is converted to a binary 
image by selecting the rational threshold. The ultimate binary image is taken as the 
global v^atermark W*̂ . 

The five images mentioned above are taken as examples. Let a be 10, which 
achieves strong robustness against the noise. Figure 3 shows the produced global 
watermarks of the five images. 

Fig. 3. Global watermarks generated from Lena, Barbara, baboon, goldhill and peppers, (from 
left to right) 

4 Watermark Embedding 
The adopted embedding rule is the quantization method [10] whose quantization step 
size A changing with the frequency difference in the embedding region. Here, A is a 
vector with its component as a part of the standard JPEG quantization matrix, and 
dither modulation (DM) is used to improve the security of watermark embedding. 

5 Authentication 
In most of the existing papers [5,7], only single feature watermark is embedded into 
the image. The feature watermark generated from the received image is compared 
with the one extracted from the received image. As shown in Figure 4, Ai or A2 is 
called verified authentication set, which denotes the set of all the covers that are 
verified on the basis of the feature watermark, while A is called attack authentication 
set, which denotes the set of the attacked watermarked covers under the condition of 
certain feature or some features. Thus, there exist the following questions in the 
single feature authentication scheme. 

1) To obtain small false negative probability of Ai, the false positive probability 
of Ai should be increased. 

2) To obtain small false positive probability of A2, the false negative probability 
of A2 should be increased. 

As can be seen, there are contradictions between the two false probabilities. To 
compromise between the false negative probability and the false positive probability, 
we use the multiple-features scheme. It is noted that the false negative probability 
becomes bigger although the intersection of Ai and A2 decreases the false positive 
probability. Additionally, the false positive probability becomes bigger although the 
union of Ai and A2 decreases the false negative probability. Consequently, the 
verified authentication set V of the proposed authentication scheme satisfies the 
following condition. 

Aj n A j < V < AjUA2 
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Figure 4. The proposed scheme's authentication set V. A is the ellipse region of horizontal 
line, Ai is the ellipse region of backlash, A2 is the ellipse region of oblique line, V is the 
circular region of vertical line, and T is the blank ellipse region. 

The authentication process is described as follows. First, the local watermark W^ 
and global watermark W° are generated from the received image to form a new 
watermark W . Then, the watermark W that is composed of W^ and W° is extracted 
from the received image. Finally W is compared with W using XOR operation to 
implement the authentication, which produces the comparison results W^ '̂ and 

For the local watermark and the global watermark complement each other, the 
verification result depends on the two watermarks. When satisfying one of the 
following four conditions, the 8x8 sub-image is marked by 0, i.e. the gray region in 
Figure 5, which represents the tampered region. Here, W^^ (i, j) corresponds to the 
sub-image with size of 8x8 at position (8/, 8/), and a gray part represents a sub-
image with size of 8x8. Thus, the gray part in Figure 5(a) is marked when Condition 
(1) is satisfied, the gray part in Figure 5(b) is marked when Condition (2) is satisfied, 
and the gray part in Figure 5(c) is marked when one of Condition (3) and (4) is 
satisfied. 

Condition (1): W^^'(z',y) = 1 and W^'''(/, j + 1) = 1; 
Condition (2): W^^'O'.i) = 1 and Vs[''''\i + \J) = \\ 
Condition (3): W^^*(i, j) = 1 and W^'''(/ +1,7 +1) = 1; 
Condition (4) : W '̂̂ '(i +1, j) = 1 and W'̂ '̂O', j +1) = 1. 

0 0 " 0 

0 

0 , 

0 

0 

0 , 

(a) (b) (c) 

Figure 5. The marked sub-images. Here, a gray part represents a sub-image with size of 8x8. 

6 Security Analysis 
It is noted that a good authentication algorithm requires that the embedding process 
should not perturb the extraction of the feature watermarks, i.e. the exact extraction 
of the feature watermarks from the original watermarked image should be guaranteed. 
This property is satisfied in this paper, as shown in Eq. (8) [6,8], which makes the 
feature watermarks survive the embedding process. 
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((MxAi) /A2) xAi=M (8) 
Here, Mis a multiple of the quantization step Ai and A2<Ai. The security represents 
not only that the watermark to be embedded is exclusive, but also that the watermark 
extracted from the received image can not be forged. The former emphasizes on the 
security of the algorithm to extract the feature watermarks, while the latter takes the 
embedding algorithm's security into consideration. In this paper, the local watermark 
and the global watermark are generated from the chaotic map controlled by the secret 
key. If the attacker has not the secret key, the watermark can not be forged. 
Additionally, the DM-quantization is adopted to embed watermarks, which uses the 
dither vector and makes it more difficult to extract the watermark from the 
watermarked image or forge it. 

7 Experimental Results 
First, we authenticate the modified watermarked images without attacks and check 
the location of the modified positions. Then, we authenticate the modified 
watermarked images after JPEG compression with a quality factor of 70 and check 
the location of the modified positions. Experimental results are shown in Figure 6. 

To evaluate the performances of the proposed watermarking scheme, it is 
compared with the popular Chang's algorithm [6]. P/denotes the probability that an 
image block gives an indication of modification but not malicious attacks. The 
comparative results are listed in Table 1. By observing the comparative results of 
signal processing attacks, our scheme obviously excels Chang's scheme. 

Figure 6. Experimental results, (a), (e): two original images, (b), (f): two modified 
watermarked image, (c), (g): two authentication results with no attacks, (d), (h): two 
authentication results after JPEG compression with a quality factor of 70. 

Table 1. Comparisons of Two Schemes (Pf %) 
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8 Conclusions 
In this paper, a new semi-fragile authentication scheme with two novel feature 
watermarks is proposed. The local watermark and the global watermark are 
generated from the content of the image. The DM-quantization embedding rule 
guarantees the security of the watermarking scheme. The authentication process can 
prove that the modified content is exactly located. Simultaneously, experimental 
results show that the verification results of the proposed scheme are valid and 
satisfactory. In future work, our scheme will be further improved, including more 
simple and efficient extraction method of the feature watermark and the watermark 
embedding rule that is robust against more common signal processing attacks. 
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Abstract. Digital Rights Management (DRM) systems' interoperability is 
becoming one of the main obstacles for their wider adoption, especially from 
medium and small size users. Interoperability issues affect, among others, the 
management of content usage rules by third parties (authorities) and the 
automation of licensing procedures upon the purchase of digital content. The 
fundamental question of who is handling content licenses in the national or 
global DRM value chain is complex, with business, social and technological 
extensions. In this paper, we discuss current trends in DRM systems 
technology and business modelling and briefly present a proposal for handling 
digital content licensing. Distributed License Catalogues (DLCs). The DLC 
concept, borrowed from web engineering, makes available ("advertises") 
content or services concerning DRM functionalities, enabling multi-party 
DRM eco-systems. 

1 Introduction 

Digital Rights Management (DRM) systems appeared as a natural consequence of 
the need to electronically manage a wide range of IPR (Intellectual Property Rights) 
functionalities such as description, identification, trading, protection, monitoring and 
tracking. These functionalities should be able to be applied over both tangible and 
intangible assets including rights workflow and rights owner relationships [1]. 

DRMs are complex information systems in the sense that they highly involve 
technological, economical, business and most importantly, social factors. The first 
generation of DRM business models, as defined by the Imprimatur project [2] and 
later by lanella's vision of their information architecture [3], was offering a Ml 
range of functionalities. The first DRM implementations showed the potential of the 
technology but also some pitfalls of the complex, full functionality approach. 

Please use the following format when citing this chapter: 
Vassiliadis, Vassileios, Fotopoulos, Vassileios, Skodras, Athanassios, 2006, in IFIP Intemational 
Federation for Information Processing, Volume 204, Artificial Intelligence Applications and 
Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 689-696 
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Immature economics, lack of standards, potential misuse of user rights, prohibiting 
costs for small users, lack of appropriate legislation are some of the problems that 
need to be solved next. These primary issues naturally imposed an interoperability 
gap between different DRM implementations. This problem cannot be attributed 
solely to technology (e.g. lack of standards) but to other factors as well. For example, 
a social factor is that users are not satisfied with existing, strict usage rights policy of 
current DRM solutions [4,5]. The lack of relevant legislation, which is not matured 
in many countries, and usability are also drawbacks for DRM's wider adoption [6]. 
Most importantly, M l functionality solutions are too costly for medium and small 
users 

DRM is a relatively new technology, and as such it also faces a definition 
problem; there is no clear agreement of what DRM is "in the whole" [7]. The first 
days of the Internet saw a similar problem. The lack of standards caused a misuse of 
the term. Only when standards and architectures were placed, the Internet took the 
form we all know and use today. 

DRM systems' interoperability is becoming one of the main obstacles for their 
wider adoption, especially from medium and small size users. Interoperability issues 
affect, among others, the management of content usage rules by third parties and the 
automation of licensing procedures upon the purchase of digital content. One of the 
fundamental questions in the DRM business model is "who is handling content 
licenses in the national or global DRM value chain?". Content usage rules are 
provided by the creators/owners. The classic business model does foresee many 
authorities who are responsible for supervising the proper use of usage rules, 
however technological, political, social, legislative issues are not dealt-with in such 
multi-authority environments. Does a single authority guarantees equal management 
of rights? Should all the functionalities of an authority (licensing, monitoring and 
reporting) be handled by one organization or could they be provided by many? 
Should the DRM community learn from other similar endeavours? For example, the 
most successful on-line, single-authority model is the DNS address system. It has 
been successful in managing Internet addresses for some time now, but the managing 
organization, a US-based institution, is getting increased criticism from abroad of the 
type: "why should a foreign institution manage our internet addresses?". Digital 
rights are equally important; governments would like at least some control over the 
management of the national content. Similarly, professional associations could also 
claim the role of authorities. The same goes for private organizations. 

Having many authorities in the DRM value chain may possibly become a real 
need in the future, a need that will certainly create a whole lot of new questions of 
business, social and technological extensions. In this work, we examine a DRM 
business model where many authorities are handling digital content licensing. 
Discovery mechanisms are a critical factor to this distributed model Its wider 
adoption requires addressing, among others, problems such as publication, 
description, discovery and security. We address the discovery issue by means of 
Distributed License Catalogues (DLCs). DLC is based on a web engineering 
concept, and more particularly UDDI (Universal Description, Discovery and 
Integration) catalogues, a standard for publishing and discovering web services [8]. 
We propose a new DRM business model where content providers or associations 
may act as authorities using thematically-oriented directories, to publish licenses and 
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content rights. Although these catalogues are distributed, their architecture can be 
either client-server or Peer to Peer. 

The rest of the paper is structured as follows: section 2 briefly describes current 
technology trends in DRM systems and presents the basic DRM business model. 
Section 3 introduces DLCs while section 4 briefly discusses possible implementation 
architectures. Finally, conclusions are drawn in section 5. 

2 Digital Rights Management systems 

Complete solutions to IPR protection and management such as DRM systems have 
been proposed for the management of licenses of media content throughout its 
lifecycle [9]. Technologically, the area of DRM is unique in the sense that it involves 
many diverse sub-areas: cryptography, signal processing and information theory, e-
commerce, business modelling, legal and social aspects just to mention a few. 
Current DRM systems are complicated, expensive and inherit many of the 
shortcomings of the methods they use. They are considered however by many, a 
solution of great prospect. 

A DRM system provides a complete set of functionalities for managing IPR [7]. 
DRMs can either be stand-alone systems or part of a larger on-line selling system 
relying on licenses which specify the content usage rules. Content is distributed with 
or without licenses but it cannot be used without them. Rules can be attached, 
embedded to the content or delivered independently [10]. It is important to note that 
DRM is about digitally managing rights and not managing digital rights; modem 
DRM systems cover the full range of IPR management including the description, 
identification, trading, protection, monitoring and tracking of all forms of rights' 
usage [3,11]. 

In [12] the authors discuss two definitions for DRM systems, the narrow and the 
broad. The narrow definition refers to systems that persistently protect content using 
mainly encryption techniques. The digital content is packaged (encrypted and 
metadata enriched) and then provided through distribution channels. Users need 
special controllers (client side s/w) in order to be authenticated and gain access 
through the decryption of content. License servers may be used to manage licenses 
describing access rights and conditions. The broad definition includes the above-
mentioned functionalities and further extends rights management. It includes 
definition, management and tracking of rights (business rights, licensing, access 
tracking etc.). 

Recent attempts to deploy DRM systems have shown that their success depends 
not only on technology but business issues as well. The underlying business model, 
that is the mechanism by which a business intends to generate revenue and profits, is 
of paramount importance. The business model defines the plans to serve customers 
involving both strategy and implementation. It greatly affects, and is affected, by the 
technology used. The creator produces the digital content and provides the usage 
rules to a third party (authority) which is responsible for supervising its proper use. 
Distributors receive the content from the creators and distribute it through the 
appropriate channels (e.g. e-shops) to the end-users (buyers). In order for the buyer 
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to use the content, the appropriate license must be obtained by the authority. This 
happens after the appropriate request is sent to the authority by the buyer. The 
transaction is concluded when the authority pays royalties to the creator [2]. There is 
a plethora of DRM payment models: pay as you use, try-first buy-later, pay-per-view 
etc. Payment rules are closely connected to the way the content is supposed to be 
used and as such they are described by rules. 

3 Supporting many Authorities with DLCs 

Suppose that in the, not so distant, future the national or international legislation 
permits associations, companies or even single users to act as authorities for content 
they have created or they own. Although it is obvious that most of these authorities 
would not be able to provide the full functionaHty of an authority as described in the 
previous section, they could provide at least some kind of licensing services and 
accept payments (through integrated e-banking solutions). Overlooking the huge 
poHtical, cultural and social implications which are not within the scope of this work 
to analyze, the question of the most efficient technology that will support such a 
model, naturally arises. 

Traditionally, network applications have relied on client-server as their core 
technological model. Classic DRM designs of the past decade rely on such a model 
especially when dealing with Authority-related transactions. But what happens when 
authorities are dispersed in cyberspace and are heterogeneous in their interface 
configurations? In such a case users should be equipped with agents capable of 
performing Application-to Application (A2A) operations in order to ease interaction 
with different providers and authorities. Creators and distributors will be able to 
cooperate with different Authorities. The peers of such a network will be able to 
provide different services (functionalities) of a DRM system on-line. This model 
resembles more to the Service-Oriented [13] or, somewhat lesser, to the Peer to Peer 
[14] computing models than the client-server one (figure 1). 

Service-Orientation supports the development of applications as if they were a 
connected network of functionalities (services) available, in a network-enabled 
environment, within and across different organizations. Services, the building blocks 
of Service-Oriented systems, may be made public, searched, reused and combined to 
form complex business processes while in the same time retaining a significant level 
of flexibility. This computing model will hopefully enable the transition of the 
software industry into a service industry. 

Among the many technological questions that need to be answered in such a 
configuration is how to implement an efficient discovery mechanism, a critical factor 
to the overall utility of the scheme. Since there are many Authorities, Creators and 
Distributors on-line along with numerous digital content repositories, how can a user 
find the appropriate service/license/content? The same question was posed to the 
Web Engineering community when different software vendors made available on
line their web services. Web service registries are helping to narrow down the 
negotiation and searching time needed for service discovery. Their basic concept 
lays in the matching mechanism of the contractual and technical profile of the query 
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to that of the services. In order for the searching procedure to be fast and more 
importantly automatic, information needs to be machine-processable. At present, 
Web services are mainly advertised in catalogues which are based on the Universal 
Description, Discovery and Integration standard - UDDI [8]. UDDI has become the 
predominant technological environment for service discovery. A large number of 
such centralized registry/repository implementations for intra-enterprise 
communication, each focusing on registering services of interest to respective 
groups, are anticipated. Besides UDDI, decentralized approaches based on Peer-to-
Peer have been proposed in order to achieve increased fault-tolerance behaviour 
[15]. 

Fig. 1. A multi-party DRM eco-system 

In this work we propose a similar conceptual approach. Among other services, 
digital content licensing is supported by Distributed License Catalogues (DLCs). 
DLCs are catalogues, actually registries or indexes that make available ("advertise") 
content or services concerning DRM functionalities, interfaces, creators, pricing etc. 
A DLC may be used by different nodes (creators and authorities alike) hosting a total 
DRM solution or providing a subset of DRM functionalities. New DRM business 
models can be supported where content providers or associations may act as 
authorities using centralized and thematically-oriented directories, to publish licenses 
and content rights. The structure of these registries should follow some kind of a 
standard following the example of UDDI. 
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4 The DLC Architecture 

The problem facing the multi-party DRM eco-system is that each node (organisation) 
probably provides a different (or slightly different) set of monitoring and 
management services for its content. This diversity in services that actually provide 
the same core functionality (e.g. user tracking) is a natural consequence of the 
diversity between organisations. For example, different corporate culture and 
strategic goals may lead to different implementations of asset management services. 
Diversity stems from the diversity of media and metadata types used also; different 
representation of media artefacts include structured documents, still or moving 
images, audio and 3D or virtual reality objects. Representation is closely connected 
to the encoding method used for compressing digital data. New compression 
standards such as JPEG2000 and MPEG4 offer many build-in IPR management 
characteristics that modem DRM systems (and their respective services) should be 
able to exploit. Therefore, each node (or sets of nodes) in the aforementioned 
distributed scheme should provide a version of some of the core services. Core 
services can be coordinated using workflow management to build a larger, more 
complicated service. Services may also use digital artefacts from different 
repositories; for example, a user designs a multimedia presentation using digital still 
images from node A and small digital video clips from node B. DLCs publishing 
services and information of nodes should provide the starting point for such complex 
operations. 

The DLC concept is about publishing service and artefact information and not 
about organisation and storage. For this reason it uses only semantics, that is 
metadata descriptions for services and artefacts and one multilayer ontology scheme 
for cross-searching like the one proposed in [16]. The DLC sits on top of the storage 
implementation giving birth to a 4-tier model, in contrast to the 3-tier models of web 
systems (figure 2). The DLC metadata are used to describe license information, 
media artefacts descriptions and available services from the current vendor using a 
UDDI-like structure. The multi-layer ontology scheme is used, on one hand for faster 
local searching and on the other, for facilitating service/content composition using 
information from other nodes. It can also be effectively used when a node is 
comprised by a set of sub-nodes (e.g. in the case of a portal). Similarly to the 
approach described in [16], our approach introduces a three layer semantic 
description of node contents (i.e. digital artefacts and services): the Upper Ontology 
layer, describes the basic concepts of the domains of knowledge of the 
content/services, a set of description ontologies (Domain layer) represents a more 
detailed description of each domain and the Semantic layer where the different 
semantic description of the cooperating nodes or sub-nodes lays. The proposed 
indexing scheme includes additional mapping information between the ontologies in 
the three layers providing the necessary information to search engines in order to 
navigate inside the ontology-based index. 

Similar to web service discovery, we foresee two approaches for utilising the 
distributed DLC architecture: centralised and decentralised. In the centralised 
approach (actually the client-sever model) services, content or information about the 
content (usage rights) are registered in the DLC repository and clients are able to 
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search it in order to find the appropriate solution. Unlike UDDI, the information in 
DLCs should not be made public; only authenticated users should gain access to 
information. A multi-level security scheme should provide different access rights to 
different users. In general, the client-server model suffers from performance 
bottlenecks when too many users search the same registry at the same time. The 
classic approach to add more servers or use load balancing techniques is not an 
efficient (or cost effective) solution. DecentraHsed approaches for service and 
information discovery have already been proposed by large software vendors. 
Approaches based on P2P infrastructures are gaining popularity in the Web 
Engineering field. For example, decentralized Web Services discovery uses either a 
structured or unstructured P2P infrastructure, although some hybrid solutions have 
appeared as well (e.g. super-peers). Unstructured P2P systems like Gnutella, define 
neighbours of peers in an ad-hoc manner and as such, they are appropriate for 
highly-transient peer populations communication [14]. Due to the lack of any 
structure, location mechanisms face significant problems relating to availability, 
scalability and persistence. Nevertheless, peers enjoy a large degree of autonomy. 
Similarly, discovery mechanisms in distributed DRM models may rely on P2P 
infrastructures reducing bottleneck problems. 

3̂ ^ tier-

Fig. 2. 4-tier node architecture and a snapshot of a DLC multilayer ontology scheme. 

5 Conclusions 

The need for Digital Rights Management systems is greater than ever as copyright 
protection is becoming an important issue for organizations that create, use and 
distribute digital content through e-commerce channels. This work provided a 
general discussion of current DRM technological trends and pin-pointed some 
problems arising at a social, political and business level from their use. A new 
concept, namely DLCs were proposed as a solution for managing a highly 



696 Artificial Intelligence Applications and Innovations 

distributed ecosystem of creators, authorities and users. DLCs were described here at 
a conceptual level and many details need to be determined even before deciding if 
they are a viable solution. However, the main idea behind this concept is to move 
beyond monolithic architectures that are inflexible and costly, towards Service-
Oriented DRM systems. 
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Abstract. AXMEDIS project (Automating Production of Cross Media Content 
for Multi-channel Distribution) is partially funded by the European 
Commission to create an innovative technology framework for the automatic 
production, protection and distribution of digital cross-media contents over a 
range of different media channels including PC (on the internet), PDA, kiosk, 
mobile phones and i-TV (interactive-TV). The AXMEDIS project has 
proposed a set of integrated solutions and technologies that covers data model 
and DRM. This paper presents a brief introduction to the AXMEDIS 1ST FP6 
EC project, while discussing the new functionalities enabled by the 
AXMEDIS architecture and solution in terms of interoperable content and 
DRM among different distribution channels. For further details on the 
AXMEDIS project, see the project website at www.axmedis.org. 

1 Introduction 

In the evolving scenario of the digital content market, final users are asking content 
distributors for more functionalities to be exploited on the acquired content. At present, the 
simple solutions already available on the market such as i-Tune or Microsoft Media based 
solutions are mainly related to business models and DRM (Digital Rights Management) 
mechanisms, allowing to exploit a number of limited rights on the acquired digital content. 
For instance, they could limit the content usage in the platform the content has been bought 
with or they could have a limited flexibility in porting the content on CDs (limited number of 
burnings, etc.), some limitations when it comes to copying the content (e.g., for a limited 
number of times) or other devices (e.g., from one i-Pod to another), etc. This is the beginning 
of a new era, when users are becoming more and more interested in acquiring digital content 
which can be really exploited on several different devices and tools, in comparison with what 
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the users can do with the traditional physical media. A good analysis of the Traditional Rights 
Usage (TRU) has been carried out by DMP (Digital Media Project), http://www.dmpf.org/. 
see [1] for a comparison of DMP and AXMEDIS. In fact, consumers are setting out to acquire 
digital content that can be freely moved from one device to another at their homes, be passed 
into their children's hands when needed, be transferred on their mobile smartphones or into 
their cars, be collected in a house Media Center, etc. 

In order to satisfy these needs, several challenges have to to be solved such as flexible 
Digital Rights Management, dynamic content adaptation, content modeling, content 
production on demand, content licensing, content interoperability, DRM interoperability, 
license processing, etc. 

With this aim, AXMEDIS 1ST FP6 integrated project of the European Commission 
(Automating Production of Cross Media Content for Multi-channel Distribution) has been 
started up in September 2004. One of the main objectives of AXMEDIS is to create and 
exploit innovative technological framework for automatic production and distribution of 
cross-media contents over a number of different distribution channels (e.g., networked PC, 
PDA, kiosk, mobile phone, i-TV, etc) with DRM (Digital Rights Management). The 
AXMEDIS consortium consists of leading European digital content producers, integrators, 
aggregators, and distributors, together with information technology companies and research 
groups fhttp://wWW.axmedis.org. [2]). 

2 AXMEDIS Main Features 

In AXMEDIS a set of tools for content production, processing, protection and management 
has been produced. The main functionaHties of the AXMEDIS tools include: 
• Automated content gathering/crawling from legacy content management systems: 

ODBC, XML, ORCALE, MSSQL, MySQL, etc., [2]. 
• Content management database supporting the storage and access to AXMEDIS content 

(MPEG-21, any digital resource, etc., [2]) via a large set of metadata for each object 
called AXInfo, plus Dublin core, etc. Any other metadata format can be managed by the 
AXMEDIS metadata editors and tools. Different descriptors and metadata can be added 
into the AXMEDIS flexible model. 

• Automated content processing, processing metadata and digital resources, extracting 
fingerprint, watermark, content synchronization, adaptation (change in resolution and 
format. Transcoding, etc.), coding/decoding, estimation of descriptors, license production 
and processing, content protection, publication, packaging, formatting, loading/saving, 
etc. These features are provided by means of AXMEDIS Editors and via the so-called 
AXMEDIS Content Processing GRID which is based on and a specific AXMEDIS 
extension of ECMA Script language [3]. It is a scalable solution for automating and 
accelerating all the phases of content processing, also integrated with Open Flow 
workflow. 

• Editing AXMEDIS objects with a set of authoring tools. It is based on the AXMEDIS 
Object Model, called AXOM and extending MPEG-21 [5], and all the modules and tools 
to manipulate and create AXMEDIS objects and related information and digital resources 
such as: (i) a resource hierarchy viewer and editor, (ii) a visual and behavioral viewer and 
editor to show/manipulate visual and time aspects of digital resources, (iii) a DRM 
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viewer and editor, (iv) a protection information tools, (v) a set of plug-ins to use 
algorithms for content processing, (vi) a set of plug-ins to allow the integration of 
AXMEDIS Editor within other editing and viewing applications, (vii) a set of internal 
viewers and players for digital resources such as document, images, video, audio 
resources, etc., for more than 300 different file formats. 

• Viewing and playing AXMEDIS objects with specific tools that support large set of 
possible digital resources, together with different business and transaction models. At 
present mainly on PC, while the same tools will be available on MAC, Linux, PDA, and 
maybe on mobiles. The current players are also usable as plug-in of Internet Explorer 
(ActiveX) and Mozilla. 

• Automating distribution solutions at B2B level supporting both P2P and Client/Server 
models, automating publication and download of digital content from and to a P2P 
network for B2B distribution. 

• Automating distribution solutions at B2C levels supporting both P2P and Client/Server 
models. Any third party distribution tool and solution can be used to distribute 
AXMEDIS content on their distribution channels. The usage of the AXMEDIS tools to 
realize different distribution channels and business models has already been tested: 
satellite data broadcast, Internet, cellular networks, wireless from kiosks, etc., to reach 
devices such as: i-TV PC, PC, PDA, mobiles, etc. 

• Authentication, registration and certification of users and tools. 
• Supervision and control of the exploitation of licensed rights by means of the AXMEDIS 

Certifier and Supervisor (AXCS) and the AXMEDIS Protection Manager Support (PMS). 
All the above functionalities are available by means of a set of tools, libraries, solutions, 

guidelines, etc., that belong to the AXMEDIS Framework, AXFW (the specification is 
accessible on www.axmedis.org ), [2]. The AXFW contains the necessary tools to set up 
distribution channels and make them interoperable. The AXFW includes: requirements, test 
cases, use cases, content for validations, general documentation of AXMEDIS tools and 
supports, source code, guidelines for source code production, state of the art analyses, market 
analyses, comparison with other technologies, guidelines on content production and 
distribution, tutorials on content protection, tutorial on AXMEDIS tools, etc. It is possible to 
get access to the AXMEDIS Framework by means of subscription/affiliation. Specific events 
are organised to present AXMEDIS technologies. Further information is available online at 
the project website, www.axmedis.org Furthermore, the AXMEDIS consortium will grant the 
sum of 1 Million Euro by means of a European competitive call to companies and research 
institutes interested in developing real solutions by exploiting AXMEDIS technologies. 

3 AXMEDIS Model Flexibility 

In order to guarantee interoperability of content and DRM, the most relevant aspect has to do 
with content model. In AXMEDIS several different content models can be adopted and the 
AXMEDIS tools may support all of them. As a general rule, the relevant elements of any 
protected digital content are digital resources, metadata, any kind of information needed to 
unprotect the objects and their related license. In AXMEDIS these elements may be managed 
in an independent way: 

Metadata as AXMEDIS Information, AXInfo: 
• Identification information, object unique ED, distributor ID, etc. 
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• Classification information also for indexing: Dublin core, etc. 
• Descriptors, MPEG-7, for indexing, etc. 
• References to content owner, to distributor, etc. 
• Potential available rights, PAR, formalised in MPEG-21 REL. 
• Etc. 

Digital Resources: 
• Any digital information: images, doc, txt, video, game, application, file, audio, 

etc. 

• Hierarchy of digital resources according to MPEG-21 Digital Item model. 
Protection Information, Prot.Info (IPMP information): 

• What should be done to get access to a given information/resource. 

• Tools used, their parameters, etc. 

• extended version of MPEG-21 IPMP. 
License: 

• Which rights are provided, who is the recipient, which conditions, etc. 

• MPEG-21 REL compliant, with some specific profile. 

Usually, metadata and digital resources are combined in different ways, according to the 
production model used. In some cases, some metadata and/or digital resources are protected, 
whereas other ones may be left accessible, meaning unprotected. These combinations allow to 
create a complex content with promotional information and resources as well. The 
combination of metadata and digital resources is typically called the "Content". 

In many DRM models, the content is protected and the specific Protection Information 
(which is called 'IPMP information' in some models like for istance MPEG) is stored to allow 
any opening of the object; the simpler solution is the key to decrypt the encrypted object. In 
AXMEDIS, the Protection Information can be both a complex set of instructions with the 
related protection tools to unprotect the object and also each single digital resource, beginning 
with the stream and/or the file on the disk. 

The License is a sort of digital contract between the one who is selling the content 
(providing access to some specific set of rights) and the other party who is going to use/exploit 
them. It codes in some way the business model, and includes the rights which can be exploited 
by the users on a specific content, and it is formalized in some formal and consistent language 
such as ODRL (OMA), XrML, MPEG-21 REL, as in the AXMEDIS. The language is based 
on a dictionary of terms for defining the semantics of rights and related constraints (such as 
MPEG-21 RDD). In AXMEDIS, each license is assigned to a user, or to a group of them, or to 
a device or to a domain/set of devices. Any kind of business model can be implemented: pay 
per view, monthly rate subscription, all you can eat, pay per renting, pay per print, pay per 
stream, download, burning the CD, transcoding for migrating content on different devices or 
distributing them on different channels, etc. Supporting different constraints (number playing, 
temporal windows in which can be seen, expiration date, etc.) and additional features such as 
massing copies, building a collection, preview without paying, try and buy, etc. Before 
providing the Protection Information to open a given digital resource, the related Grant of the 
License has to be estimated to verify if the user has the right to get access to those content-
related functionalities. 

Each Grant of a given license may depend on the grants in other Licenses. For instance, a 
distributor may have received a License A for sublicensing (producing Licenses B) to its 
customers. On such grounds, each grant of License B is estimated if and only if the License A 
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is accessible and can be positively processed, for instance on a License Server. This model 
produces a chain of Licenses that can be located in one or more servers. 

In some solutions the Licenses and/or the Protection Information are cached on the device 
in some hidden location. This solution is a way to allow the exploitation of rights, when the 
device is not connected to the License Server, at the expenses of the security level. 

The Protection Information and the License can be managed in different ways with respect 
to the metadata and digital resources. Mainly, three different models are possible: 

Open Model: the Content is protected and the Protection Information is produced, while 
several different Licenses can be produced according to the business models and to the final 
users (see Fig.l). The Distributor has to produce a License for each final user or a group of 
them. Therefore, if the Distributor has O objects and U users, it may have 0*U Licenses and 
only O Protection Information, one for each object. This model is suitable for P2P distribution, 
since the Objects can be freely distributed and when the user is interested in opening/playing 
one of them, he/she has to acquire a License which is the only way to obtain access to the 
Prot.Info. 

([Jcense Mode, 

License 
Production (P 

Fig. 1. Open Model (the copyrights of this figure belong to DSIAXMEDIS) 

Governed Object: the Content is protected including the License inside. On such 
grounds, each object should be produced for each user. Therefore, if a Distributor has N 
objects and U users, it has to produce N*U Objects and Protection Information. This solution 
is very expensive to be realized, since the N*U Objects take a lot of space. In this case, for 
managing the same number of objects of the Open Model, a space larger U times is needed. If 
the needed number of objects is not produced the License is not associated with the User and it 
is larger and less precise, while the Objects can be passed on to other Users of the same group, 
or as a limit case the user in the License included is anonymous. This decreases the security 
level of the solution. This model is not suitable for P2P distribution, since the objects contain 
personal information about who bought them. 

Augmented License: the Content is protected and the Protection Information is produced, 
while several different Licenses can be produced according to the business models and to the 
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final users .Each License contains the Protection Information. The Distributor produces a 
License for each final user or for a group of them. Therefore, if the Distributor has O objects 
and U users, it may have C^U Licenses. This model is suitable for P2P distribution since the 
Objects can be freely distributed and when a user is interested in opening one of them, he has 
to acquire the License. This model presents more risks than the Open Model since the License 
contains the protection information and frequently the License has to be visible and accessible 
to the final user. 

Fig. 2. Processing Licenses (the copyrights of this figure belong to DSIAXMEDIS) 

In AXMEDIS, the distributors and in general the producers of protected objects are free to 
decide which model they prefer to adopt, according to their business and transaction models. 
The Open Model is most flexible and it allows to manage in an independent way the chain of 
licenses and the management of the Protection Information (see Fig.2). To this end, the 
AXMEDIS Protection Manager Support (PMS) and the AXMEDIS Certifier and Supervisor 
(AXCS) are provided. 

The AXCS collects and maintains the information regarding the registered objects, users, 
devices, etc., and therefore it allows the management of black lists. It also stores the Protection 
Information of each protected object, resource and the list of actions performed on them, the 
so called Action Log database. Each Action describes an action performed on a given 
content/resource, by a given user, on the basis of a given license, etc. The whole set of Action 
Logs allows to produce the reporting to Distributors, to Content Providers, to Collecting 
Societies, etc., and also the production of statistics on the use of digital content per area, per 
device, per genre, per type, per sex, per device type, in a given period, etc. 

The PMS is a License Server that maintains the database of Licenses and it is capable of 
processing chains of them for evaluating the Grants. 
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Per channel and/or area 

9 

Fig. 3. AXMEDIS Multichannel (the copyrights of this figures is of DSIAXMEDIS) 

The AXMEDIS architecture supports multichannel and interoperability by allowing the 
migration of content from different devices and among different channels. Such different 
channels may have their specific devices and business models and their specific DRM 
solutions. Each of them can be a customization of MPEG-21 REL or OMA ODRL. This 
means that the different PMS/AXCS managing the different geographic areas or channels 
have to communicate one another to exchange information about the: Actions Log, registered 
objects, Protection Information, Licenses, etc. In addition, the local AXCS has to provide 
access to the whole information stored in the Action Logs related to the usage of a given 
content or to a given content owner or distributor. The flow of this information is the most 
important problem concerning the interoperability of content and DRM. It has to put up with 
any possible failure of some PMSs or AXCSs. 

4 Conclusions 

AXMEDIS architecture and tools are a solution to automate, accelerate and restructure 
production and protection processes. This paper described a single aspect of the whole 
AXMEDIS architecture and framework design which is going to address many other problems 
and critical points. AXMEDIS framework can support data gathering from accessible Content 
Management Systems, transfoim legacy digital content in AXMEDIS objects, content 
authoring, and it can process them in the production, preserving security level along the whole 
value chain and therefore creating a perfect environment for content production, protection 
and distribution at both B2B and B2C levels. AXMEDIS solution is mainly based on MPEG-
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21 model and it provides and stimulates the usage and the exploitation of the developed 
features for creating many AXMEDIS compliant tools and solutions, while making the core 
aspects and solution accessible in the form of AXMEDIS Framework. More technical 
information and/or how to make registration or submit affiliation to the AXMEDIS can be 
found on www.axmedis.org 
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Abstract A computer aided diagnosis system aiming to classify liver tissue 
from computed tomography images is presented. For each region of interest 
five distinct sets of texture features were extracted. Two different ensembles of 
classifiers were constructed and compared. The first one consists of five 
Neural Networks (NNs), each using as input either one of the computed 
texture feature sets or its reduced version after feature selection. The second 
ensemble of classifiers was generated by combining five different type of 
primary classifiers, two NNs, and three ^-nearest neighbor classifiers. The 
primary classifiers of the second ensemble used identical input vectors, which 
resulted from the combination of the five texture feature sets, either directly or 
after proper feature selection. The decision of each ensemble of classifiers was 
extracted by applying voting schemes. 

1 Introduction 

Computer-Aided Diagnosis (CAD) systems, for the characterization of liver tissue, 
attract more and more attention, in order to assist clinicians in diagnosis, and reduce 
the number of required biopsies. Various approaches, most of them using ultrasound 
B-scan and Computed Tomography (CT) images, have been proposed based on 
different image characteristics, such as texture features, and fractal dimension 
estimators combined with various classifiers [1], [2], [3]. Texture analysis of liver 
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CT images based on Spatial Gray Level Dependence Matrix (SGLDM), Gray Level 
Run Length Method (GLRLM), and Gray Level Difference Method (GLDM) has 
been proposed in [4], in order to discriminate normal from malignant hepatic tissue. 
Texture features from SGLDM have been applied to a Probabilistic Neural Network 
(P-NN) in [5] for the characterization of hepatic tissue (hepatoma and hemangioma) 
from CT images. Additionally, SGLDM based texture features fed to a system of 
three sequentially placed Neural Networks (NNs) have been used in [6] for the 
classification of hepatic tissue into four categories. 

The principal aim of the present paper is to assess the potential of ensembles of 
classifiers in the development of a CAD system able to discriminate four hepatic 
tissue types; normal liver (CI), hepatic cyst (C2), hemangioma (C3), and 
hepatocellular carcinoma (C4) from CT images. 

2 Methodology 

The generic design of a CAD system is presented in Fig. 1. Regions of Interest 
(ROIs) drawn by an experienced radiologist on CT images were driven to a feature 
extraction module, where five different texture feature sets were obtained. The full 
feature sets or their reduced versions obtained after proper feature selection in the 
feature selection module, were fed to two alternative ensembles of classifiers (EC). 
The primary classifiers of the first ensemble (ECl) were generated by applying a 
single learning algorithm to different data sets, while the classifiers of the second 
ensemble (EC2) were generated by using different learning algorithms on the same 
data set. The predictions of the primary classifiers of each ensemble were combined 
using appropriate voting schemes. 
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Fig. 1. Generic design of CADI ... CADS 

2.1 Image Acquisition 

Abdominal non-enhanced CT images with a spatial resolution of 512 x512 pixels and 
8-bit gray-level at the W150+60 window taken from both patients and healthy 
controls were used. The diagnosed hepatic lesions from patients with C2, C3, and 
C4, were validated by needle biopsies, density measurements, and the typical pattern 
of enhancement after the intravenous injection of iodine contrast. The position, size 
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and extent of the lesions were defined in CT images by an experienced radiologist. A 
total of 147 free-hand ROIs were sampled and distributed into three disjoint data sets 
(training, validation, and testing), as presented in Table 1. 

2.2 Feature Extraction 

In the feature extraction module, five sets of features were calculated for each ROI. 
Table 1. Distribution of the available samples in training, validation, and testing set 

Training Set Validation Set Testing Set 
Normal (CI) 42 17 17 
Cyst(C2) 11 4 4 
Hemangioma (C3) 16 6 6 
Hepatocellular Carcinoma (C4) 14 5 5 

2.2.1 First Order Statistics 
Features from FOS [7] are easily computed from the intensity function of the image. 
In our study, six features were calculated for each ROI: average gray level {avgpos), 
standard deviation (stdfos), entropy (entfos), coefficient of variation (cVfos)> 
skewness iskfos)> kurtness (kurpos)-

2.2.2 Spatial Gray-Level Dependence Matrices 
Texture characteristics can be derived from SGLDM of the ROI [7], [8]. The features 
calculated in our experiments are: angular second moment (asmsoLDM), contrast 
(corisGLDM), correlation (corsGiDM), variance (varsoLDM), inverse difference moment 
(idmsGLDM), entropy (entsoLDM), homogeneity (hgsGLDM), cluster tendency {CUSGLDM)' 
The features were calculated for intersample spacing of 1, 2, 4, 6, 8, and 12 pixels. 
For each value of intersample spacing, the feature values are computed by averaging 
over four uniformly distributed angular directions, 0°, 45°, 90°, and 135°. Thus, a 
total of 48 texture characteristics were obtained through SGLDM for each ROI. 

2.2.3 Gray-Level Difference Matrix 
Application of the GLDM to each ROI results in a 20-dimensional feature vector. 
Five texture features, were extracted based on the gray level difference density 
function [9]: contrast {coriGLDM)* mean value (mriGLDM)' entropy {entGLDM)> inverse 
difference moment {idwiGLDM), angular second moment {asniGLDM)^ These features 
were calculated for distances of 1, 2, 3, and 4 pixels. The final feature value for each 
distance was computed by averaging over the feature values corresponding to the 
four angular directions. 

2.2.4 Laws' Texture Energy Measures 
Laws' TEM are derived from three simple vectors of length three [10]. In our study, 
the following four Laws' zero-sum masks were used: L5E5 = L5^E5, E5S5 = -E5^S5, 
L5S5 = L5^S5, R5R5 = R5^S5. After convolving each ROI image with each of the 
four masks, the following measures were calculated: Sum of absolute values/# of 
pixels {asTEhd), sum of squares M of pixels (SSTEM), entropy {entjEM)' Thus, twelve 
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Laws' energy measures (4 masks x 3 statistics per mask) are calculated for each 
ROI. 

2.2.5 Fractal Dimension Texture Measurements 
For each ROI, a 3-dimensional feature vector is estimated from the FDM. The 

components of the feature vector correspond to the parameters Hlpj^j^, 

^^FDM' H^FDM' of the multiresolution fractal feature vector [3]. 

2.3 Feature Selection 

For the purpose of feature selection, a GA based on [11], was used in the present 
paper. The algorithm makes use of a randomly created initial population of Â  
chromosomes. Each chromosome is a binary mask, with 1 indicating that the feature 
is selected, and 0 that the corresponding feature is omitted. The chromosomes are 
mated, with possibility depending on their fitness, in order to propagate their genetic 
material to their offspring. N/2 pairs of chromosomes are selected using the elitist 
selection method. The selected chromosomes are mated using the two-point 
crossover (crossover probability, P^). The mutation genetic operator (mutation 
probability, P^ ) is applied in order to switch the value of chromosome bits. Thus, a 
new chromosome is produced replacing the old one. The fitness function is estimated 
for the new population, and the best results are stored. The procedure is repeated for 
a number of A'G generations. The maximum squared Mahalanobis distance was used 
as fitness function [6]. Since the number of selected features is not taken into 
account in computing the fitness function, a "penalty" function for feature sets 
exceeding a given dimensionality threshold was applied. Thus, the corresponding 
individuals were assigned a fitness value equal to 50% of the average population 
fitness. The GA was run for a dimensionality threshold equal to ten [6]. The GA 
parameters were: N = 200, NQ = 250, P^ = 0.8, and P^ = 0.008. 

2.4 Classification 

The estimated texture features sets were applied to either of two different ensembles 
(ECl and EC2) of classifiers. ECl was constructed by combining five Multilayer 
Perceptron NNs (MLP-NN), each trained with one out of the five distinct texture 
feature sets, while EC2 was constructed by combining one MLP-NN, one 
Probabilistic NN (P-NN), and three Nearest Neighbor (^-NN) classifiers, each 
trained with the combination of the five computed texture feature sets. For each 
ensemble of classifiers the final decision was generated by combining the outputs of 
the corresponding primary classifiers through appropriate voting schemes. 

2.4.1 Multilayer Perceptron Neural Network 
The MLP-NN classifier [12] used in this study is based on a feed-forward NN 
consisting of one input layer with a number of input neurons equal to the number of 
features fed into the NN, one hidden layer with variable number of neurons, and one 
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output layer consisting of two output neurons, encoding the different types of liver 
tissue (00=C1, 01=C2, 10=C3, and 11=C4). The MLP-NN was trained, using the 
training set, by the batched Back-Propagation (BP) algorithm with adaptive learning 
rate and momentum [12]. Moreover, the optimal number of hidden neurons, as well 
as the appropriate values of momentum and initial learning rate were estimated using 
a trial-and-error process, until no further improvement of classification accuracy in 
the validation set could be obtained. 

2.4.2 Probabilistic Neural Network 
The P-NN performs interpolation in multidimensional space [1]. The P-NN consists 
of one input layer, with number of neurons equal to the number of used features, a 
hidden layer, a summation unit layer, and an output layer. In order to classify a ROI 
the corresponding feature set is applied to the input layer and then into the hidden 
layer, followed by the summation layer. Finally, the neuron in the output layer 
classifies the ROI into the class with the highest probabilistic density function. The 
applied training procedure is the same as in the case of the MLP-NN classifier. 

2.4.3 k-Nearest Neighbor Classifier 
The ^-NN classifier identifies the k nearest neighbors to the feature vector to be 
classified from the training set based on a distance measurement of the vectors. The 
feature vector is classified to the most frequent class occurring in the set of neighbors 
[13]. In this paper, a i-NN classifier along with two w^-NN (modified ^-NN, k>l, 
classifiers), wA:/-NN {2<ki<5) and m/c2-NN (6<A:2<9), have been developed 
[13]. The mk-W^ classifiers differs from the ^-NN, in that the classification result is 
based both on the frequencies of the classes occurring in the set of neighbors, and on 
the distances of the neighbors from the feature vector, 

2.4.4 Voting Scheme 
A plurality and a weighted voting scheme were used to combine the predictions of 
the primary classifiers of ECl and EC2 [14]. According to the plurality voting 
scheme, each primary classifier gives a vote for its prediction. The prediction 
receiving the most votes is the final prediction. According to the weighted voting 
scheme, the primary classifier predictions are averaged by taking into consideration a 
set of weights, with which the classifiers participate in the final prediction. 

2.5 CAD System Architectures 

Five alternative architectures (CADI, ..., CAD5) were developed based on the 
generic design of the CAD system presented in Fig. 1. CADI and CAD2 were 
constructed using ECl, while CAD3, CAD4, and CADS were based on EC2. In 
CADI (Fig. 3(a)), each of the full-dimensional FOS, SGLDM, GLDM, TEM, and 
FDM feature sets, estimated in the feature extraction module, is fed into one of the 
five primary classifiers of ECl. CAD2 (Fig. 3(b)) differs from CADI in that feature 
selection is applied to the feature vectors estimated from SGLDM, GLDM, and 
TEM, since they have high dimensionality. In CAD3 (Fig. 3(c)), each primary 
classifier uses as input the 89-dimensional feature set, which results from the 
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combination of the Ml-dimensional FOS, SGLDM, GLDM, TEM, and FDM 
features sets. CAD4 (Fig. 3(d)) differs from CADS in that feature selection is applied 

Feature Extraction 
Module 

Classification Module 
(ECl) 

Liver 
' Tissue 

Class 

CT Image 

Feature Extraction 
Module 

One-step Feature 
Selection 

Classification Module 
(ECl) 

•H MLP-NNl 1 

TEM I^Tpeature SelectioiTI-H M L P - N N T T -

_ H MLP-NN5 | -FDM 

Feature Extraction 
Module 

Liver 
Tissue 
Class 

(b) 
Classification Module 

(EC2) 

CT Image 

MLP-NN 

P-NN 

7-NN 

wA;rNN 

w^2-NN 

Feature Extraction 
Module 

(c) 
One-Step Feature 

Selection 

Liver 
" • Tissue 

Class 

Classification Module 
(ECl) 

Liver 
' Tissue 

Class 
CT Image 

Feature Extraction 
Module 

Two-step Feature 
Selection 

r>C 

CT Image 

PCS 

SGLDM 

GLDM 

>[ 

K 
Feature Selection 

Feature Selection 

L > | TEM [•[ Feature SelectioiTT-

>\ FDM "~[ 

Classification Module 
(EC2) 

p | M L P - N N " ] ~ ^ | 

Feature 
Selection 

P-NN 

;-NN 

U w/ti-NN 

mk2-NN 

> 
> 
> 

(e) 

Liver 
Tissue 
Class 



Artificial Intelligence Applications and Innovations 711 

Fig. 2. Architecture of (a) CADI, (b) CAD2, (c) CAD3, (d) CAD4, and (e) CADS 

to SGLDM, GLDM, and TEM feature sets prior to the combination with the full-
dimensional FOS and FDM feature sets. The selected SGLDM, GLDM and TEM 
features are identical with the ones applied in CAD2. CADS (Fig. 3(e)) differs from 
CAD4 in that further feature selection is applied to the 30-dimensional feature set 
used by CAD4. The resulting 12-dimensional feature set provides input to each 
primary classifier of EC2 (CADS). A plurality or weighted voting scheme extracts 
the fmal decision for each of ECl and EC2. 

3 Results and Discussion 

In order to find the best performing CAD, the achieved classification rates of CADI, 
..., CADS in the testing set were comparatively assessed, along with their behavior to 
all the available datasets. All classification performances of the base classifiers and 
the ensembles of ECl (CADI and CAD2) and EC2 (CAD3,..,CADS) are presented 
in Tables 2 and 3, respectively. Based on Tables 2 and 3, it is observed that the 
primary classifiers of EC2 in CAD3, CAD4, and CADS classify better the liver 
regions, compared to the primary classifiers of ECl in CADI, and CAD2. CAD2, 
which uses ECl, and is the best of CADI and CAD2, achieved a classification 
performance in the testing set equal to 90.63%. This performance is slightly less than 
the best performance (93.75%) of CAD3, CAD4 and CADS which use EC2 and was 
achieved by CADS. Furthermore, CAD2 with weighted voting scheme performs 
quite balanced in the datasets, while CADS had a quite unbalanced behavior. Thus 
the best architecture is CAD2 with weighted voting scheme. 

Table 2. The individual and total classification performances of ECl (CADI, CAD2) 

Classifier 

MLP-NNl 
MLF-NN2 
MLP-NN3 
MLP-NN4 
MLF-NN5 

Validation Set (%) 
CADI 
90.63 
65.63 
65.63 
87.50 
65.63 

CAD2 
(90,63) 
71.88 
65.63 
84.38 

(65.63) 

Testing Set (%) 
CADI 
87.50 
62.50 
53.13 
81.25 
59.38 

CAD2 
(87.50) 
56.25 
43.75 
90.63 

(59.38) 

Classifier Combination 
PluraHty Voting Scheme 
Weighted Voting Scheme 

90.63 
93.75 

93.75 
93.75 

78.13 
87.50 

78.13 
90.63 

Table 3. The individual and total classification performances of EC2 (CAD3, CAD4, CADS) 

Classifier 

MLP-NN 
P-NN 
1-NN 
mkpNN 
mk2-NN 

Validation Set 
CAD3 
81.25 
93.75 
90.63 
90.63 
87.5 

CAD4 
90.63 
96.88 
96.88 
93.75 
90.63 

(%) 
CADS 
71.88 
90.63 
78.13 
78.13 
84.38 

Testing Set 
CAD3 
81.25 
81.25 
68.75 
84.38 
84.38 

CAD4 
90.63 
81.25 
75.00 
87.50 
87.50 

(%) 
CADS 
81.25 
90.63 
78.13 
93.75 
90.63 

Classifier Combination 
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Plurality Voting Scheme 
Weighted Voting Scheme 

90.63 
90.63 

96.88 
96.88 

81.25 
84.38 

84.38 
84.38 

84.38 
84.38 

93.75 
93.75 

In order to evaluate the classification ability of the proposed CAD architecture, to 
overcome problems encountered while assessing the various architectures, like the 
unusually better performances in the testing set compared to these on the validation 
set, and the fact that the ensembles did not outperformed all of the classifiers, it is 
under investigation the use of a larger image database, and more elaborate sampling 
schemes. Furthermore, the proposed system can be extended to other classes of liver 
lesions, and/or to Hver images from other imaging devices. 

4 Conclusion 

The development of a CAD system aiming to discriminate four hepatic tissue types 
from non-enhanced CT images has been presented. An ensemble of classifiers has 
been constructed based on NN leading to a classification performance of 90.63%. 
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Abstract. Computer-aided classification of benign and malignant endometrial 
tissue, as depicted in 2D gray scale transvaginal ultrasonography (TVS), was 
attempted by computing texture-based features. 65 TVS endometrial images 
were collected (15 malignant, 50 benign) and processed with a wavelet based 
enhancement technique. Two regions of interest (ROIs) were identified 
(endometrium, endometrium margin) on each processed image. Thirty-two 
textural features were extracted from each ROI employing first and second 
order statistics texture analysis algorithms. Textural feature-based models 
were generated for differentiating benign from malignant endometrial tissue 
employing stepwise logistic regression analysis. Models' performance was 
evaluated by means of receiver operating characteristics (ROC) analysis. The 
best benign versus malignant classification was obtained from the model 
combining three textural features from endometrium and four textural features 
from endometrium margin, with corresponding area under ROC curve (Az) 
0.956. 

1 Introduction 

Endometrial cancer is the fourth most prevalent malignant neoplasia among women 
[1]. The commonest presenting symptom of endometrial carcinoma is abnormal 
vaginal bleeding and thus is considered as indication for hysteroscopy and dilatation 
and curettage (D&C), which is the 'golden standard' for histological evaluation. 
However, given that more than 90% of postmenopausal and more than 98% of pre-
and perimenopausal women with abnormal vaginal bleeding will have a benign 
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Federation for Information Processing, Volume 204, Artificial Intelligence Applications and 
Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 713-721 
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underlying cause, questions have arisen regarding the appropriateness of performing 
biopsies on all patients with bleeding [2]. 

Transvaginal sonographic assessment of the endometrium, which is usually 
based on endometrial thickness measurement, is a simple and non-invasive technique 
for excluding endometrial carcinoma. However, the cut-off values of endometrial 
thickness in literature vary considerably [3]. Most studies suggest the cut-off point of 
4-5 mm endometrial thickness since it provides a high sensitivity, but specificity is 
reduced and thus resulting in many unnecessary biopsies. 

Several approaches have been suggested in order to improve diagnostic accuracy 
of TVS. All of them focused on assessing qualitatively sonomorphological criteria 
(endometrial texture, regularity of endometrial-myometrial border, presence of 
central echo etc.) in addition to the sole measurement of endometrial thickness [4-6], 
To the authors' knowledge, there are no reported studies assessing quantitatively 
endometrial texture for differentiating malignant from benign endometrial tissue. 
Computerized analysis of endometrial tissue (in terms of histogram based features) 
has only implemented in the context of ameliorating in vitro fertilization (IVF) 
outcome [7-9]. 

The aim of this study was to investigate the feasibility of computerized texture 
analysis in characterizing endometrial tissue as depicted in 2D gray scale TVS 
images. In particular, images were processed with a wavelet-based enhancement 
technique to facilitate delineation of two regions of interest (ROIs) corresponding to 
endometrium and to endometrium margin, respectively. First and second order 
textural features were extracted from the determined regions. Textural features-based 
models were generated for differentiating malignant from benign endometrial tissue, 
utilizing stepwise logistic regression analysis. Models' performance was evaluated 
by means of receiver operating characteristic (ROC) analysis. 

2 Materials and Methods 

2.1 Subjects and Image Acquisition 

Eighty-two (82) perimenopausal and postmenopausal women with vaginal bleeding, 
scheduled for fractionated dilatation and curettage (D&C) or hysterectomy in the 
Gynecological Department of the University Hospital of Fatras, were recruited. 
Seventeen (17) patients were excluded from the study due to hormonal replacement 
therapy or tamoxifen medication, suboptimal visualization of the endometrium 
attributed to medioverted or retroverted uterus, cancelled surgery and conservative 
surgery-myectomy resulting in 65 remaining patients. The average age of the 
patients was 57.2 years (range: 41-80 years). The histological diagnosis documented 
15 malignant and 50 benign endometria. 

All 65 patients underwent transvaginal scan on a single ATL HDI 3500 
ultrasonic imager (Advanced Technology Laboratories, Bothell, WA, USA), with a 
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multifrequency C 9-5 MHz transvaginal transducer, 48 hours or less before 
scheduled surgery. An experienced radiologist performed the examinations and 
obtained multiple representative transverse and longitudinal images documenting 
endometrial thickness for each patient. The digital 2D B-mode transvaginal 
ultrasonic endometrial images had 8 bits pixel depth and 768x576 pixels resolution. 
A dataset of 65 longitudinal images, in DICOM format, were selected under the 
concurrence of a radiologist and a gynecologist. The relationship between 
endometrial thickness and histological diagnosis is presented graphically in Fig. 1. 
As expected, the greater the endometrial thickness the higher the incidence of 
endometrial cancer. 
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Fig. 1. Histogram illustrating the distribution of malignant and benign histological diagnosis 
with respect to endometrial thickness. 

2.2 Image Processing with a Wavelet-based Algorithm 

An image processing technique was employed to enhance the contrast of significant 
characteristics and to facilitate segmentation procedure. Each image of the dataset 
was processed with a locally adaptive wavelet based technique [10,11], The method 
is based on local modification of multiscale gradient magnitude values provided by 
the redundant dyadic wavelet transform. Contrast enhancement is performed by 
applying a local linear mapping operator on multiscale gradient magnitude values. 
The first four frequency scales are used to enhance image characteristics of different 
size. Fig. 2(a) is an indicative image of the dataset, while Fig. 2(b) depicts the 
corresponding processed image acquired by application of the locally-adaptive 
wavelet technique. 

An image visualization tool developed in our department [12,13] has been used 
for application of the processing technique and the segmentation procedure described 
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in the following section. This tool is domain-specific to medical imaging and 
provides global and adaptive wavelet functionality, in addition to conventional 
visualization operations. 

Fig. 2. (a) Indicative image of the dataset. (b) The corresponding processed image provided by 
application of the wavelet-based processing technique. 

2.3 Endometrial Tissue Segmentation 

A radiologist and a gynecologist, collaboratively, retraced manually a region of 
interest (ROIi) corresponding to the endometrium without including endometrium 
border. A second region of interest (ROI2) was delineated comprising of the 
endometrium along with the adjacent area of the myometrium (endometrium plus 
endometrium margin. To isolate the endometrium margin (ROI3) a substraction of 
the two manually segmented ROIs was performed (ROI2-ROI1). The two ROIs 
corresponding to endometrium (ROIi) and endometrium margin (ROI3) were used 
for the subsequent texture analysis. Figure 3 depicts the identified endometrium 
(ROIi) and endometrium margin (ROI3) on the processed image depicted in fig. 2(b). 

2.4 Feature Extraction 

Thirty-two (32) textural features were extracted from the endometrium (ROIi) and 
endometrium margin (ROI3) of each processed image, employing first and second 
order statistics texture analysis algorithms. 

2.4.1 First Order Statistics Textural Features 
First order statistics measure the likelihood of observing a specific gray level value at 
a randomly chosen location of the image. They are computed from the histogram of 
the image, and depend only on individual pixel values and not on the interaction or 
co-occurrence of neighboring pixel values. In this study, four first order textural 
features corresponding to the four moments of each ROI's gray level histogram were 
calculated: Mean value (MEA), Standard Deviation (SD), Skewness (SKEW) and 
Kurtosis (KURT). 
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Fig. 3. Regions of interest corresponding to endometrium (ROIl) and to endometrium margin 
(ROB). 

2.4.2 Second Order Statistics Textural Features 
The Gray Level Co-occurrence Matrix (GLCM) is a well-established robust 

statistical tool for extracting second order texture information from images [14,15]. 
The GLCM characterizes the spatial distribution of gray levels in the selected ROL 
An element at location {ij) of the GLCM signifies the joint probability density of the 
occurrence of gray levels / andy in a specified orientation 6 and specified distance d 
from each other. In this study, four GLCMs corresponding to four different 
directions ( ^ 0 ° , 45°, 90° and 135°) and one distance {d=\ pixel), were computed for 
each selected ROL Fourteen features were derived from each GLCM. Specifically, 
the features studied were: Angular Second Moment (ASM), Contrast (CON), 
Correlation (COR), Variance (VAR), Inverse Difference Moment (IDM), Sum 
Average (SUM_AV), Sum Variance (SUM_VAR), Sum Entropy (SUM_ENT), 
Entropy (ENT), Difference Entropy (DIF_ENT), Information Measure of Correlation 
1 (IMCAl), Information Measure of Correlation 2 (IMCA2), Shade (SHA) and 
Promenance (PRO). Four values were obtained for each feature corresponding to the 
four matrices. The mean and range of these four values were calculated, comprising 
a total of twenty-eight second order textural features. 

2.5 Classification 

The 32 textural features extracted from endometrium (ROIi) and endometrium 
margin (ROI3) of the processed images were used as input variables for logistic 
regression analysis [16] to determine the subsets of features that can differentiate 
benign from malignant endometrial tissue. The histological findings regarding to 
benign or malignant diagnoses were considered as truth table. Specifically, the 
forward stepwise feature selection method of the logistic regression analysis was 
performed using a statistical software package (NCSS Statistical Software 2004, 
Kaysville, Utah, USA). 

Two regression models were constructed, each one corresponding to 
endometrium (ROIi) and to endometrium margin (ROI3), respectively. Each model 
used as input variables the same 32 textural features extracted from ROIi and ROI3, 
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respectively. An additional regression model was constructed combining the 32 
textural features extracted from ROIi and the 32 textural features extracted from 
ROI3. This model will be referred as the one corresponding to (ROI1/ROI3). 

The best model for ROIi, ROI3 and ROI1/ROI3 was constructed in the form of 
logit(p) values as follows: 

{Prob(Y = y2)J j ^ 

where Xs are the independent variables (features), Y is the binary dependent variable 
(pathology), which has two possible values, yl (0: benign) and y2 (1: malignant), Po 
is the intercept and Ps are the logistic regression coefficients. From these logit(p) 
values, the estimated probability of malignancy for a single case can be obtained 
from: 

exp[logit(p)] (2) 

\ + exp[logit(p)] 

The leave-one-out validation methodology was performed for testing the logistic 
regression models. Their performance was evaluated by means of receiver operating 
characteristic (ROC) analysis, and classification accuracy was quantified by using 
the area under the ROC curve, Az. 

3 Results 

Table 1. Best logistic regression models, as chosen by forward stepwise selection of textural 
features extracted from endometrium (ROII), endometrium margin (ROD), and combined 
endometrium/endometrium margin (ROI1/ROI3), in terms of logit(p) equations. 

ROI Best logistic regression model 
ROIi -229.92 - 42.28 x M_CON -116.58 x M_COR + 455.80 x M_DIF_ENT + 

247.35 X M_IDM + 0.08 x M_SXJM_VAR -140.17 x R_DIF_ENT + 0.12 x 
R_PRO 

ROI3 -93.94 + 0.11 X MEA + 132.34 x M_ASM -33.23 x M_CON + 258.06 x 
M_DIF_ENT + 10.98 x R_CON -109.24 x R_IDM + 169.17 x 
R_SUM_ENT 

ROI1/ROI3 -67.32 + 0.12 X MEAROD + 99.39 x M_ASMROI3 - 23.57 x M_CONROII + 
179.09 X M_DIF_ENTROII + 9.11 X R_CONROI3 -123.40 x RJDMROD + 0.03 
X RPRORQII 

M_ :mean of, R_ : range of 
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Fig. 4. ROC curves corresponding to the logistic regression feature-based models extracted 
from endometrium (ROIl), endometrium margin (ROD) and combined 
endometrium/endometrium margin (R0I1/R0I3). 

Table 1 provides the best logistic regression models, as chosen by forward stepwise 
selection of textural features extracted from ROIi and ROI3, as well as for the model 
combining the features from ROIi and ROI3 (ROI1/ROI3), in terms of logit(p) 
equations. All features entered in the regression models are statistically significant 
(Wald-test for each regression coefficient, /7<0.05). As observed in Table 1, the 
features included in the regression models are differentiated with respect to the 
selected ROL 

The ROC curves corresponding to the three logistic regression models are 
presented in Fig. 4. The best performance is obtained by the model produced 
combining features from endometrium and endometrium margin (ROI1/ROI3) 
achieving an A^ value of 0.956. The models corresponding to ROIi and ROI3 
achieved Az values of 0.937 and 0.909, respectively. 

4 Discussion and Conclusion 

The feasibility of implementing computer-aided analysis using textural features to 
characterize endometrial tissue as depicted in 2D gray scale TVS was reported. The 
computer extracted textural features were selected, due to their proven applicability 
to analyze texture in ultrasound images [17-20]. A wavelet-based processing 
technique was employed to enhance the contrast of significant features in the image, 
and to identify ROIs from which textural features were extracted. Forward stepwise 
logistic regression analysis was then implemented to determine the best combination 
of textural features and to characterize endometrial tissue. 

Both endometrium and endometrium margin seem to possess significant textural 
information that can efficiently distinguish malignant from benign endometrium 
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tissue. However, the combination of textural features from both regions yields the 
best classification performance. 

It was suggested that the computer aided classification of the endometrial tissue, 
based on texture-based features, can contribute to a correct diagnosis of endometrial 
malignancy and thereby potentially help reduce unnecessary biopsies. 

However, the reported results are preliminary and additional work is required to 
improve performance of the proposed method. Future efforts will focus on validating 
the proposed method using a larger dataset and by examining cases of blind 
histology. Future work will focus on investigating the potential increase in the 
diagnostic accuracy of TVS by combining computerized textural features with 
orientation features and by using other classification methods. 
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Abstract. Automated detection of masses on mammograms is challenged by 
the presence of dense breast parenchyma. The aim of this study was to 
investigate the feasibility of using wavelet-based feature analysis for 
differentiating masses, of varying sizes, from normal dense tissue on 
mammograms. The dataset analyzed consists of 166 regions of interest (ROIs) 
containing spiculated masses (60), circumscribed masses (40) and normal 
dense tissue (66). A set of ten multiscale features, based on intensity, texture 
and edge variations, were extracted from the ROIs subimages provided by the 
overcomplete wavelet transform. Logistic regression analysis was employed to 
determine the optimal multiscale features for differentiating masses from 
normal dense tissue. The classification accuracy in differentiating 
circumscribed masses from normal dense tissue is comparable with the 
corresponding accuracy in differentiating spiculated masses from normal 
dense tissue, achieving areas under the ROC curve 0.895 and 0.875, 
respectively. 

1 Introduction 

Breast cancer is the most prevalent cancer among women [1]. While screen/film 
mammography is currently the primary imaging technique for early detection and 
diagnosis of breast cancer, its high diagnostic performance is challenged by occult 
disease signs (masses and/or microcalcifications) due to the masking effect of dense 
breast parenchyma, often both characterized by quite similar radiographic densities 
[2,3]. While microcalcification clusters are indicative of early malignant processes, 
masses are the most important signs for detection of invasive breast cancer, with 
their extent being a very important prognostic factor. Masses can be described as 
more or less compact areas that appear brighter (radiopaque) than the parenchymal 
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tissue. The major morphological categories of masses are spiculated and 
circumscribed [4]. 

Various features in combination with classification methods have been proposed 
for automated mass detection. Kegelmeyer et al. [5] have introduced edge orientation 
features based on local edge orientation histogram analysis as well as Laws' texture 
energy measures to identify spiculated mass containing areas. Chan et al. [6,7] 
proposed multiresolution texture analysis extracted from spatial Gray Level 
Dependence Matrices (GLDM) for differentiation of masses from normal tissue. 
Later on, Liu et al. [8] extended mass edge orientation analysis with a 
multiresolution scheme for the detection of spiculated masses. Linear phase non-
separable 2D wavelet transform (WT) was used to extract features at each resolution 
on a pixel basis. Petrick et al [9] and Kobatake et al. [10] have utilized a combination 
of boundary (morphological) and multiresolution texture features (GLDM analysis) 
to identify and segment the extent of masses, respectively. Another approach in 
differentiating mass containing areas from normal tissue refers to area patterns 
constructed using principal component, independent component and factor analyses 
[11,12]. 

The performance of the proposed mass detection methods is characterized by 
high sensitivity (84-96%) and is challenged by the high number of false positive 
detections per image (1.0-4.4), especially in case of dense tissue [13,14]. 

The aim of this study is to investigate discriminant features for mass detection in 
a demanding mass dataset. To capture significant information from intensity, texture 
and edges of masses of various sizes and to differentiate them from normal dense 
tissue, histogram, texture and orientation-based features were extracted from the 
coefficients of an overcomplete wavelet transform. Stepwise forward logistic 
regression analysis was employed to determine the most discriminating subset of 
features in differentiating: (a) spiculated masses from normal dense tissue, (b) 
circumscribed masses from normal dense tissue and (c) both types of masses from 
normal dense tissue. The performance of the logistic regression models is evaluated 
by means of Receiver Operating Characteristic (ROC) analysis. 

2 IMaterials and Methods 

2.1 Case Sample 

Mammographic images corresponding to extremely dense or heterogeneously dense 
(density 3 and 4, according to BIRADS lexicon) originating from the Digital 
Database for Screening Mammography (DDSM) of the University of South Florida 
[15] were selected. Images were digitized with Lumisys or Howtek scanner, at 12 
bits pixel depth with spatial resolution of 50 jam and 43.5 |im, respectively. Regions 
of interest (ROIs) were selected with an image visualization tool developed in our 
department [16]. The sample consists of 166 ROIs, 60 ROIs containing spiculated 
masses, 40 ROIs containing circumscribed masses and 66 ROIs of normal dense 
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tissue. The mean size (longest dimension) was 19 mm (range: 7-49 mm) and 12 mm 
(range: 6-31 mm) for spiculated and circumscribed masses, respectively. Histogram 
of mass subtlety (from l=subtle to 5=obvious), according to DDSM database, is 
provided in Figure 1. 
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Fig. 1. Histogram of subtlety for spiculated and circumscribed masses of the sample. 

2.2 Wavelet Transform 

A fast, biorthogonal, Redundant Discrete Wavelet Transform (RDWT), originally 
used to derive multiscale edges from signals, is utilized in this work. It is based on a 
family of wavelet functions i|/(x) with compact support, which are derivatives of 
corresponding Gaussian-like spline functions 0(x). The algorithm is implemented 
using a filter bank algorithm, called "algorithm a trous" [17,18], which does not 
involve subsampling. The discrete wavelet transform is a uniform sampling of the 

wavelet transform series, discretized over the scale parameter s at dyadic scales 2 
(wavelet transform series). [17,18]. The RDWT is calculated up to a coarse dyadic 
scale J. Therefore, the original image is decomposed into a multiresolution hierarchy 

of subband images, consisting of a coarse approximation image ^̂  ' and a 

set of wavelet images 

S f are available in i-̂  

(wyf(m,n).W^jf(m,n))\^ 
'•'̂ •̂ , which provide the details that 

S,jf 
but have disappeared in ^ . All subband images have the 

same number of pixels as the original, thus the representation is highly redundant. 
The RDWT computes the multiscale gradient vector. Coefficient subband images are 
proportional to the sampled horizontal and vertical components of the multiscale 
gradient vector, and thus they are related to local contrast [19]. The magnitude-
orientation representation of the gradient vector, in the discrete case, is given by: 
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M^j(m,n) = J\wy(m,n)^ +^W^j(m,n)^ , A^j(m,ii) = arcta.n\ (1) 

2.3 Feature Extraction 

The aim was to capture significant information from intensity, texture and edges of 
masses for their differentiation from normal dense tissue. Information from intensity, 
texture and edges from each ROI, containing spiculated or circumscribed mass, was 
extracted by means of histogram, texture and orientation features, respectively. 

2.3.1 Histogram-based Features 
Significant information from intensity variations was extracted by computing 
features based on histogram of low-frequency band (approximation image) for each 
ROI at three resolution scales (three to five). These features depend only on 
individual pixel values and not on the interaction or co-occurrence of neighboring 
pixel values. In this study, four features corresponding to the four moments of each 
ROI subimage histogram were calculated: Mean value. Standard Deviation, 
Skewness and Kurtosis. 

2.3.2 Texture-based Features 
Laws' texture energy features have been computed by first applying small 
convolution kernels to ROI subimages, and then performing a nonlinear windowing 
operation. In this study, the most discriminant set of convolution kernels [5] were 
used: L5*E5, E5*S5, L5*S5 and R5*R5, for texture discrimination between masses 
and normal dense tissue. 

2.3.3 Orientation-based Features 
To capture significant information from mass edges, two multiscale gradient-
orientation features were extracted from each ROI: 
• Standard Deviation of Gradient-Orientation [5,8]: 

^histOj')= J ^ Z ( ^ i s t i j ( n ) - h i s t J (2) 

where histy is the histogram of gradient orientations 0, calculated from high-
frequency wavelet coefficients (detailed orientation image) for three scales (three to 
five), within N(i,j) using 256 orientations (bins). Therefore, histi/n) is the number of 
pixels in N(iJ) that have gradient orientations ^e( -^ /2 + n;r/256,-;r/2 + (n+l);r/256) 

where n=0,l,2, ...,255. hist;: = V hist::(n) is the average bin height of histff. 
y 256 ^^"=0 ŷ  ^ ° ^ 

• Standard Deviation of Folded Gradient-Orientation [8]: 

^/W) = j ^ Z {/}(m,n)-mJSf (3) 
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where the folded gradient orientation j] (i,j) is defined as: 

P{iJ)-\ 

0(i, j) + 7r if (9̂  (/, J) - 0(i, J) > - and KP > KN 

0{i, J) -TT if e{U J) - 'OSU j) >-and KP<KN 

0{ij) otherwise 

where 

OMJ) = KP 
0{m,ny e_{ij) = 

d(m,n)>0,(m,n)eN(i,j) KN, 
0{m,n) 

im,n)^0,(m,n)BN{iJ) 

(4) 

(5) 

are the mean values of positive and negative gradient orientations within N{iJ), 
respectively. KP and KN are the number of positive and negative gradient 
orientations within N{iJ}, respectively. 
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Fig. 2. Regions of a spiculated mass (B-3390_LCC) (a) and a normal dense tissue (C-
0166_LCC) (b) as well as their gradient orientation histograms respectively (c and d). 

Figure 2 provides two regions of mammograms, one with a spiculated mass (fig. 
2a) and one with normal tissue (fig. 2b), along with their corresponding normalized 
gradient-orientation histograms (fig. 2c, 2d). The directions of spicules of the mass 
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differ from the directions of normal tissue. Specifically, pixels at normal areas have 
gradient orientations pointing to a certain direction range, while pixels at spiculated 
masses tend to have gradient orientations distributed in more directions. Therefore, 
the standard deviation of gradient orientations in the neighborhood of a mass pixel 
will be larger than that in the neighborhood of a normal pixel. As a result, the 
gradient orientation histogram is flat near a mass area (fig. 2c), but has a peak in 
areas containing normal dense tissue (fig. 2d). 

2,4 Mass vs. Normal Tissue Classification 

Logistic regression analysis was employed to determine the optimal subset of 
features that can differentiate masses from normal dense tissue. Specifically, feature-
based logistic regression model was constructed by means of the forward feature 
selection method based on the area under ROC curve (Az) as a feature performance 
metric. The feature with the best Az value is first entered in the logistic regression 
model. The second feature selected is the one that in conjunction with the first 
feature yields the highest Az value among the remaining features. This process 
continues until no significant increase in terms of Az value is offered by adding 
features. After logistic regression model construction the half-half training and 
testing methodology was applied. The performance of the logistic regression model 
was evaluated in terms of Az area and standard error. 

To study the effect of mass type (spiculated and circumscribed) in classification 
accuracy, logistic regression models were constructed for three differentiation tasks: 
(a) spiculated masses from normal dense tissue (S-N), (b) circumscribed masses 
from normal dense tissue (C-N) and (c) both spiculated and circumscribed masses 
from normal dense tissue (B-N). 

3 Results 

The ROC curves produced from the feature-based logistic regression models for the 
three differentiation tasks are presented in Figure 3. The Az values are 0.895 0.036, 
0.875 0.033 and 0.813 0.032 for the C-N, S-N and the B-N datasets, respectively. 

The differences in Az values between C-N and B-N, as well as between S-N and 
B-N are statistically significant (two-tailed student's t-test, p<0.05), indicating the 
reduction in classification accuracy when all masses (spiculated and circumscribed) 
are considered in the differentiation task. 

4 Discussion and Conclusion 
Our preliminary results suggest that histogram, texture and orientation-based features 
extracted from the coefficients of an overcomplete wavelet transform in combination 
with logistic regression analysis can provide a successful classification scheme for 
the detection of spiculated and circumscribed masses in dense parenchyma, as 
proved by ROC analysis. The most discriminating features seem to be the Skewness, 
Standard Deviation of Gradient-Orientation and Standard Deviation of Folded 
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Gradient-Orientation. On the other hand, Laws' texture measures do not possess any 
significant information, although they have been used in similar classification tasks 
[5]. 
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Fig. 3. The ROC curves for mass classification in the three differentiation tasks. 

The performances (Az values) achieved in the mass classification accuracy are 
higher than those reported in other studies for dense breast category [13,14]. These 
encouraging results are in support of further development of the proposed method 
into a fully automated mass detection method. Future efforts will focus on: (a) 
extraction of additional features (e.g. coherence, entropy), (b) use of other 
classification techniques and (c) validation using a larger dataset. 
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Abstract. In presence of dense mammographic parenchyma, 
microcalcifications (MCs) are obscured by anatomical structures, resulting in 
missed or/and false detections. Image analysis methods applied to improve 
visualization, detection and/or characterization of MCs, are targeted to MC 
SNR improvement and are unavoidably accompanied by MC background 
over-enhancement or false positive (FP) detections. A set of new features is 
proposed, extracted statistically with Principal Component Analysis from the 
wavelet coefficients of real subtle MCs in dense parenchyma. Candidate MCs 
are segmented and classified with the proposed features, using Linear 
Discriminant Analysis. Our method achieved 69% true positive fraction of MC 
clusters with 0.2 FPs per image in a dataset with 54 subtle MC clusters in 
extremely dense parenchyma. 

1 Introduction 

Mammography is currently the technique with the highest sensitivity available for 
early detection of breast cancer on asymptomatic women [1]. Detecting the disease 
in its early stages increases the rate of survival and improves quality of patient's life 
[2]. Detection of early signs of disease, such as microcalcifications (MCs), with 
screening mammography, is a particularly demanding task for radiologists. This is 
attributed to the high-volume of images reviewed, as well as the MC low contrast 
resolution, limited by their size, especially in case of dense breast, accounting for 
about 25% of the younger female population [3]. Although many analysis methods 
are reported [4], capable of enhancing or identifying specific image details as MCs, 
the most promising ones based on the wavelet transform, they typically produce 
disturbing background over-enhancement or false positive (FP) detections. 
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In the framework of the wavelet transform, MCs contain relatively large amounts 
of high spatial frequency information. However, a large component of the power in a 
mammogram at high spatial frequencies is also noise [5,6] (dense tissue structure 
and film artifacts). Netch et al [7], based on the circularly symmetric Gaussian 
model, used a Laplacian kernel to detect MCs as local maxima at different frequency 
bands. Strickland et al. [8] have shown that the average 2D gray level profile of MCs 
is well described by a circularly symmetric Gaussian function. Since the optimum 
detector of Gaussian functions is the Laplacian of Gaussian, they used a wavelet 
filter close to the Laplacian of Gaussian to detect significant peak responses to 
objects of similar shape and of the same size as the Gaussian filter. Soft or hard 
thresholding was used to set to zero the low amplitude wavelet coefficients, mostly 
dominated by noise. Other researchers [9-11] used globally or locally adapted linear 
enhancement functions to enhance high amplitude coefficients, corresponding to 
MCs, at various frequency bands. These methods assume statistical properties for the 
anatomical structure, which acts as structure noise in visualization (detection and/or 
characterization) of abnormalities. 

Structure noise, especially in dense parenchyma, is highly correlated with 
abnormalities, such as MCs, producing wavelet coefficients comparable with those 
corresponding to MCs [12,13]. A method to describe the correlated noise is Principal 
Component Analysis (PCA), which replaces unknown image patterns with the linear 
combination of known image patterns and it is used for compression, classification 
or noise reduction tasks [14-17]. 

An MC specific method is proposed that detects image regions with very low 
contrast and uses a local method, trained by real MCs, to separate MC regions from 
structure noise and film artifacts. 

2 Materials and Methods 

One of the most successful paradigms of medical image analysis in 
mammography is Computer-Aided Detection (CADetection) systems for MC 
clusters [18]. The typical architecture of such a system [19] consists of a 
preprocessing step to increase MC SNR and segmentation of candidate MCs. 
Following, features of candidate MC regions are extracted and a classifier is trained 
for differentiating MCs from other image components. In a last step, a criterion is 
used to find only MCs that form clusters. In our approach, new features are 
suggested based on PCA of the wavelet coefficients of real MCs, capable of 
identifying individual MCs. 

2.1 MC Eigen-Image Features in the Wavelet Domain 

PCA is a mathematical tool that can find principal components from a set of real MC 
regions. Those principal components can be thought of as a set of images [15], 
named MC eigen-images, which together characterize the variation of MC regions. 
Then, each MC region is represented by the linear combination of the MC eigen-
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images weights. For an unknown image, the segmented regions are replaced by the 
MC eigen-image weights and are classified. 

Let a MC region I(x,y) be a two-dimensional Nhy N array, considered as a one-
dimensional vector with length Â .̂ Considering a horizontal vector D={di,...,di}, of 
L images of dimension ISF and denote M={JUJ,...,JLIIJ the mean vector of the 
population D (jux is the mean of the /Ith image dx, where X=1...L). 

The covariance matrix C of D is defined by: 

C = (D-M)(D-My (1) 

where (D-M)^ is the transposed matrix of (D-M) and its size is oforderTV^xA/^. Toall 
vectors Xy={dj(v), ...,di(v)} (where v=l,...,N^) the following transform is applied: 

yv,k =(^v~^)'A (2) 

where ^ is a matrix whose columns k=l...L are formed from the eigenvectors of C 
[20], named MC eigen-images, ordered following the monotonic decreasing order of 
eigenvalues. 

The wavelet transform can be considered as a mathematical microscope that 
emphasizes on image details, where the scale defines the detail size. Wavelet 
analysis is performed with Mallat's dyadic wavelet transform [21]. When the 
wavelet filter W/(x) is selected as the second derivative of the signal smoothed at 
scale y, high amplitude wavelet coefficients correlate with high curvatures. Gaussian 
fimctions, like MCs, are high curvature components at both vertical and horizontal 
direction and they can be differentiated from line-like structures. MCs have been 
highly correlated with the wavelet coefficients at scales 2 and 3 [10,22]. Thus, each 
MC region is replaced by four representations, which are the horizontal and vertical 
wavelet coefficients at the 2"^ and 3''̂  scale (figure 1). 

256x2 5<> o«.5yc 

2""̂  sc.ile. vei tic<il 

Fig. 1. The original image and its four (4) representations in the wavelet domain 

When the wavelet transform is combined with PCA, the wavelet coefficients are 
used instead of using the pixel values to calculate the correlation matrix C [23]. The 
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input data set d^ at the vth pixel is replaced by the wavelet coefficients WJ^^ for each 
scale y of the wavelet transform. 

The correlation matrix C^^ is calculated relative to the horizontal vector: 

.̂=k/̂ <̂  <i (3) 

For each band y, the transform matrix ^ contains the eigenvectors of C, which 
are the wavelet-based MC eigen-images (figure 2). Applying the matrix ^ to the Ath 
image, representing by the horizontal vector x;(, the data are transformed to yl.: 

yi^{xi-M^)-Ai (4) 

where yl is the projection of the wavelet coefficients x\ to the Ath principal 
component. 

(a) (b) 

(c) (cl) 

Fig. 2. Principal components (MC eigen-images) of the 2nd scale in the (a) horizontal and (b) 
vertical directions; and of the 3rd scale in the (c) horizontal and (d) vertical directions, 
respectively 

Each MC eigen-image explains an amount of the variability of the MC regions, 
by the variance. The variability Vk is the variance of the kth MC eigen-image [24]: 

v,=Myi) (5) 
and can be measured as a percentage of the total variability. Nine (9) MC eigen-
images are selected at each scale and direction, which accounts about 98% of MC 
regions variability. 
The processing steps for MC eigen-images extraction are the following: 
• 41 MC regions with sizes below 0.5mm, random shapes and contrasts were 

selected from an experienced radiologist specialized in mammography, as the 
training dataset. 
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• The MC regions are represented at the wavelet domain by the vertical and 
horizontal wavelet coefficients. At the 2nd scale, the MC region has 5x5 pixels 
size and at the 3rd scale, the MC region has 9x9 pixels size. 

• From each scale and direction, 9 eigen-images are selected to describe 98% of 
MC regions variation. A total of 36 eigen-images are used as features to 
recognize MC regions from other image components. 

2.2 CADetection for MCs 

2.2.1 Segmentation of Candidate MC Regions 
MCs are very small structures, visible as small bright spots in the mammogram, 
because their mass attenuation coefficient is higher than any other structure in the 
breast. However, due to the growth of the MCs, there is no absolute lower bound to 
their contrast. Very small MCs have low contrast relative to the background, which 
is sometimes close to the noise caused by either the film granularity or the 
inhomogeneous tissue background. Morrow [25] used the Weber ratio (2%) to 
segment MC regions. In our approach, an even lower contrast threshold criterion 
(0.5%) is proposed pointing at very low contrast MCs. The size criterion excludes 
signals below 3 pixels, which are likely to be noise, and signals above 100 pixels, 
which are likely to be macro-calcifications or line structures. 

2.2.2 Feature Extraction 
Candidate MC regions are analyzed at the 2nd and 3rd scale, at the vertical and 
horizontal direction. Those regions are centered at the local maxima positions of the 
wavelet coefficients. Then, they are projected at the MC eigen-images and the 
resulting weights form a vector with 36 features. 

2.2.3 Classification 
Linear Discriminant Analysis was used to classify candidate MC feature vectors in 
three classes - individual MCs, film artifacts and structure noise. The training set 
consisted of the dataset used in MC eigen-image extraction, as well as 20 verified 
film artifact regions and a large number of noisy structures. 

2.2.4 Clustering 
Because isolated MCs are not clinically significant, the detection of clustered MCs is 
of paramount importance. Typically, at least 5 MCs per square centimeter are 
required to be considered a cluster, but three suspicious MCs could be enough to 
prompt a biopsy [26]. In our method, a cluster is defined and considered as a true 
positive (TP) when at least three candidate MCs have Euclidean distance less than 
5mm. 
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3 Results 

The method was tested on a dataset of 53 images. Specifically, 16 images were 
normal and 37 images contained 54 subtle MC clusters (46 malignant, 8 benign) in 
extremely dense parenchyma (density 4 of ACR BIRADS) with 12-bit pixel depth 
originating from Digital Database for Screen Mammography (DDSM) [27]. TP and 
FP clusters were counted for each mammogram and the number of FP clusters per 
image and the corresponding number of TP clusters are determined from an expert 
radiologist specialized in mammography. Our method achieved 69% TP fraction 
from 54 MC clusters with 0.2 FPs per image. 

ROI 1 

ROI 2 

Fig. 3. (a) Mammographic image (A-1220_1.RCC) with three TP detected ROIs. (b) 
Magnified ROIs (176x178 pixels size) with an intensity windowing function applied. 

A representative example with the detected MC clusters is presented in figure 3 
(a). Figure 3 (b) provides the magnified image regions (176x178 pixels size), where 
a window intensity function has been applied to better visualize the detected MC 
clusters. 
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4 Discussion and Conclusion 

New features for the detection of individual MCs, based on PCA in the wavelet 
domain, are proposed. PCA analyses the region statistics of real MCs to produce a 
new feature set, named MC eigen-images. Candidate MC regions are represented as 
weights of the MC eigen-images. The wavelet transform focuses on the analysis at 
scales 2 and 3, where the SNR of the MCs is increased. 

The sensitivity of the detection algorithm is controlled by the dataset of real MC 
regions, used for principal component eigen images extraction. Compared to other 
studies [7,8], the achieved FP rate is extremely low, lending itself for further 
processing for detection or classification. A feature step is to add more subtle MCs in 
the training set to improve sensitivity as well as FROC analysis to estimate the 
performance optimization. 
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Abstract. The aim of this study was to investigate the usefiilness of gray 
scale morphological analysis in the assessment of atherosclerotic carotid 
plagues. Ultrasound images were recorded from 137 asymptomatic and 137 
symptomatic plaques (Stroke, Transient Ischaemic Attack -TIA, Amaurosis 
Fugax-AF). The morphological pattern spectra of gray scale images were 
computed and two different classifiers named the Probabilistic Neural 
Network (PNN) and the Support Vector Machine (S VM) were evaluated for 
classifying these spectra into two classes: asymptomatic or symptomatic. 
The highest percentage of correct classifications score was 66,8% and was 
achieved using the SVM classifier. This score is slightly lower than texture 
analysis carried out on the same data set. 

1, Introduction 

High-resolution ultrasound has made possible the noninvasive visualization of the 
carotid bifurcation and for that reason it has been extensively used in the study of 
arterial wall changes; these include measurement of the thickness of the intima 
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International Federation for Information Processing, Volume 204,Artificial Intelligence Applications 
and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 737-744 
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media complex (IMT), estimation of the severity of stenosis due to atherosclerotic 
plaques and plaque characterization [1]. 

During the last decade, the introduction of computer aided methods and image 
standardization has improved the objective assessment of carotid plaque 
echogenicity, and heterogeneity [2], and has largely replaced subjective (visual) 
assessment [1], that had been criticized for its relatively poor reproducibility [3]. 

Previous studies investigated the usefulness of texture analysis [4-8], and more 
recently, multiscale morphological analysis was also used [6-9] towards the 
development of a Computer Aided Diagnostic (CAD) system for the classification of 
asymptomatic and symptomatic atherosclerotic plaques. These studies gave 
promising results. 

Through this study we try to investigate gray scale morphological analysis in the 
aforementioned classification, and compare the findings with other studies. 

The paper is structured as follows; section 2 describes the material, image 
acquisition, normahzation and segmentation of plaque images. Sections 3 and 4 
describe the gray scale morphological analysis and the classification algorithms, 
respectively. Section 5 gives the results and section 6 the concluding remarks. 

2. Material, Image Acquisition, Normalization and Segmentation 

A total of 274 carotid plaque ultrasound images (137 asymptomatic plaques and 137 
symptomatic plaques associated with retinal or hemispheric symptoms (33 stroke, 60 
TIA, and 44 AF). Patients with cardioembolic symptoms or distant symptoms (> 6 
months) were excluded from the study. Asymptomatic plaques were truly 
asymptomatic if they had never been associated with S3anptoms in the past 
associated with retinal or hemispheric symptoms (Stroke, TIA or AF), i.e. unstable 
plaques. 

The ultrasound images were collected in the Irvine Laboratory for Cardiovascular 
Investigation and Research, Saint Mary's Hospital, UK, using an ATL (model HDI 
3000 - Advanced Technology Laboratories, Seattle, USA) duplex scanner with a 
linear broadband width 4-7 MHz (multifrequency) transducer, at approximately a 
resolution of 20 pixels/mm. 

The images were normalized manually by adjusting the image linearly so that the 
median gray level value of blood was in the range of 0-5, and the median gray level 
of adventitia (artery wall) was in the range of 180-190 [10]. The scale of the gray 
level of the images ranged form 0 to 255. This normalization (i.e. using blood and 
adventitia as reference points) was necessary in order to extract comparable 
measurements in case of processing images obtained by different operators or 
different equipment [10]. 

The plaque identification and segmentation tasks are quite difficult and were 
carried out manually by a physician or vascular ultrasonographer who are 
experienced in scanning. The main difficulties are due to the fact that the plaque 
edges cannot be distinguished from blood based on brightness level difference, or 
using only texture features, or other measures. Also calcification and acoustic 
shadows make the problem more complex. Thus, acoustic shadows were excluded. 
A system for facilitating the automated segmentation of carotid plaque based on 
snakes is currently under development by our group [11]. 
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3. Gray Scale Morphological Analysis 

Morphological features are motivated from the need to study the basic structure of 
the plaque. In this study we used gray scale morphological analysis in order to 
identify morphological features of the plaques. 

The morphological features of plaques are strongly associated with events. For 
example black (echolucent) plaques with white big blobs are considered to be very 
dangerous. 

In morphological image processing, we proceed to characterize the size 
distributions of both the blob-components which appear white, and the hole-
components which appear black. For describing these components, we consider a 
cross structural element (*+') that does not exhibit any directional selectivity. The 
size distribution measures the presence of blob components of radius proportional to 
the positive index of the Pattern Spectrum. Similarly, the size distribution of the 
presence of holes is proportional to the negative index of the Pattern Spectrum. We 
will next provide a mathematical description of the Pattern Spectrum. 

We consider pattern spectra based on a flat '+' structural element B , made up of 
5 pixels. The Pattern Spectrum is defined in terms of the Discrete Size Transform 
(DST). We define the DST [12-13] using the following equations: 

f-^(ci,(f;B%d,(f;B),...d,(f;B)) where 

d,(f;B) = fokB-fo(k + l)B, 

a denotes an open operation. The binary DST is a multi-resolution image 

decomposition scheme, which decomposes an image / into residual 

images f okB- fo(^k + l)B, for^ > 0. The pattern spectrum of a binary image / , in 

terms of a structural element B, is given by: 

PfAk) = \\d,if;B)\\ = WfokB - Mk + l)B\\,k > 0 where 

l|/||=E/(^'^)' fi^^y)^^ 

We note that in the limit, as A: -> oo, we have that the resulting image 

fokB-fo(^k + l)B converges to the zero image. Also, we note that with increasing 

values of A:, fokB is a subset of the original image. ForA:>0, we may thus 

normalize the Pattern Spectrum by dividing by the norm of the original image | | / | | . 

Similarly, as ^ -> oo . Thus, to eliminate undesired variations, all the pattern spectra 
were normalized. 

The pattern spectra were computed for gray scale images using a structural 
element of range 1 to 70. The probability density function (pdj) and the cumulative 
distribution fimction (cdf) were computed for each plaque. An example of an 
asymptomatic and a symptomatic plaque with the corresponding pdfs and cdfs is 
shown in Fig. 1. 
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a) 

Fig. 1. a) Cumulative distribution function (cdfi plot and probability density function (pdf) for 
an asymptomatic carotid plaque, b) Cumulative distribution function (cdj) plot and probability 

density function (pdj) for a symptomatic (Stroke) carotid plaque. 

4. Classincation Models 

The diagnostic performance of the morphological features was evaluated with two 
different classifiers: the Probabilistic Neural Network (PNN), and the Support 
Vector Machine (SVM). These classifiers were trained to classify the morphology 
features into two classes: i) asymptomatic plaques or ii) symptomatic plaques 
associated with retinal or hemispheric symptoms (Stroke, TIA or AF), i.e. unstable 
plaques. 

The PNN [14] classifier basically is a kind of Radial Basis Function (RBF) 
network suitable for classification problems. This classifier was investigated for 
several spread radius in order to identify the best for the current problem. The SVM 
network was investigated using Gaussian Radial Basis Function (RBF) kernels; this 
was decided as the rest of the kernel functions could not achieve so good results. The 
SVM with RBF kernel was investigated using 10-fold cross validation in order to 
identify the best parameters such as spread of RBF [15]. 

The leave-one-out estimate was used for validating all the classification models. 
A total of 274 subsets of size 273 were used for training the classifiers, and the 
performance of the classifiers was evaluated on the remaining one subset. 
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Fig. 2. a) Median probability density function (pdj) plots for the pattern spectra of gray scale 
images; symptomatic plot is plotted with a solid line while the asymptomatic one with a dotted 
line, b) Box plots of pdf for the asymptomatic carotid plaques, c) Box plots of pdf for the 
symptomatic carotid plaques. Box plots are described as follows: The notched box shows the 
median, lower and upper quartiles and confidence interval around the median for each feature. 
The dotted line connects the nearest observations within 1.5 of the inter-quartile range (IQR) 
of the lower and upper quartiles. Crosses (+) indicate possible outliers with values beyond the 
ends of the 1.5 x IQR. 

Fig. 3. a) Median cumulative distribution function (cdj) plots for the pattern spectra of gray 
scale images; symptomatic plot is plotted with a solid line while the asymptomatic one with a 
dotted line, b) Box plots of cdf fox the asymptomatic carotid plaques, c) Box plots of c^^for 
the symptomatic carotid plaques. 
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The performance of the classifier systems were measured using the receiver 
operating characteristics (ROC) curves [16], Different parameters calculated for 
ROC curves are true positive decision (TP) where the system classifies a plaque as 
symptomatic and the physician does so, false positive (FP) decision where the 
system does a negative diagnosis (symptomatic) and the subject is normal 
(asymptomatic), a false negative (FN) diagnosis where the system does a negative 
diagnosis (asymptomatic) and the subject is symptomatic, true negative (TN) 
diagnosis where the system identifies a plaque as asymptomatic and agrees with 
subject's condition. Sensitivity (SE) which is the likeUhood that an event will be 
detected given it is present and Specificity (SP) which is the likelihood that the 
absence of an event will be detected given that is absent. Correct classification (CC) 
are the correct classified cases. 

Table 1. Percentage of correct classifications (%CC), percentage of false positives (%FP), 
percentage of false negatives (%FN), percentage sensitivity (%SE) and percentage specifity 
(%SP) of Gray Scale morphological features using the a) PNN and b) SVM classifiers. 
Classification models developed for two classes using the leave one out method, and 137 
symptomatic and 137 asymptomatic plaques. 

\ ''SV'M-classifier'.', ''-•: 
SVM rbf spread =2.2627 
p#rad i i 2,3,5,10,21,23 +PCA 
SVM rbf spread =0.5657 
p # r a d i i 2,3,5,10,21,23 
SVM rbf spread = 2.2627 
c # r a d i i l - 7 0 + P C A 
SVM rbfspread = 2.2627 
c^radi i 1-70 
SVM rbf spread= 1.1314 
/?#rad i i l -70+PCA 
SVM rbf spread = 0.5657 
p # r a d i i l - 7 0 

^''>''.%€€' 

66.79 

65.33 

63.14 

62.41 

60.22 

63.14 

• % F r " - -

20.44 

28.47 

42.34 

32.12 

43.80 

36.50 

''%m'~ ^ 

45.99 

40.88 

31.39 

43.07 

35.77 

37.23 

''%SEV„„-

54.01 

59.12 

68.61 

56.93 

64.23 

62.77 

• % s p ' \ 

79.56 

71.53 

57.66 

67.88 

56.20 

63.50 

PNN classifier 
PNN spread =5 
yy^radii 2,3,5,10,21,23 +PCA 
PNN spread =5 
/?#radii 2,3,5,10,21,23 
PNN spread =5 
c # r a d i i l - 7 0 + P C A 
PNN spread =5 
c # r a d i i l - 7 0 
PNN spread =5 
p # r a d i i l - 7 0 + P C A 
PNN spread =5 
j?#radii 1-70 

% C C 

56.57 

56.57 

60.58 

62.04 

58.76 

60.22 

% F F 

22.63 

22.63 

36.50 

35.77 

42.34 

48.91 

%FN 

64.23 

64.23 

42.34 

40.15 

40.15 

30.66 

% S E 

35.77 

35.77 

57.66 

59.85 

59.85 

69.34 

%SP 

1131 

1131 

63.50 

64.23 

57.66 

51.09 

5. Results 

The median of the probability density fiinction (pdj) extracted from the plaques can 
be seen in Fig. 2 while the median of the cumulative distribution fimction (cdj) can 
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be seen in Fig. 3. Both are plotted against the radius of the pattern spectra used 
which is in the range of 1 to 70. According to the results we can observe that the 
symptomatic cdfis stochastically larger than the asymptomatic cdf. This implies that 
dark regions in the symptomatic cases were somewhat closer together, leaving 
smaller holes between the dark regions [17]. 

The cdfa and pdfi> of different pattern spectra described in section 3 were used in 
order to classify the two classes of images using the PNN and SVM classifiers. Both 
classifiers were tested on both the pdf and cdf feature sets. The first set included 
features produced for the whole range of the radii investigated (1-70) while the 
second set included the pattern spectra of selected radii (2, 3, 5, 10, 21, and 23) [18]. 
In order to decide about the second set; the discriminatory power of the different 
pattem spectra radii was evaluated using the C4.5 decision trees algorithm [19]. The 
C4.5 was run and the pattem spectra radius with the highest discriminative score was 
computed. This pattem spectra was then removed and the C4.5 was mn again to 
compute the next one discriminative feature. This procedure was carried out for 5 
iterations and generated columns 2, 3, 5, 10, 21, 23. The dimensionality of the 
feature vectors from both sets was reduced using Principal Components Analysis 
(PCA) to account for 98% of the total variance. 

Table 1 presents the results of the ROC analysis for the SVM and PNN classifiers 
for the different feature sets investigated. The highest percentage of correct 
classifications score was 66.7% and was achieved using the SVM classifier on the 
second set of data 0 # r a d i i 2, 3, 5, 10, 21, and 23 + PCA). For PNN models, the 
highest percentage of corrects classifications score achieved was 62.04% for cdf mdii 
1-70. 

6. Conclusions 

Concluding, morphological features can help us understand the interrelations among 
different plaque intensity regions in ultrasound imaging of the carotid. In this study 
we have examined morphological results from gray scale images and we have found 
that there is significant overlap between pattem spectra coming from symptomatic 
and asymptomatic plaques. Most of the discriminating power was concentrated in the 
smaller components (with radii less than 30, as shown in Fig. 2). These results are 
comparable to results produced for multiscale morphological analysis of a similar 
dataset [5-8] as well as results produced by another group [4]. 

In previous work carried out by our group the highest percentage of correct 
classifications was 73% using texture features and the self-organising map (SOM) 
classifier [5]. Furthermore it was shown in [6-8] that multiscale morphological 
analysis features compare well with the most successful texture feature sets and 
provide additional information for the identification of individuals at risk of stroke. 
The combination of texture and morphology features slightly increased the correct 
classifications score [17]. 

Future work will include the investigation of the correct classification rate on 
larger and different data sets and the use of clinical factors. 
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