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Preface 

We publish in this volume a selection of the papers presented at the 22nd 
Conference on System Modeling and Optimization, held at the Politecnico di 
Torino in July 2005. The conference has been organized by the Mathematical 
Department of the Politecnico di Torino. 

The papers presented in this volume mostly concern stochastic and distributed 
systems, their control/optimization and inverse problems. 

IFIP is a multinational federation of professional and technical organiza­
tions concerned with information processes. It was established in 1959 under 
the auspices of UNESCO. IFIP still mantains friendly connections with spe­
cialized agencies of the UN systems. It consists of Technical Committees. The 
Seventh Technical Committee, established in 1972, was created in 1968 by 
A.V. Balakrishnan, J.L. Lions and G.I. Marchuk with a joint conference held 
in Sanremo and Novosibirsk. 

The present edition of the conference is dedicated to Camillo Possio, killed 
by a bomb during the last air raid over Torino, in the sixtieth anniversary of 
his death. The special session "On the Possio equation and its special role in 
aeroelasticity" was devoted to his achievements. The special session "Shape 
Analysis and optimization" commemorates the 100th anniversary of Pompeiu 
thesis. 

All the fields of interest for the seventh Technical Committee of the IFTP, 
chaired by Prof. I. Lasiecka, had been represented at the conference: Opti­
mization; Optimization with PDE constraints; structural systems optimization; 
algorithms for linear and nonlinear programming; stochastic optimization; con­
trol and game theory; combinatorial and discrete optimization, identification 
and inverse problems; fault detection; shape identification, complex systems; 
stability and sensitivity analysis; neural networks; fractal and chaos; reliability, 
computational techniques in distributed systems and in information processing 
environments; transmission of information in complex systems; data base de­
sign. Applications of optimization techniques and of computational methods 
to scientific and technological areas (such as medicine, biology, economics, 
finances, aerospace and aeronautics etc.). 
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OPTIMAL STOCHASTIC CONTROL OF 
MEASURE SOLUTIONS ON HILBERT SPACE 

N.U. Ahmed ̂  
University of Ottawa, SITE & Department of Mathematics, ahmed@ site.uottawa.ca 

Abstract This paper is concerned with optimal control of semilinear stochastic evolution 
equations on Hilbert space driven by stochastic vector measure. Both continuous 
and discontinuous (measurable) vector fields are admitted. Due to nonexistence 
of regular solutions, existence and uniqueness of generalized (or measure val­
ued) solutions are proved. Using these results, existence of optimal feedback 
controls from the class of bounded Borel measurable maps are proved for several 
interesting optimization problems. 

keywords: Stochastic Differential Equations, Hilbert Space, Measurable 
Vector Fields, Finitely Additive Measure Solutions, Optimal Feedback Con­
trols. 

1. Introduction 

For motivation let us consider the deterministic evolution equation 

x = Ax + F{x), t>0, x{0) = xo, (1) 

in a Hilbert space H where A is the infinitesimal generator of a Co-semigroup, 
S{t), t > 0, on H and F : H —> H is a. continuous map. It is well known 
that if H is finite dimensional, mere continuity of F is good enough to prove 
existence of local solutions with possibly finite blow up time. If i? is an infinite 
dimensional Hilbert space continuity no longer guarantees existence of even 
local solutions unless the semigroup S{t), i > 0, is compact. Because of this, 
the very notion of solutions required a major generalization to cover continuous 
as well as discontinuous vector fields [11], [1],[2],[3],[4],[5]. Using the general 
concept of measure solutions one can completely avoid standard assumptions 
such as local Lipschitz property and linear growth for both the drift and the 
diffusion operators as often used in [8] and [11]. 

Many physical models are described by differential equations with discon­
tinuous and possibly unbounded vector fields without satisfying any of the 
standard regularity properties including monotonicity or accretivity etc. In this 

Please use the following format when citing this chapter: 

Ahmed, N.U., 2006, in DFIP International Federation for Information Processing, 
Volume 202, Systems, Control, Modeling and Optimization, eds. Ceragioli, F., 
Dontchev, A., Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), pp. 1-12. 
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situation there is no solution in the sense of any one of the standard notions 
(classical,strong,mild,weak). Even the weak solution, if one exists, is highly 
irregular. However under fairly general assumptions one is able to prove exis­
tence of measure valued solutions. Functionals (physical observables) of such 
measure solutions, such as 

T(M) = E j f{M^l)>M'P2)----,M'Pm))p{dt), 

where / e BC{R^), ifi G BC{H) and p is a countably additive bounded 
positive measure on / having bounded total variation, are of practical interest. 
For example, in the study of hydrodynamic turbulence, the solution of Euler 
equation, as the limit of the Navier-Stokes equation with the Reynolds number 
increasing towards infinity, can be considered as a measure solution. Its impact 
on mixing is an important physical variable. 
Let {H, E, E} be any three Hilbert spaces relating the stochastic system gov­
erned by an evolution equation of the form 

dx{t) = Ax{t)dt + F{x{t))dt + V{x{t))u{t,x{t))dt 

+ Gix{t-))M{dt),t>0, (2) 

x(0) = xo-

Here A and F are as described above, and G : H —> ^{E, H) is a continuous 
map and F : H —> £ (S , H) is Borel measurable map and M is an i?-valued 
stochastic vector measure defined on the sigma algebra BQ of Borel subsets of 
i?O=[0,«3). 

The last term on the right hand side of equation (2) gives rise to a well defined 
stochastic integral since the integrand is adapted and therefore previsible or 
equivalently measurable with respect to the sigma algebra of predictable sets. 
An intuitive physical meaning is as follows. Given that {t} is an atom of the 
measure M, the state at time t is uniquely determined by the state x{t—) (just 
before the jump) and the jump size M{{t}) of the measure M. 

For simplicity of presentation, we have considered the operators F, G, F to 
be independent of time. However the results presented here can be extended to 
the time varying case without any difficulty. 
The paper is organized as follows. In section 2 we recall some important facts 
from analysis sufficient to serve our needs. In section 3 and 4, we consider 
system (2) and present without proof two results on existence of measure valued 
solutions and their regularity properties. Using these results, in section 5, 
we consider control problems and present several results on the question of 
existence of optimal feedback controls. 
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2. Basic Facts from Analysis 

Recently the author dealt with the question of existence of measure valued 
solutions for semilinear stochastic differential equations with continuous but 
unbounded nonlinearities driven by cylindrical Brownian motion [3]. Here 
we admit Borel measurable, possibly unbounded, vector fields and replace the 
Brownian motion by a more general stochastic vector measure. Properties of 
the stochastic vector measure are stated in the sequel. 

Radon Nikodyme Property & Lifting: 

For any normal topological space Z, let BC{Z) and B{Z) denote the vector 
spaces of bounded continuous and bounded Borel measurable functions on Z 
respectively. Furnished with the supnorm topology these are Banach spaces. It 
follows from a well known result [10] that the corresponding duals are given 
by Sr5a(-^)(5^ba(-^)) which are regular bounded (bounded) finitely additive 
measures on the algebra of sets determined closed subsets of Z. Note that 
the dual pairs {BC{Z), Y.rba{Z)} and {B(Z), S6a(^)} do not satisfy Radon-
Nikodym (RNP) property [8]. Hence, for any finite measure space (5 ,5 ,7 ) , 
it follows from the theory of lifting that the dual of Li{S, BC{Z)) is given by 
L^{S, Ej-baiZ))- These are weak star measurable measure valued functions. 
To study the question of existence, we need these spaces. 

Special Vector Spaces Used: 

Now we are prepared to introduce the vector spaces used in the paper. Let H, E 
be two separable Hilbert spaces and (Jl, j ' ^ , J ĵ | , t > 0, P) a complete filtered 
probability space, M{J) ,JeBo,a.nE valued J^t adapted vector measure in the 
sense that for any J e Bo with J C [0, t], M{J) or more precisely e*{M{J)) 
is Tt measurable for every e* G E* = E. For the purpose of this paper we 
consider !Ft = ^t^ V (J{XQ), where J^^^ ,a{xo) are the smallest sigma algebras 
with respect to which the measures M and the initial state XQ respectively are 
measurable. Let J x $1 be furnished with the predictable cr-field with reference 
to the filtration J't,t e I and M^^^i^ x ^^ ^rba{H)) C L^,2(-^ x ^^ ^rba{H)) 
denote the vector space of Ŝ fea (if) valued random processes {Xt,t e /},which 
are .Ft-adapted and w*-measurable in the sense that, for each 0 e BC{H), 
t —> A((0) is a bounded Tt measurable random variable possessing finite 
second moments. We furnish this space with the w* topology. Clearly this is 
the dual of the Banach space 

Mi,2(/ X n, BC{H)) c Li,2(/ X 0, BC{H))), 

where the later space is furnished with the natural topology induced by the norm 
given by 

II ^ 11= j^[£{&w^{\^{t,a;,Oi, e e ff})') dt. 
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Similarly, one can verify that M^ 2(-̂  ^ ^^ ^ba{H)) is the dual of the Banach 
space Mi_2(/ x fi, B{H)). We will have occasion to use both these spaces. 

Basic properties of M : 

(Ml): {M{J), M{K), JnK = %,J,K G BQ} are pair wise independent £?-
valued random variables (vector measures) satisfying £{{M{J), £,)} = 0, J e 
BQ,^ € E, where £{z) = J^ zP{dLu). 

(M2): There exists a countably additive bounded positive measure n G 
Mc(_Rf)), having bounded total variation on bounded sets, such that for every 

£{{M{J), i){M{K)X)} = (?, OE vr(J n K). 

Clearly, it follows from this last property that, for any ̂  G E,£{{M{J),^)'^} = 
|.f ||;7r( J ) , and that the process N, defined by 

N{t) ~ I M{ds),t>0, 
Jo 

is a square integrable £J-valued J^t-martingale. Gyongi and Krylov [12] have 
also considered general noise for a special class of finite dimensional systems. 

3. EXISTENCE OF MEASURE SOLUTIONS 

In recent years a notion of generalized solution, which consists of regular 
finitely additive measure valued functions, has been extensively used in the 
study of semi linear and quasi linear systems with vector fields which are merely 
continuous and bounded on bounded sets; see [ 1 ], [2], [3], [ 11 ] and the references 
therein. Existence of solutions for deterministic systems, such as (1), was 
proved in [1,2,11] with varying degrees of generality. Recently [6] existence 
of measure solutions for stochastic system (2), generalizing a previous result 
of the author [3], has been proved. These latest results cover Borel measurable 
drift and diffusion assumed to be merely bounded on bounded sets. Our main 
objective here is to prove existence of optimal feedback controls for these class 
of systems. 

Since the measure solutions may not be fully supported on the original state 
space H, it is useful to extend the state space to a compact Hausdorff space con­
taining H asa dense subspace. Since every metric space is a Tychonoff space, 
if is a Tychonoff space. Hence H'^ = j3H, the Stone-Cech compactification of 
H, is a compact Hausdorff space and consequently bounded continuous func­
tions on H can be extended to continuous functions on H^. In view of this we 
shall often use /7+ in place of H and the spaces Mi 2(/ x Q, BC{H^)) with 
dual MZ,2{1 X fi, Y.,UH+)) -D MZ,2{I x 0,n,feL(H+)). Here M- ,2 ( / x 
f̂ j "^rbaiH^)) is the set of all finitely additive probability measure valued pro­
cesses, a subset of the vector space M ^ 2(-̂  x il, T,rba(H~^)). Note that, since 
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i J+ is a compact Hausdorff space, Ej.6a(-f '̂'') = S^ca(-ff^)-In viewof thefact 
that the measure solutions of stochastic evolution equations restricted to H are 
only finitely additive, we prefer to use the notation T,rbaiH~^) to emphasize this 
fact though they are countably additive on if+. 

Without further notice, throughout this paper we use Dcj) and D'^cp to denote 
the first and second Frechet derivatives of the function (j) whenever they exist. 
We denote by ^ the class of test functions as defined below: 

^ = {(p e BC{H) : D(p, D^cp exist, continuous and bounded on H}. 

Define the operators A B and C with domains given by 

V{A) = {(/) e * : ^ 0 e BC{H+)} 

V{B) EE {^ G * : 1??̂  e D{A*) kB4>e BC{H+)} 

where 

[Ac^m = {imTr{D'<P GG*m,ct> G V{A) 

B<t> = (A* 150(0, e) + {F{0.D4>{0) for </. G V{B) 

c m = G*{OD(t>{£,). (3) 

First we consider the uncontrolled system 

dx{t) = Ax{t)dt + F{x{t))dt + G{x{t'~))M{dt), 
x{0) = xo, (4) 

and use the notion of measure (generalized) solutions introduced in [3] and 
finally add modifications necessary for the control system. 

DEFINITION 1 Ameasurevaluedrandompwcess^ e M^2(^^^^^rba{H'^)) 
is said to be a measure (or generalized) solution of equation (4) if for every 
4> e 'DiA) n V{B) and t G / , the following equality holds 

JO JO 
ft 

(5) 

where fj.tO') ^ /^+ i'iOl^'tidO, t & I-

Again the stochastic integral is well defined since the integrand is predictable 
and the process fj,t,t € lAs cadlag in the weak star sense. This follows from 
the assumption that the compensating measure n has bounded total variation 
and hence M can have at most a countable set of atoms. 

((>{XQ) 

Jo 

Jo 

< ^ s -

IJ.siA(p) Tr{ds) 

.{C(f>),Mids) : 

+ / M. 
Jo 

>B P~ 

s{B<P) 

- a.s. 

ds 
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REMARK 2 Note that equation (5) can be written in the differential form as 
follows: 

dfit{<l>) = iJ,t{A(p)TT{dt) + ^it{B(|))dt+ < fit^{C<p),M(dt) > 

with /do{(p) = (p{xo)- This is in fact the weak form of the stochastic evolution 
equation 

dfit = A*iMtAdt) + B*ntdt+ < C*iit-,M{dt) >B, MO = x̂o> (6) 

on the state space Y^rbaiH) where {A* ,B* ,C*} are the duals of the operators 
{AB,C]. 

In case the system (2) has a weak solution in the classical sense, the measure 
solution degenerates into a Dirac measure concentrated along the path and the 
expression (5) defines the weak solution. 

To proceed further we shall need the following 

ASSUMPTION 3 (Al): there exists a sequence {Fn,Gn} with Fn{x) G D{A) 
andGn{x) G JC{E, D{A)), for each x £ H, and 

Fn{x) ^=^ F{x) in H and Gn{x) ^-^= G{x) in £{E, H), 

where Tyjucifsouc) denotes the topology of weak convergence (convergence in 
strong operator topology) uniformly on compacts. 

(A2): there exists a pair of sequence of real numbers {ctn, Pn > 0}, possibly 
oimPn -^ CO as n -^ oo, so that both Fn,Gn are Lipschitz having linear 
growth with coefficients ««, /?„ respectively. 

We note that under the very relaxed assumptions used here, nonlinearities having 
polynomial growth are also admissible. 

Following result generalizes our previous result ([3], Theorem 3.2). 

THEOREM 4 Suppose A is the infinitesimal generator of a Co-semigroup in 
H and the maps F : H —> H, G : H —> tC{E, H) are continuous, and 
bounded on bounded subsets of H, satisfying the approximation properties 
(Al) and (A2); and M is the vector measure satisfying (Ml) and (M2). Then, 
for every xofor which P{ui G fl : \XO\H < oo} = 1, the evolution equation 
(4) has at least one measure valued solution 

in the sense of Definition 1. Further, A° S M ^ 2(^ ^ ^> ^rbaiH~^)). 

Proof. Proof will appear in [6]. 
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Supports of measure solutions may leak out to infinity in the sense that 
X^{H) < 1 while A^(iy+) = 1 with probability one. For any /? > 0 and te I, 
the operator Qf as given below is well defined 

{Qli^O^E j (x ,0 'exp-{ /3!x |2} A?(da;). 
JH+ 

It follows from Milnos-Sazanov theorem that if lim sup^jo ^^ (Qt ) < ' ^ ^̂ ^̂ ^ 
we are assured of H being the support of the measure solution. If \° is not 
supported on H, we can still define an i/-valued process given by 

JH+ 

which can serve as the approximate path process becoming highly irregular 
with decreasing /3 and possibly escaping to jy+ as /? ], 0. 

REMARK 5 In view of Theorem 4, F, G are required to be merely continuous 
and bounded on bounded sets and hence they may have polynomial growth 
[3]. In contrast, for standard mild solutions it is usually assumed that F, G are 
locally Lipschitz having at most linear growth [8]. 

The following corollary is an immediate consequence of Theorem 4. 

COROLLARY 6 Consider the forward Kolmogorov equation, 

d^t = A*dt'K{dt) + B*-dtdt, ^(0) = vo, (7) 

where A*, B* are the duals of the operators A, B respectively (see equation 
3) with F, G satisfying the assumptions of Theorem 4. Then, for every UQ G 
lirbaiH), equation (7) has at least one weak solutions € L'^{I,Ilri,a{H'^)) C 
L^(J , Erba{H~^)) in the sense that for each (p 6 D{A) fl V{B) and t e / , the 
following equality holds 

vt{4>) = Mi^) + f VsiAcI)) Tvids) + I Vs{B<t))ds. (8) 
Jo JO 

Proof. Proof will appear in [6]. 

REMARK 7 Note that Corollary 6 proves existence of (measure) solutions of 
Kolmogorov equation (7) with unbounded coefficients generalizing similar re­
sults of [7] for parabolic and elliptic equations on finite dimensional spaces. 

The following corollary asserts uniqueness. 

COROLLARY 8 (UNIQUENESS) Suppose the assumptions of Corollary 6hold. 
Then the solution (weak solution) of the evolution equation (7) is unique. 

Proof. Proof will appear in [6]. 

REMARK 9 Using this result we can prove the uniqueness of mild and hence 
weak solution of the stochastic measure equation (6). 
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4. MEASURABLE VECTOR FIELDS 
In many applications, F, G and F may not be even continuous. However, as­

suming that they are bounded Borel measurable, it is possible to prove existence 
results similar to those of deterministic evolutions [5]. 

Consider the control system 

dx{t) = Ax{t)dt + F(x{t))dt + T{x{t)) u{t, x) dt + G{x{t-))M{dt) 

a;(0) = xo, (9) 

where F : H —> £(H, H) is a bounded Borel measurable map with S being 
another separable Hilbert space and u : I x H —> E is any bounded Borel 
measurable function representing the control. Let BM{I x H, S) denote the 
class of bounded Borel measurable functions from I x H toE. Furnished with 
the uniform norm topology, 

II u 11= sup{\u{t, x)\s, (t, x) e I X H}, 

it is a Banach space. We present here a result analogous to that of Theorem 4with 
the major exception that in the present case the measure solutions are no longer 
regular. They are bounded finitely additive measure valued processes. 

T H E O R E M 10 Consider the system (9). Suppose {A, M} satisfy the assump­
tions of theorem 4, F : H —> H, G : H —> C{E, H) and T : H —> 
iC{E, H) are Borel measurable maps bounded on bounded sets. Then, for ev­
ery XQ for which P{uj G O : \XQ\H < oo} = 1, statistically independent of 
M, and u G BM{I x H,E), the evolution equation (9) has a unique measure 
solution 

x°eMZ4ixn,uuH+)). 

Proof. Proof will appear in [6]. 

5. OPTIMAL FEEDBACK CONTROLS 
Consider the control system (9). For admissible controls, we use a weaker 

topology and introduce the following class of functions. Let f/ be a closed 
bounded (possibly convex) subset of E and 

U = {ue BM{I xH,E): u{t,x)eUy (t,x)}. 

On EM {I X H,E), we introduce the topology of weak convergence in E 
uniformly on compact subsets oi I x H and denote this topology by TWU-
In other words, a sequence {n„} C BM{I x H, E) is said to converge to 
1*0 e BM{I X H, E) in the topology T^U if, for every v e E, 

{Un{t,x),v)-= > {uo{t,x),v)-= 
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uniformly in (i, x) on compact subsets of I x H. We assume that U has been 
furnished with the relative r^u topology and Uad any r^u sequentially compact 
(possibly) convex subset of U and choose this set for admissible controls. 

We consider the Lagrange problem PI : Find u° G Uad that minimizes the 
cost functional 

J{u) = £ [ £{t,x{t))dt, (10) 
Jo 

where £ is any real valued Borel measurable function on J x if which is bounded 
on bounded sets. Since, under the general assumptions of Theorem 4 and 
Theorem 10, the control system (9) has only measure solutions, the control 
problem as stated above must be reformulated in terms of measure solutions. 
For this purpose we introduce the operator Bu associated with the control u as 
follows. Define, for (t, 0 £ -f x H, 

(s„,^)(t,e) = (^(f,0,r*(OD<A(0)H, 

where r*(^) e C(H,E) is the adjoint of the operator r (^ ) . Clearly the operator 
Bu is well defined onD{A)nD{B). Then the correct formulation of the original 
control problem is given by (PI) : find u° £ Uad that minimizes the functional 

J[u)~£ f f e{t,4)XndOdt (11) 
Jo JH 

where A" is the (weak) solution of equation 

dXt = A*Xtn{dt) + B*Xtdt + BlXtdt+ < C*Xt-,M{dt) >E, 

XQ = Sxo • (12) 

Note that the initial measure need not be a Dirac measure, it suffices if AQ = 
TTo e libaiH). 

For convenience of reference we identify this problem as Pi. We need the 
following result on continuous dependence of solutions on control. 

LEMMA 11 Consider the system (12) with admissible controls Uad as defined 
above, and suppose the assumptions of Theorem 10 hold and that T : H —> 
£(E!, H) is a bounded Borel measurable map. Then, for every u G Uad^ the 
system (12) has a unique weak solution A" e -^TO 2(-̂  ^ ^ ; ^ba{H~^)) andfur-
ther, the control to solution map u —> X^ fromUad to M^ 2i^ ^ ^y'^ba{H'^)) 
is (sequentially) continuous with respect to the topologies T^JU on Uad '^tid weak 
star topology on M ^ 2(-̂  x f̂ , ^ba{H^))-

Proof. Detailed proof will appear in [6]. 
Now we consider the control problem P L 
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T H E O R E M 12 Consider the system (12) and the Lagrange problem (II) with 
admissible controls Uad- Suppose the assumptions of Lemma 11 hold and that 
I is a Borel measurable real valued function defined on I x H and bounded 
on bounded sets and that there exists a function (.Q S L J (/) such that £{t, ^) > 
^o{t) V (, G H. Then there exists an optimal control for the problem PI. 

Proof. Since i is bounded from below by an integrable function £o, we have 
J(u) > —oo, V u e Uad- Clearly if J{u) = +oo for all u e Uad, there is 
nothing to prove. So suppose the contrary. Define inf{/(M), U e Uad\ = "^, 
and let {it"} C Uad be a minimizing sequence. Since Uad is T^U sequen­
tially compact, there exists a subsequence, relabeled as the original sequence, 
and a control u° e Uad such that u" -^^ u°. Then by virtue of Lemma 11, 
along a further subsequence if necessary, we have A"" - ^ A"°. Note that 
the functional (11) is linear in A" and bounded (since {n"} is a minimizing 
sequence) and hence continuous along the minimizing sequence {A""}. Thus 
lim„_^co J(w") = J{u°) = m and u" is the optimal control. • 

Next we consider the control problem P2 : 

J{u)=£ f {i{t,0 + piOHt,Ok}>^ndOdt^mi, (13) 

where p is a nonnegative bounded Borel measurable function on H with compact 
support and A" is the weak solution of the stochastic evolution equation (12) 
corresponding to control u. 

T H E O R E M 13 Consider the Lagrange problem P2(13) subject to the dynam­
ics of system (12) with admissible controls Uad- Suppose i satisfies the condi­
tions as in Theorem 12, and p is any nonnegative bounded Borel measurable 
function on H having compact support. Then there exists an optimal control 
for the problem P2. 

Proof. Again by virtue of the assumption on i, we have J{u) > —oo. If 
J{u) = +0O for all u G Uad there is nothing to prove. So we may assume the 
contrary. Let {u^} be a minimizing sequence so that 

lim J{u") ~ \ni{J[u),u G Uad} ^ '^• 

We show that the second term of the objective functional (13), denoted by J2, 
is Twu lower semi continuous on Uad- Since Uad is TU,U sequentially compact, 
the sequence {u"} contains a subsequence, relabeled as the original sequence, 
which converges in T^U topology to an element u° e Uad- Consider the value 
of J2 at u°, 

Hu°)=£J p{i)\u'>{t,0\^Xt{di)dt. (14) 
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Since u°{t, ^) is a H valued bounded Borel measurable function, by Hahn-
Banach theorem there exists a Bi (H) valued bounded measurable function r]° 
on I X H such that 

K(i,OlH = K(i,0,'?''(i>0)H, V(t,e) elxH. 

In fact one can take ?7°(t, ^) = u"{t,$,)/\u"(t, $,){-,• Using Lemma 11 and some 
functional analytic arguments one can verify that 

J 2 ( 0 <l iminf Jaftx"). (15) 
n—>oo 

Thus J2 is Tyju lower semicontinuous and it follows from continuity of the first 
term that J is Twu lower semicontinuous. The existence now follows from T-mu 
sequential compactness of Had- • 

Another interesting control problem, identified as P3, consists of maximiz­
ing the functional: 

J(u) ^ f{£KM), • • •,£\l{w))} -> sup 

where / : R^ —> i? is a function, and {ipi} e B{H) is a finite set of bounded 
real valued Borel measurable functions on H. 

T H E O R E M 14 Consider the system (12) with admissible controls Uad and sup­
pose the assumptions of Lemma 11 hold. Further, suppose the stochastic vector 
measure M is nonatomic and the associated quadratic variation measure n is 
absolutely continuous with respect to the Lebesgue measure and the function 
f is upper semicontinuous from R^ to R and {(fii} € B{H) are real valued 
bounded Borel measurable functions. Then the Problem P 3 has a solution. 

Proof. For proof see [6].» 
A fourth interesting problem, identified as P4, can be stated as follows. Let 

'I' e B{H) and g s Cb{R) be given. The problem is to find a control that 
minimizes (maximizes) the functional 

J{u) = 55(A^(*)). (16) 

T H E O R E M 15 Consider the system (12) with admissible controls Uad (ind sup­
pose the assumptions of Lemma 11 hold. Further, suppose {M, TF} satisfy the 
assumptions of Theorem 14 and g G Ch{K)and^ € B{H). Then the Problem 
PA has a solution. 

Proof. Proof will appear in [6]. 

REMARK 16 For construction of optimal controls, it is essential to develop 
necessary and sufficient conditions for optimality. We leave this as an open 
problem for the readers. 
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REMARK 17 In section 5, the set Uad is assumed to be T^U sequentially com­
pact. The author feels that simple T^U compactness is sufficient. In general 
topological spaces compactness and continuity can all be described in terms 
of nets. Lemma 11 can be proved using nets and since all the results following 
Lemma 11 depend only on T^„ continuity and compactness, they remain valid 
under this relaxed condition. 
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Abstract We study the local exponential stabilization of the 3D Navier-Stokes equations 
in a bounded domain, around a given steady-state flow, by means of a boundary 
control. We look for a control so that the solution to the Navier-Stokes equation be 
a strong solution. In the 3D case, such solutions may exist if the Dirichlet control 
satisfies a compatibility condition with the initial condition. In order to determine 
a feedback law satisfying such a compatibility condition, we consider an extended 
system coupling the Navier-Stokes equations with an equation satisfied by the 
control on the boundary of the domain. We determine a linear feedback law by 
solving a linear quadratic control problem for the linearized extended system. 
We show that this feedback law also stabilizes the nonlinear extended system. 

Keywords: Navier-Stokes equation, Feedback stabilization, Riccati equa­
tion. 

1. Introduction 

Let O and B two regular bounded domains of class C°° in R^ such that 
6 c C, O = 0\B, Te = dO and Vi = dB. We have r» n Te = 0 and 
5 0 = Fj U Ffi. We consider the motion of an incompressible fluid around the 
bounded body B in Q which is described by the couple {ze,pe), the velocity 
and the pressure, solution to the stationary Navier-Stokes equations 

-A^e + {ze • V)ze + Vpe = 0 and V • Ze = 0 in O, 

Ze==OonFj , Ze=^VooOnTe. 

According to [4], if UQO G H^ {Tf, R^) obeys /p Voo-n = 0, such a stationary 
solution exists in H^{fl, R^) x H^{Q,)/'R. For an initial condition of the form 
Ze + zo and a Dirichlet boundary control u on Fj such that /p. u{t) • n = 0, 
the pair {z + Ze,p + pe) satisfies the instationary Navier-Stokes equations, and 

Please use the following format when citing this chapter: 
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Volume 202, Systems, Control, Modeling and Optimization, eds. Ceragioli, P., 
Dontchev, A., Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), pp. 13-24. 
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{z,p) obeys: 

dtz - Az + {z- \7)ze + {ze • V)z + {z-V)z + Vp = 0 in Q, (1) 

V • z = OinQ, z — uonEi, z = 0 on Eg, z{0) = ZQ- (2) 

In this setting Q = Q. x (0,oo), T,i = Ti x (0, oo), Eg = Fe x (0, oo) 
and n denotes the unit normal vector to Fj, exterior to ft. We assume that 
Zg is an unstable solution of (l)-(2) corresponding to ZQ — Zg. Our goal is 
to find a Dirichlet boundary control u on Fj which stabilizes the instationary 
Navier-Stokes system (l)-{2) for initial data ZQ small enough in an appropriate 
functional space. To achieve this goal, the three dimensional case is hightly 
demanding in terms of velocity regularity: we need that z G L^(0, oo; H2 (f2)) 
to obtain a stabilization result. Therefore, we look for a control u regular 
enough to fit the expected smoothness of z and in particular, the initial com­
patibility condition u{0) = zolpi should be satisfied. A way to obtain such 
compatibility condition is to characterize the trace u as the first component of 
(•u, a) G Lf^cii^, cx)); L^(Fi; R^)) x ^^^^([0,00)), where {u, a) is the solution 
to the time dependent equation: 

dtu =Ai,u + an + g onSj , 
u(0) = 2o|rj, and /p. u{t) • n = 0. 

Here A;, is a Laplace Beltrami operator and g e L'^{T,i; H?) is such that g{t) 
obeys J^. g{t) -n — 0. Thus the state (z, u) now satisfy an extended system of 
two coupled equations with a distributed control p on F,: 

dtz - A2: + (2 • V)ze + {ze • V)^ + {z • V)z + Vp = 0 in Q, (3) 

V • 2 = 0 in Q, z — uonTii, z = 0 on Se, 2̂ (0) = ZQ, (4) 

9 tu-Afe-u-o-n = 5 in Si, / •u(i) • n = 0, u{Qi) = ZQ\Y^- (5) 

In a first step, we consider the linear problem derived from this last coupled 
system by dropping the nonlinear term {z • V)z. We introduce the velocity 
space l/„°(f2) =^ {y e L^{i}; R^) | V • y = 0 in fi, y • n == 0 on dQ}, and 
the orthogonal projector P from L^(Q; R'^) into V^(f2). Next we rewrite the 
extended system as an evolution equation (see section 2.2) involving a linear 
unbounded operator A which is studied in section 4. Then we state a linear 
quadratic optimal control problem (see section 2.3) which provides a distributed 
feedback controller for the extended system (see section 5). Finally, we apply 
the feedback controller to the initial nonlinear system (see section 6) and we 
show a local stabilization result. 
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2. Extended system and optimal control problem 

2.1 Functional framework 
Let us define the spaces of free divergence functions 

1/̂ (12) = { y e / f * ( O ; R 3 ) | V - y = 0 inO, / a s , y n = 0}, s > 0, 
V^{n) ={2/Gi: /^(0;R3) I V - y = OinQ, y - n = Oonafi}, ^ > g, 

and the corresponding trace spaces with a free mean normal component 

V'{Ti) = {ye H'iT,- R 3 ) I / 2/ • n = 0}, V-\Ti) = V'{Ti)', s > 0. 

Wedenote by Fo^l^) the interpolation space [y2(fi)ni?cJ(n;R3), y„°(r2)]i_^/2 
for 0 < s < 2 and V~^{0,) = Vo'(n)' its dual counterpart with respect to the 
pivot space V^{Cl). It is well known that 

VJ{Q) ^{ye T/i(0) I JnP(xr'\y\^ < +oo} , 
^0^^) ={y€V^{Q)\y^Oonda}, i < s < 2, 

where p(x) is the distance from x to dQ. Notice that, according to the above 
definition, we have VQ^{Q.) = V^ifl) D H^{ft; B?) for 1 < s < 2. Finally, for 
0 < T < oo, and Xi and X2 two Banach spaces, we introduce the function 
space 

Wi0,T;Xi,X2) = L^{0,T;Xi)nHH0,T;X2). 

2.2 Abstract formulation of the extended system 
In this section, we state an abstract weak formulation for the system 

dtz - Az + {z- W)ze + {ze • V)z + K{Z • V ) ^ + Vp = 0 in Q, (6) 

V • z = 0 in Q, z = u on Ei, z = 0 on Eg, z(0) = zo G ^ ° ( ^ ) , (7) 

5iW - A5W - crn = 5'in Si, u{0) = UQ eV~'^{Ti). (8) 

Equation (6) corresponds to the Oseen equation if K = 0, and to the Navier-
Stokes equation if K = 1. Equation (6), the left hand side of (8) and (7) are 
satisfied in the sense of distributions. We observe that a plays the role of the 
Lagrange multiplier associated with the constraint /p, u • n. 
By using transformations developed in [6] we are going to give an equivalent 
formulation of (6)-(7)-(8). First we define the unbounded operator (I?(^), A) = 
{V§{Q,), A{x, d)) where A(x, d) ^ PA - P{Vze) - P{ze • V). We choose 
Ao > 0 such that ((AQ — A)y\y) > ^\\y\\v^(Q) for all y G VQ{fl), and we 
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introduce the Dirichlet operator D e C{V°{Ti), y°(fi)) associated with AQ — 
A: Du — w where u G V^^Q.) satisfies 

XQW — A{x, d)w = 0, V • t(J = 0 in O, w = uonVi and it; = 0 on Fe. 

Thus, for z e Li2/5(Q. j^3) ^^ j^gj^g (̂̂ ^̂  ̂ ^ ^ £̂ 2(0̂  T; P(A*)') by 

{b{z, z)\v) = f (Vv) z-z, \/ve V{A*). 

Finally, we define the unbounded operator {V{Ai,), A},) — (y^(Fj), Pf,A{,) in 
y°(Fi) , where P^ G C{L'^{Ti,B?), V^{Ti)) denotes the orthogonal projector 
from i 2 (Fi ; R 3 ) into y°(Fi) . 

DEFINITION 1 Weshallsaythat{z,u) e L'^{0,T;V^{n))xL'^{0,T;V~^{Ti)) 
ifK = 0, or{z,u) e L2(0,r;y0(O)nLi2/5(f^^R3)) ^ L'^{0,T;V-^Ti)) if 
K — 1, is a weak solution to (6)-(7)-(8) if and only if it obeys the system: 

(Pz)' = APz + {Xo-A)PDu + Kb{z,z) & L^{{),T-V{A*)'),{9) 

u 
I - A.„. > ^ r- T-2 Abu + geL'iQ.T-ViAb)'), (10) 

Pz(0) = P z o e y „ ° ( 0 ) , u{0)=uoeV~-2{Ti), (11) 

{I-P)z = {I-P)Du (^L^{Q,T]V°{n)), uo-n = zo-n. (12) 

T H E O R E M 2 Let {z,p,u,a) be an element ofW{<d,T;V^{Q),V^'^{V!)) x 
L2(o , r ;L2(o) /R)xT^(0 , r ;y5(Fi ) , - t^ - i (F , ) )xL2(o ,T) . Then{z,p,u,a) 
satisfies (6)-(7)-(8) if and only if{z, u) satisfy (9)-(10)-(ll)-(12). 

According to [6], the right hand side of (12) is equivalent to (/ ~ P)zo — 
(/ — P)Duo. Then (12) ensures that the couple {z,zo) is entirely determined 
by its projected part {Pz, PZQ) and the boundary values {U,UQ). In the fol­
lowing we only consider the new 'extended' state Y = {Pz, u) and the initial 
condition FQ = {PZQ,UO). We define H° = V^{VL) X V-^{Ti) and an ade­
quate unbounded operator {V{A),A) in TL^ - A is defined by (19), (20) and 
studied in section 4. We introduce the bilinear operator B 

B{Y,,Y2)= ( Kyi + {I~P)Du^,y2 + {I~P)Du2 \ ^^^^ 

T H E O R E M 3 Let{z,p,u,a) e W{0,T;V\a),V-'^{n))xL^{0,T-L^{^)/Il) 
XW{0, T; 1/5(Fi), F - i ( F i ) ) xL^{0,T). Then {z,p,u,a)satisfies(6)-(7)-(8) 
if and only if (12) holds true and the state Y = {Pz, u) satisfies 

Y'=r AY + KB{Y,Y) + [ ° ] GL^{id,T;V{A*)'), F(G) = FQ G W^ 

(14) 
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2.3 The extended system and the linear quadratic control 
problem 

The feedback control law is obtained by studying the control problem 

where 

mdi{zg,ug) e W{0,oo;V\D.) x V^Ti),V^^{^) x y - i ( r i ) ) satisfies (6)-
(7)-(8). If we introduce CY = V(y + (/ - P)Du) e Z with Z = ^^(O; R 9 ) 
- C is studied in section 4 lemma 9 - we can rewrite (Q)^^„o in the form: 

( P ^ ) infU(<7) 156X^(0, oo ;y°( r , ) )} , 

where 

and Yg satisfies (14) for K = 0. 

3. Main result 
THEOREM 4 Let W.2 cmd lis he the operator defined in (35). Consider the 
following coupled system, 

dtz - Az + {z- V)ze + {ze • V)z + [z • V)z + Vp = 0 in Q, (15) 

V • z = 0 inQ, z — u inT,, z = 0 in Se, (16) 

dfU — Ai,u + H3U — an— —II2PZ in E, (17) 

Z{0) = ZOGVHQ), uiO)=uoeV''{Ti). (18) 

There exists CQ > 0 and /UQ > 0 such that, if 5 G (0, (1Q) and 

{ZO.UQ) eWs = {{zo,uo) e V-2{^) X V\Ti) | ZQ - DUQ S V ( " ) > 

then, (15)-(16)-(17)-(18) admit a unique solution in the set 

Vs = \ {z,p,u,a)GWiO,+oo;V2{n),V-^{Q.))xL'^{0,oo]H^{n)/K) 

xW{0, +00; V\T^), V-\T,)) X L\0, 00) I 

Ibll , 1 <5(l + 5) } . 
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Moreover, (z, u) obeys 

ll^(^)lly^(n) + li"(*)ll^°(r.) ^ C'(||^.o||yO(r,) + ll^^oli^i (̂ )̂) e""*, t > 0. 

4. The operator A 

The goals of this section are: 

• to give a definition of the unbounded operator {V{A),A) in TiP. 

• to characterize the function spaces for which the mapping 
Y H-̂  ( y — AY, Y{0)) is an isomorphism, in order to have optimal 
regularity results for the extended system (14) when K = 0. 

• to characterize the functional spaces for which the mapping 
Q ^^ {—Q' — •^*Q-,Q{T)) is an isomorphism, in order to study the 
backward adjoint equation which appears in the characterization of the 
solution to (Py^) - see part 4. 

THEOREM 5 

We define the unbounded operator {'D{A), A) in H° = T^^(O) x V'~2[Ti) by 

V{A) = {iy,u)eV^{n)xVl{T,)\{y-PDu)eVo\n)], (19) 

^ ^ } A{x,d) iXo^A{x,d))PD\ ^20) 

The domain T>{A) is dense in H^, and A generates an analytic semigroup in 
HP. Moreover, for 0 < 0 < 1, the identifications below hold 

V{{\o-A)') = \V{A),H%-g, (21) 

= {{y,u) G V^\n) X V^'-'HT,) I {y - PDu) e V^'in)}. 

The unbounded operator {'D{A*),A*) in 7i° = V^{fl) x V^ (Tj) is defined by 

V{A*) = V^{n)xV'2{T,), 
A* _ ( A*{x,d) 0 

\D*{\~A*{x,d)) PbAb 

It is the adjoint of{'D{A), A) with respect to the pivot space V^{n.) x V^{Ti). 
The domain 'D{A*) is dense in W° and A* generates an analytic semigroup in 
TL^. Finally, for 0 < 0 < 1, the identifications below hold 

D((Ao ~ -4*)") = [V{A*),n%-e = Vi%^) x V"^+^\T{). (22) 
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Moreover, for 0 < 0 < 1, we define the function spaces 

Then, as a consequence of the analyticity of the semigroups (e'^*)t>o and 
(e'^**)t>o respectively in VP and in W°, we can state a general isomorphism 
Theorem (see [1], Chap.3, Thm 2.2, p. 166): 

THEOREM 6 For every 0 < 9 <1, the mappings below are isomorphisms: 

Y ^ {Y'-AY,Y{0)), 

Q y-^ {~Q'~A*Q,Q{T)). 

Next we determine the spaces [H"^^ ,H'^^^'~^^]i of initial conditions. 

LEMMA 7 For allO < 9 < 1 the following characterization holds: 

[W2^w2(e-i)]^^^2e-i^ (23) 
2 

Finally, a direct application of Theorem 6 with (23) ensures the existence of a 
unique solution Y to the extended linear system (14) when K = 0. 

THEOREM 8 Let g e L?{Q, T; V^{Ti)) and Yo G TiP. There exists a unique 
solution Y G -L'̂ (0, T; HP) to the extended system 

Y' = AY + ( ^ \ e L 2 ( 0 , T ; V{A*)'), y(0) ^Y^e H°. (24) 

Moreover, Y belongs to W{0, T; Ti} ,'H~^). More generally, if we assume that 
YQ e n'^'^, 0<e<l, then Y belongs to M/(0, T; W^^+i, 7^2f?-iy 

We now treat the backward adjoint equation which appears in the characteriza­
tion of the solution to {V^^). 

LEMMA 9 Let us define C G C{Ti},Z) with Z = £^(0, R^) by 
C:Y -^ V(y + (/ - P)Du). Then 

| |C . |U~ IMI^i and C*C £ jC{n^+\nt~'^), 0<9<1. (25) 
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Then Theorem 6 with (25) leads to the following theorem. 

T H E O R E M 10 Let Y £ L^{Q,T;?i^). There exists a unique solution Q G 
i^(0, T; 7Y°) to the backward equation 

-Q' = A*Q + C*CY, Q{T) = 0. (26) 

Moreover, Q belongs to W{0, T; 'Hl,'H~^). More generally, if we assume that 

Y e L2(O, T ; ^26)^ l<e<l, then Q belongs to W{0, T; Tif, Til^^''^'^). 

5. Resolution of the optimal control problem 

5.1 The finite time horizon case 
Let 0 < T < oo be a finite time horizon. To deal with the optimal control 

problem (Py^) we first study the following problem: 

{Vj) iniiMg) I 9 G L2(O, T ; F° ( r , ) )} , (27) 

where 

and Yg e V7(0, T; H, W^^) is the solution to 

Y' = AY+( ^], Y(0) = ^en°. (28) 

We introduce the projection operator A : {f,g) G Ti^ i-̂  (0,5). The prob­
lem (Vj) admits a unique solution (0,g^_T) where (0, g^,T) = —AQ^,T and 
(Y^^T, Qi,T) is the unique solution to the system 

.oTx / Y' =AY~AQ, y(0) = CGWO, 
^ ^ 1-Q' =^*Q + c*cy, Q(r) = o. 

Finally, we denote by U{T) G LiH^, H°), the mapping 

n ( r ) : ^ H. C?^_^(0). 

5.2 The infinite time horizon case 
Since, for every ^ and 0 < T < 00, the solution to (PT) has been charac­

terized, we are in position to study the optimal control problem {V?°) and the 
regularity of its solution in function of the regularity of ^. The problem {V?°) 
is defined by 

(P|°) i n f{J (g ) | 9GL2(0 ,oo ; \ / 0 ( r , ) ) } , (29) 
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where the following functional satisfies (28): 

1 /*oo 1 /"oo c 

Using a null controllability result stated in [3] we can show that there exists 
a control g e 1/^(0, oo; V°{Ti)) such that J{g) < +oo. This gives us the 
existence of a unique solution p^ to {V?°)-

T H E O R E M 11 The problem (V?^) admits a unique solution g^ where 

iy(0, cx); W^, 7^7^) M the unique solution to the system: 

, {Y' ^AY^t.Q, y(0) = e e W ° , 
^•^^l - Q ' =A*Q^-C*CY, Q(oo) = 0. 

Moreover, there exists IT e £(7Y*, W°), 11* = 11 5MC/! f/za? 

Q^-ny^, (̂<7«) = ^(neiOHO,„o. (30) 

The control g^ has been calculated as the limit of 5^_r when T ^> 00, where 
gi^^T is the unique solution to {Vj). 
We now focus on the properties of H. First, from the limit n (T) —> II as 
T —> 00 we can show that 11 satisfies an algebraic Riccati equation. Next, 
Theorems 8 and 10 for [S) lead to sharp regularity result for 11. 

T H E O R E M 12 U. satisfies a Riccati equation: V(^,C) S H"̂  x Ti}, 

(ncMC>wi,H-i + {Mm)H-~^,ni + iC£.\CQz - (AnciAnc)yo(r,) = o, 
(31) 

and the regularizing property 11 € C{li?^,l-i1^), 0 < 0 < | . 

Next we set ^ n = (AH — ^ ) , so that the optimal trajectory Yj satisfy 

Y' + AnY = 0, r ( 0 ) = ^ e 7f°. (32) 

From a classical result due to Datko in [5, Chap 4, Thm 4.1], we show the 
exponential stability of e^'^n^Yb. Let a > 0, the positivity of Axi allows 
us to define its fractional power ^ g and we respectively identify 'D{AYI) and 
V{A'^) with D((Ao - -4)") and D((Ao - A*Y). Thus (21) and (22) ensures 
a characterization V{A^) and ViA'^). 

T H E O R E M 13 The unbounded operator {T>{—AYI), —-^n) generates an an­
alytic exponentially stable semigroup in TiP and the characterizations below 
hold 

V{A\i) = Ti^^ V{A^) = nf, Q<e<l. 
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Next we define new norms in the spaces H°' and H^^" which are essential to 
study the stabilization of the Navier-Stokes equation (see section 6). 

DEFINITION 14 We define n^'^^ e C{n°','H-°') byl].^°'^ = Au*'^TiAn'^. 

T H E O R E M 15 The operator 11^'^^ has the regularizing property: 

n(") e£(?f2^+",nf-"), o<9<^. (33) 

DEFINITION 16 We define the two mappings J\fa and TZi+a by 

AA„(0 = ((n(")^|0„.^„^„.)^, CGW", 

T H E O R E M 17 JVa and TZi+a define norms respectively on H" and H}^", 

A A „ ( - ) - | | - | | K « , Ui+ai.) r^W-W-Hi+a. (34) 

We shall point out that the expression of TZi+a{,£,) is explicitly given by 

which follows from (31) in which we have replaced ^ and C, by -4^^. 
We finish this section by giving the PDE formulation of the closed loop system 
(32). 

T H E O R E M 18 The operatorii can be rewritten as follows, 

n= n n ' n2e/:(K?(o),H(ro), (35) 
^ ' n3e/:(y-5(r,),Fi(ro), 

where Hi and Us are positive, definite and self-adjoint operators. Then Y = 
{Pz,u) e W {0, oo; H^ ,H^^) satisfies (32) if and only if the element {z,p,u, a) 

ofW{0, oo; F^f^)- l ^"H^) )x i^ (0 . oo; L'\Q)/lVixW{0, oo; F ^ ( r , ) , \^~i(r i ) ) 
X L^(0, oo) satisfies 

dtZ - Az + {z- V)Ze + {Ze-V)z + S/p = <d, V • 2 = 0 /« Q, 

dtu — A{,w + IIsu — an = —JI2PZ, z = uinEi, z = 0 in Eg, 

z(0) = xo G '!^°(!^), w(0) = uo G y~5(Fi) , zo • n = wo • n. 
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6. Stabilization of the Navier-Stokes equations 
We now come back to the stabilization of the Navier-Stokes system. We now 

consider the nonlinear system (15)-(16)-(17)-(18) which we can rewrite in the 
abstract formulation 

Y' + A11Y = B{Y,Y), F(0)-yoewi (36) 

Finally, Theorem 4 is a direct consequence of the following result. 

T H E O R E M 19 There exists CQ > 0 and JJ.Q > 0 such that, if6^ (0, fj,o) and 

YQ G Vs = {Y G W2 I | |y II 1 < CQS} then, (36) admit a unique solution in 

thesetSs = {Y eWiQ,oo;Ui,n-^)\\\Y\\ 3 1 < 5}. 

Moreover, there exists rj > 0 such that 

| | F ( t ) | y ^^Cllyoil^.e""*. (37) 

Proof. Here, we give a brief sketch of the proof of the stability result. We 
multiply the left hand side of (36) by IT^s)y (t). According to (34) with a = \ 
we obtain 

J^AA?(r(t)) + 7^|(y(t)) = (B(F(t),F(t))|^(5)y(t)). 
I at 2 2 

Then we invoke a classical estimation - see [2, Chap.6, 6.9 and 6.10] - to 
obtain |(s(r(t),y(t))|n(i)r(t))|<c|iy(i)||^i||y(t)||^i||n(i)y(t)||^.. 

According to (33) with a = 9 = \\\. yields 

| (B(y( t ) ,y( t ) ) |n ( i )y( t )> | < c | | y ( t ) | | ^ : | | y ( t ) | | S . 

Thus (34) gives us CQ > 0 such that 

^^M^.{Y{t)) + 2(1 - CQMi{Y{t)))n\{Y{t) < 0. (38) 
at 2 2 2 

It is obvious to see that if AAi {YQ) is small enough, we can choose Mi (YQ) < 
2 2 

-^, so that the mapping t —> M\{Y{t)) be a nonincreasing function with 

values less than ^ . This gives the existence of 6, and (37) follows from (38). 
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Abstract Similar evolutionary variational inequalities appear as variational formulations 
of continuous models for sandpile growth, inagnetization of type-II supercon­
ductors, and evolution of some other dissipative systems characterized by the 
multiplicity of metastable states, long-range interactions, avalanches, and hys­
teresis. Such formulations for sandpile and superconductor models are, however, 
convenient for modeling only some of the variables (evolving pile shape and 
magnetic field for sandpile and superconductor models, respectively). The con­
jugate variables (the surface sand flux and the electric field) are also of interest 
in various applications. Here we derive dual variational formulations, similar to 
mixed variational inequalities in plasticity, for the sandpile and superconductor 
models. These formulations are used in numerical simulations and allow us to 
approximate simultaneously both the primary and dual variables. 

keywords: variational inequalities, critical-state problems, duality, numeri­
cal solution. 

1. Introduction 

Sandpiles and type-II superconductors are examples of spatially extended 
open dissipative systems which have infinitely many metastable states but, 
driven by the external forces, tend to organize themselves into a marginally 
stable "critical state" and are then able to demonstrate almost instantaneous 
long-range interactions. The evolution of such systems is often accompanied 
by sudden collapses, like sandpile avalanches, and hysteresis. Although these 
are dissipative systems of a different nature, their continuous models are equiv­
alent to similar variational (or quasivariational) inequalities (see [1] and the 
references therein). The origin of this similarity is that these models are qua-
sistationary models of equilibrium and the multiplicity of metastable states is 
a consequence of a unilateral equilibrium condition. Typically, dynamics of 
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such a system occur at the border of equilibrium and the system in a marginally 
stable state, often called critical. The rate with which these systems adjust 
themselves to the changing external conditions is determined implicitly and 
appears in the model as a Lagrange multiplier. Typically, the multiplier is elim­
inated in transition to a variational formulation written in terms of a "primary" 
variable (surface of a sandpile, magnetic field in a superconductor, stress tensor 
in elastoplasticity, etc.) In many situations, however, the Lagrange multiplier 
or, equivalently, a "dual" variable (sand flux upon the pile surface, electric field, 
and strain tensor, respectively) also has to be found. We present, for both the 
sandpile and the superconductivity problem, the variational formulations writ­
ten for the dual variables. On discretization these dual formulations yield an 
efficient algorithm to compute the dual and primal variables simultaneously. 
Only the simplest version of each problem is considered. 

2. Sandpiles 

Let sand be poured out onto a rigid support surface, y = ho{x), given in a 
domain Q C i?^ with boundary di}. If the support boundary is open, a model 
for pile surface evolution can be written as 

dth + V • q = w, h\t=o = ho, ^̂ lan = ^ol^n > 
where h is the pile surface, w > 0 is the given source density, q is the horizontal 
projection of the flux of sand pouring down the pile surface. If the support has no 
slopes steeper than the sand angle of repose, |V/io| < 7 = t ana , the simplest 
constitutive relations for this model read: (i) the flux q is directed towards the 
steepest decent of the surface, (ii) the surface slope cannot exceed the critical 
angle a, and (iii) the flux is zero upon subcritical slopes. Equivalently, one 
can write q — —mVh and show that Tn{x, t) > 0 is the Lagrange multiplier 
related to the constraint | V/i| < 7. The model can be rewritten as a variational 
inequality for h, 

h{., t) eK : {dth -w,ip-h)>0 \fip e K, h\t=o = ho, (1) 

where K = {ip e H^{Q) : \V(p\ < 7 a.e., iplg^ = ^olanl ™d (-,•) 
is the standard L'^{fl) inner product. Simple analytical solutions of this in­
equality describe piles generated on the support ho = 0. For the point source 
w — 5{x " a:o), a conical pile with critical slopes grows until its base touches 
the domain boundary. Then there appears a runway connecting the cone apex 
with the boundary and the pile growth stops: all additional sand just follows 
the runway and leaves the system. On the other hand, if-w>0 everywhere in 
fi, the final stationary shape of the pile is different: h{x) = 7dist(x, dfl). For 
w > 0, the general stationary solution and an integral representation formula 
for the corresponding Lagrange multiplier m, determining the surface sand flux 
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q, have also been obtained recently (see [2] and the references therein). Note, 
however, that it is not easy to compute the Lagrange multiplier using this for­
mula. In the non-stationary case, determining the surface flux q remains difficult 
even if the unique solution /i to (1) is found. To compute both these variables 
simultaneously, we derive a dual variational formulation of the evolutionary 
problem. 

Let {h, q} satisfy the model relations (i)-(iii). Then, for any test field ij;, 
Vh-{f_-^> -\Wh\\ip\-\/h-q= -|V/i| |V^|+7|g| > -l\±\+l\q\. Henc"e, 
{Vh,i^- q) > (p{q) - (piip), where 0(g) = 7 /n kl- Since {Vh,')P~ q) = 
fdQ ̂ o{V' ~ Q } ~ {h,'S7 • {^p — q}), where tp is the normal component of 
V; on 9 a we have (pif) - (f){g) -th,V • {̂ ^ ^ g } ) + §Q^ /io{V „̂ - gj > 0. 
Noting that h = ho + J^wdt — \/ • {/Q q dt} we finally obtain 

g(.,t) G y : (v- y^dt^V- it-g}) +Ht-g) + 4>it) - m > 0 

(2) 
for any ip GV. Here Tiu) = §gQ hou^ — (ho + j^wdt^V • u) and we define 
V = {'ip_e [M{Vl.)\^ : V •'ijj_e i^(f i)}, where At(f2) is the Banach space of 
bounded Radon measures. Existence of a solution to problem (2) is proved in 
[3]. 

To approximate (2) numerically, we smoothed the non-differentiable func­
tional (() by introducing |g|g = (|gp+£^)^^^, discretized the regularized equality 
problem in time, employed Raviart-Thomas finite elements of lowest order 
with vertex sampling on the nonlinear term, and solved the resulting nonlinear 
algebraic system at each time level iteratively using a form of successive over-
relaxation (see Fig. 1 for an example of a numerical simulation). 

W ^ . / \ 

Figure 1. Point source above square support with ho = 0. The cone grows until its base 
touches the support boundary and the runway appears. Shown: 1) sand flux \q\ before and after 
this moment; 2) the final pile shape computed as h = ho + J w dt — V • {J q dt}. 
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3. Superconductors 

Phenomenologically, the magnetic field penetration into type-II supercon­
ductors can be understood as a nonlinear eddy current problem. Let a long 
cylindrical superconductor with a simply connected cross-section ft, be placed 
into a non-stationary uniform external magnetic field h^ (t) parallel to the cylin­
drical generators. According to Faraday's law, time variations of this field 
induce in a conductor an electric field e leading to a current j parallel to the 
cross-section plane; this current induces a magnetic field h{x,t) parallel to 
hg. Omitting the displacement current in Maxwell's equations and scaling the 
magnetic permeability to be unity, we obtain the following model, 

9f(/i + /ie) + curie = 0, curl/i = j , h\t=o = ho{x), h\dn=0, 
where curln = dxiU2 — dx^ui and curln = {dx2U, —dx^u)- Instead of the 
usual Ohm law, a multivalued current-voltage relation (the Bean model) is often 
employed for type-II superconductors. It is postulated that (i) the electric field e 
and the current density j have the same direction, (ii) the current density cannot 
exceed some critical value, jc, and (iii) if the current is subcritical, the electric 
field is zero. One can write e = pj and show that the effective resistivity, 
p{x, t) > 0, is the Lagrange multiplier related to current density constraint 
lil < jc- Using conditions (i)-(iii) we can eliminate the electric field from the 
model. This yields the variational inequality, 

h{.,t)eK : {dt{h + he},ip-h)>0^ipeK, h\t=o = ho, 
where K — {ip £ HQ{Q) : \\/(p\ < 7 a.e.}. This inequality for h can be 
approximated numerically and often even solved analytically. However, com­
puting the electric field e may be difficult [4]. As for the sandpile model, a dual 
variational formulation can be derived to find both variables simultaneously: 

e{.,t) e W : [curl | / e d i l ,curl{V^--e} j + : r ( ^ - e ) + 0(V^)-<?!'(e) > 0 

(3) 
for any 7p_e W, where W = {ij_ e [M{fl)]^ : curl^^ e L^{^)}, 4>{u) = 
/nic|w|, and J^{u) = {he{t) — /ie(0) — ho, curlu). The primary variable, h, is 
found as 

h = ho + he{0) - he{t) - curl{/o edt}. 
The simple transformation i? : e = (ei, 62) ^ (ea, —ej) maps W io V and 
enables us to use the same Raviart-Thomas finite element as in the previous case. 
To model the magnetization of a superconductor with a multiply connected 
cross-section (Fig. 2) we "filled" the hole and set jc = 0 there. 
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C L rrent streamlines 

Figure 2. Cylindrical superconductor in a growing field (square cross-section with a hole, 
zero initial state). Shown at the same moment in time: the electric field e, level contours of 
|e|, and the current streamlines plotted as levels of h. Note the "runway" (red region in the |e| 
contour plot) through which the magnetic field penetrates the hole and where the electric field is 
the strongest. 
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Abstract The paper is concerned with the dynamic modelling of the unconventional remotely-
piloted Lighter-Than-Air vehicle patented by Nautilus S.p.A. and the Polytechnic 
of Turin. The airship mathematical model is based on a 6 degree-of-freedom non­
linear model referring to the basic Newtonian mechanics. Emphasis is placed on 
those innovative and peculiar aspects of the dynamic modelling, such as aerody­
namics, buoyancy and inertia! features. 

keywords: airship, dynamic modelling, flight simulation 

1. Introduction 

An innovative remotely-piloted airship has been designed and patented by 
Nautilus S.p.A. and the Polytechnic of Turin, and equipped with high precision 
sensors and communication devices by Galileo Avionica and Selex Commu­
nication. The object of this project is a low-speed, low-altitude advanced un­
manned platform, named Elettra Twin Flyers, which should be employed for 
reconnaissance, monitoring and telecommunication purposes both in military 
and civil area. The development of a refined Flight Simulator [1] is essential 
to support the whole design process of this innovative unmanned airship and 
its subsequent marketing, as well as to provide a valid platform for the pilot 
training. In particular, the main task of the Flight Simulator is to assist the 
airship design process from the early stages, in which it is necessary to evaluate 
the global dynamic behavior of the vehicle, up to the more advanced phases, 
in which the single components and subsystems have to be correctly analyzed, 
dimensioned and integrated in the final product. To obtain a reliable Flight 
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Simulator it is essential to rely upon a mathematical model, which describes all 
the peculiar features of the airship from the flight mechanics point of view. 

2. Airship characteristics 
The new concept airship presented in Figure 1 features a double-hull archi­

tecture with a central plane housing structure, propellers, on-board energetic 
system and payload. This unconventional airship does not use aerodynamic con­
trol surfaces, therefore, the primary command system is based on six propellers, 
moved by electrical motors, suitably set in order to produce the desired forces 
and moments, necessary to control and maneuver the airship both in hover­
ing and forward flight. In particular, two vertical propellers provide the vertical 
thrust for climbing, descent and pitching maneuvers, while four thrust-vectoring 
propellers mounted on rotating arms allow to control the lateral-directional atti­
tude of the airship. The lift is basically generated by a hybrid system consisting 
of aerostatic lift, the buoyancy, provided by the helium inside the hulls, and 
the vertical thrust given by the vertical propellers. In forward flight, the buoy­
ancy is boosted by the aerodynamic lift developed by the double fuse-shaped 
body of the airship. In addition, this airship is equipped with two ballonets, 
one for each hull, which can be blown up with air and deflated, respectively 
during the descent and climb operations, in order to handle altitude variations 
without losing helium from the hulls and avoid any significant change in the 
hull shape [2]. 

3. Mathematical model: general assumptions 
The airship mathematical model is based on a six-DOF non linear dynamic 

model [3], in which the airship is treated as a rigid body without aeroelastic 
effects and symmetric with respect to the center-line vertical plane XZ. In 
particular, the model is described by the Newtonian non linear equations of 
motion, which are expressed through 12 ordinary differential equations. This 
12-state formulation basically follows the standard dynamic modelling of the 
conventional aircraft [4] and assumes that the Earth is fixed in space and its 
curvature is neglected. However, the presence of aerostatic lift provided by a 
huge gas volume and the large volume of air displaced by the airship motion 
give rise to significant additions to the familiar aircraft equations of motion, 
such as the buoyancy force B and the apparent mass and inertia terms Mapp-

These equations of motion are referred to the XYZ body-axes reference frame 
fixed in the Center of Gravity (CG) of the airship. Due to the airship symmetry, 
both the CG and the Center of Buoyancy (CB) lie in the XZ plane and their 
coordinates are evaluated in the body-fixed reference frame OXYZ, as shown in 
Figure 2. Specifically, the CG position {ax, ay, a^) is referred to the geometric 
point O fixed on the central plane in between the two vertical propellers, while 
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the CB coordinates (bx, by, b^) are related to the CG position by means of the 
following expression: 

~"~V*'~~^^ 

x/%f 

, Oxv, 

,- / 

Figure 1. Force & moment system for the Nautilus unmanned airship 

xcB - ax ' 
ycB - ay 
zcB — az 

~ 
r b 

b 
b 

(1) 

where XCB, ycB and ZQB are the CB coordinates with respect to OXYZ, which 
depend on some flight parameters and are gathered into look-up tables for 
different flight conditions. In this way, they can be evaluated at each time step 
of the numerical integration of the equations of motion. 

CB 

ETCG" 
o 

Figure 2. Scheme of the airship reference points 

The general scheme of the airship model is illustrated in Figure 3. The 
complete state vector x consists of twelve elements: 
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X — [uvwpqrtpOipNEH] (2) 

where (u, v, w) are the hnear velocities, (j>, q, r) are the angular velocities, 
((/?, 9, ip) are the Euler angles which define the attitude of the airship relatively 
to the Earth, while {N, E, H) are the coordinates defining the North-East-Up 
position of the airship relatively to the Earth. These twelve state variables can 
be obtained by integrating their time-derivatives with respect to time through 
the Runge-Kutta numerical integration method. Moreover, the state variables 
need to be coupled back to all the force and moment equations, as well as to 
the equations of motion themselves in order to compute their time-derivatives. 
The inputs of the dynamic model consist of the rotational speeds Upr of all 
the six propellers and the orientation angles 5pr of the four thrust-vectoring 
propellers. These inputs feed the propulsion system and generate the desired 
propulsive forces and moments needed to maneuver the airship. In particular, 
these signals are generated by the pilot acting on a joystick and two throttles. 
Successively, the pilot commands are pre-processed and re-allocated by the 
Contiol Allocation System [5] modelled in the Flight Control Computer and, 
finally, are filtered by first order transfer functions that account for the actuator 
dynamics. 

Figure 3. General scheme of the airship model 

4. Equations of motion 
The airship equations of motion are expressed in the non linear state-space 

format and consist of six force and moment equations, three kinematic equations 
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and three navigation equations. The axial, side and normal force equations and 
the rolling, pitching and yawing moments equations with respect to the CG 
reference frame are computed by implementing the Newton's second law of 
motion for each degree of freedom. In a matricial form: 

Mky = M - 1 {Fd + F) (3) 

where Xt, = [u v w p q f] is thepartial state vector of linear and angular ac­
celerations, M is the total mass matrix, F^ and F represent respectively the dy­
namic contributions and the external contributions depending on aerodynamics, 
static iiuoyancy,/propulsion system and gravitational force: 

-rrizwq + niyrv 

-nixur + nizpw 

-TUyVp + mxqu 
Fd 

- {Jz - Jy) rq + Jyz {q^ - r^) + J^xPQ - JxyPr 

- {Jx - Jz)pr-' JyzP q + Jzx (r-̂  - p^) + JxyQ r 

-{Jy- Jx)qP+ JyzP r - JzxQ r + Jxy {p^ ~ q^) 

Fx, + Fx, + Fx^,. + Fx,^ 

FY, + FY, + FY,„. + FY^ 

Fz, + Fz, + Fz^,. + Fz^ 

La + -̂ 6 + Lpr 

(4) 

pr 

pr 

(5) 

Fx,Y,z are the generic force components in the CG reference frame, while L, M, 
N are the generic moments around the X—, y — and Z—body axes respectively, 
as shown in Figure 1. The terms rux, y^ z and Jx,y,z, xy, zx, yz represent the airship 
inertial elements of the total mass matrix M: 

M =^Mi + Ma-M, app (6) 

The airship inertial data, in fact, have been computed on the assumption that M 
has to account for three contributions [6]: 1) the mass and inertia terms Mj of all 
the airship structure components; 2) the inertial properties Mg of the gas inside 
hulls and ballonets; 3) the apparent mass and inertia terms Mapp arising from the 
large volumes of air displaced by the airship motion, especially in non stationary 
conditions. The inertial characteristics of airship structure components and gas 
are expressed as follows: 
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(7) 

The apparent mass and inertial terms are defined by the following matrix: 

X^ Xn Xi-

M, app 

Xu 

Yu 

Zu 

Lii 

Mu 

Xi, 

n 
Zy 

Ly 

My 

Xw 

Y-

Zyj 

Lyj 

My, 

Y- Y- Y-
Zp Zq 

Lp Lq 

Mr, Mr, 

J-Jf 

Mr 

(8) 

Nu Ny Nyj Np Nq Nr 

The effects of the gas Mg are estimated by modelling the gas/air mass inside 
hulls and ballonets through the Catia CAD code [7]. In this way, the gas inertial 
characteristics, such as mass rug, gas center-of-gravity position {Xg, xjg, Zg) and 
inertia moments {Jxxg. Jypg, Jzzg) with respect to OXYZ, can be evaluated and 
gathered into look-up tables in order to compute the gas inertial contributions 
with respect to the airship CG reference frame: 

Ix 

'•VVg 

m„ 

m„ 

Jzz„ - rria 

(Zg 

{Xg 

azf + iVg - ay) 

• axf + {zg - a^) 

ax) + iUg - ay) 

L 

(9) 

lyzg in the matrix Mg are On the contrary, the products of inertia Ixyg 
assumed to be equal to zero. 

The apparent mass and inertial effects Mapp may be considered as added 
forces and moments, therefore, they can be described by the dimensional deriva­
tives of aerodynamic forces and moments with respect to linear and angular 
acceleration perturbations, i.e. Xy — dFxa /du or Lp = dL/dp. The non di­
mensional coefficients of these derivatives have been calculated with respect to 
the OXYZ reference frame by using NSAERO [8], a multi-block computational 
fluid dynamics code, which solves the Navier-Stokes equations including also 
the viscous effects. Before being included into Eq. (6), however, the matrix 
Mapp must be rewritten with respect to the CG reference frame. This translation 
can be done on the assumptions that the fluid kinetic energy does not depend 
on the reference frame: 
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1-T Xy^ MappQ Xyg (10) 

and the velocity vector x^^ of the body axis origin O can be related to the 
velocity vector x^^^ of the airship CG: 

" / 
0 

A 1 
/ 

r / 
0 

-A 1 
/ ^VCG (11) 

where A is the rotational matrix from the OXYZ to the CG reference frame and 
it is made up by the airship CG coordinates {ax, ay,az): 

A 
0 

-ttz 0 
0 

Finally, the apparent mass matrix in the CG reference frame will be: 

M, appcG 
r / 
1. ^ 

0 1 
/ Mappo 

' I 
[ 0 

~A ' 
I J 

(12) 

(13) 

In order to solve the equations of motion of Eq. (3), it is also necessary to 
know the attitude, defined by the Euler angles ((/?, 9, ip), and the altitude H 
of the airship, because some contributions to the external forces and moments 
F of Eq. (5) depend upon these variables. Moreover, it is useful to evaluate 
the coordinates of the vehicle with respect to the Earth-fixed reference frame 
to be able to simulate navigational tasks. Firstly, the three kinematic equations 
defining the airship attitude rates are respectively: 

V> 

t/> 

p + tp sin 0 

q cos (/3 — r sin 99 

q sin (/? + r cos 99 

cos 9 

(14) 

Secondly, the three navigation equations computing the Earth-relative veloc­
ities are defined by the following expressions: 

N = u cos 9 cos ip + v (sin 1^ sin 9 cos ijj — cos if sin ^ ) 

+ w (sin ipsmip -\- cos 99 sin 9 cos ip) 

E — u cos 9 sin ip + v (sin <̂  sin 9 sin ip + cos I/J cos tp) -

+ w (cos If sin 9 sin ip — sin f cos ij}) 

H = u sin 9 — {v sin ip + w cos ip) cos 6 

(15) 
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5. Aerodynamics and buoyancy 
The airship aerodynamic modelUng is based on the six aerodynamic coeffi­

cients {Cxa' C'VQ ' ^Za' ^la' ^rua' C'ria) ^^d the cightccn damping adimensional 
derivatives (Cx,,,,.,, Cy,,,,,,, C^^,,,,, Q^^ ^, , C^^^,,., C^^ , , ) , which have been 
computed in the OXYZ reference frame by using the NSAERO code. These 
coefficients depend on some flight parameters, such as the airspeed, the angle 
of attack a and the sideslip angle /3. In particular, they are estimated on a rough 
grid for 0 < a < 90° and 0 < /3 < 180", at different airspeeds and at zero 
altitude. These data are successively processed, interpolated and extrapolated 
into thicker grids and more extended ranges of the airspeed, the angle of attack 
(-90° <a< +90°), and the sideslip angle (-180° < /? < +180°), in order 
to obtain suitable 3-D look-up tables, as shown in Figure 4, in which the coef­
ficient signs are opportunely changed according to the axis conventions. This 
360-degree aerodynamic modelling allows the airship dynamic model to handle 
either hovering or any other forward flight condition and avoid discontinuities 
in passing from hovering to forward flight. 

•4* _ 

Figure 4. Aerodynamic modelling through Look-Up Tables 

Finally, the aerodynamic forces and moments can be expressed in the stan­
dard notation as follows: 

Fx^ = {Cx^+Cx,P + Cx,q + Cx,.r)-0.5pU^Vy^ 

FY. = (Cy„ + Cy,p + Cy,g + CK,r)-0.5pt/V2/3 

Fz^ = {Cz^+Cz,p + CzJ + Cz^r)-0.5pU^V^^^ 

Ma = {Cm^+Cm,P + Cm,q + Cmrf)-0.5pU^V^/H 

= (C„„ + Cn^p + Cn,q + Cn,.r) • O.bpU^V^^'^D 

(16) 

N, 
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where p=bp/2U, q — cq/2U, f — br/2U are the adimensional angular veloci­
ties, p is the air density, U is the free-stream airspeed, V is the airship volume, 
D is the hull diameter and l,c,b are reference lengths. Obviously, these aerody­
namic forces need to be properly translated in the CG reference frame through 
the rotational matrix A, before being integrated in Eq. (5): 

F ^ [ T [) 1 ( F ^ r / 
L A 

0 1 
/ 

The main contribution to the airship lift is supplied by the aerostatic buoyancy 
provided by the helium inside the hulls. The two inner ballonets can be blown 
up with air and deflated to handle altitude variations. In particular, air is initially 
released from ballonets during climb up to the. plenitude altitude Hmax, that 
is the altitude defined before each mission according to the amount of helium 
contained in the hulls and to which the gas is completely expanded filling the 
hulls themselves. Beyond H^ax, helium has to be released from hulls causing 
the reduction of buoyancy B. Differently, during descent ballonets are blown 
up by the on-board pneumatic system [2]. Assuming constant pressure and 
temperature inside the hulls, B does not vary from the ground to the plenitude 
altitude. Beyond Hmax, B decreases proportionally to the air specific weight 
according to the second relation of Eq. (14); 

B = Vh Aairo (1 ~ TTT ) ^ ^ Hmax 

B = Vb Kiro^^ ( l - ^ ) H > Hmax 

where H is the helium volume, Aairo î  the specific weight of air at zero altitude, 
EHe is the air/heUum specific weight ratio, Pa and TR- are respectively the 
pressure and the temperature of the atmosphere. 

The buoyancy action is applied in CB, whose location, defined in Eq. (1), 
changes with the altitude depending on the amount of air contained in the 
ballonets. The presence of ballonets and their functioning are mathematically 
modelled through the variations Ax and Az of the CB position with respect to 
the OxYZ reference frame. The lateral shift Ay of the buoyancy is assumed 
to be negligible, while Ax and Az have been estimated through the Catia 
CAD code by considering an initial air-helium subdivision of the hulls and, 
successively, varying the ballonet volume to simulate the altitude variation [9]. 
Finally, the Ax and Az variations, needed to evaluate the CB coordinates at each 
time step of the simulation, are gathered into look-up tables as a function of the 
altitude H and the plenitude altitude Hmax- Analogously to the gravitational 
force rn,g, the buoyancy B acts along the Z-Earth axis (NED inertial reference 
frame), thus, it needs to be transferred in the CG body reference frame through 
the Euler rotational matrix {E}: 
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Fbca={E}{0 0 -B}1^^ (19) 

{E}-

cos d COS tp COS 9 sin tp — sin <̂  

- cos (^sin?/; + sin 9?sin 9cos•0 cos i(9cos-i/" + sin ipsin0sin•)/; sini/Jcos^ 

sin ip sin ip + cos (p sin 9 cos i/) — sin ip cos V; + cos ip sin 0 sin ip cos (/5 cos ^ 
(20) 

The buoyancy moments Mh^^ are then computed by means of the CB coordi­
nates (b^, by, b^y. MfcpQ = 6 A FfepQ. 

6. Propulsive actions 
The thrust T of all the six propellers is modelled through the first Renard 

formula T — T pw^R^, where p is the air density, R is the radius and u> is 
the angular rate of the propellers, r represents the thrust coefficient, which 
is a function of the propeller working point 7 = Uax/i^R, where Uax is the 
axial airspeed component at the propeller disc along its rotational axis. The 
first command input ripr acts on the propeller angular rate u). Figure 5 shows 
the disposition of the six propellers in the airship central plane. In particular, 
there are four thrust-vectoring propellers in asymmetrical positions: front up 
(FU), front down (FD), rear up (RU), rear down (RD); while the two vertical 
ducted propellers are in the fore (VF) and aft (VA) part of the central plane. 
The orientation 5 of each of the four thrust-vectoring propellers is generated by 
the second command input Spr-

•r J 

ti) 

; z 

Figure 5. Scheme of the primary control system 
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The total propulsive forces and moments in the OXYZ reference frame are 
carried out by adding up the contributions of all the propellers: 

-Apr 

FY = 

Tpu cos 5FU + TRD cos SRD + TRU cos 5RU + Tpo cos 5FD 

Tpu sin 5FU + TRD sin 5RD + TRU sin 5RU + Tpo sin 5FD 

-TvT - TvA 
(21) 

M pr - -tpr /\ l-pr 

0 Fzp.^ - F y 

Fx 
-Apr 

0 

Xprg 

Vpro 

Zpro 

(22) 

where [p̂  represents the position vector of each propeller with respect to OXYZ-

Successively, Fpj. and Mpr have to be transferred in the CG reference frame by 
using an expression analogous to Eq. (17). 

7. Conclusions 

The airship mathematical model previously described was implemented in 
the Matlab/Simulink environment and, undoubtedly, represented the first step in 
the development of a refined Flight Simulator, whose availability is definitely 
essential for the design, test and implementation of the most suitable flight 
control laws for the innovative Nautilus airship. The general scheme of this 
Flight Simulator consists basically of two entities, the pilot station and the 
remote station, which are clearly illustrated in Figure 6. 

PILOT STATION 

Wa*'^ 

* i 
COCKPIT CONSOLE 

Laptop which controls 
the simulation 

MOUSE 
Wireless mouse to 
control the Tower 

REMOTE STATION 

TOWER 
Graphical Motor 

i 

KEYBOARD 
Wireless keyboard to 

control the Tower 

4!% 

HUB 
Ethernet Network 

ii 
MASTER 

Real-Time Simulation ! 

Figure 6. General scheme of the Flight Simulator 
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Abstract The synthesis of an array antenna is an inverse problem. The solution of this 
problem is the optimization of the complex excitation law of the antenna's radi­
ating elements and the shape of the antenna which provides a specified radiation 
pattern. 

The general character of this method permits to find numerous application in 
civil and military areas (satellites, telecommunication for earth mobiles, radar 
antennas, etc . . . ) . 

keywords: Shape optimisation, array antenna, Newton method. 

1. Introduction 

An array antenna is made of many elementary antennas located on a surface 
in B? so as to direct the radiated power towards a desired angular sector. As 
a general rule, we can consider many different shapes for the array geometry 
like cylindrical, spherical or conformal surface. However, in order to reduce 
the difficulty of the problem we consider in this paper planar array antennas. 
Consequently we note C, 6 B?^ the geometry parameter where M is the num­
ber of elements. Finally we call "weight" the amplitude and the phase of an 
element that we note oj G C^. 

On one hand, the basic property of an array is that the relative displacements 
of the antenna elements with respect to each other introduce relative phase shifts 
in the radiation vectors, which can then add constructively in some directions 
or destructively in others. 
On the other hand, once an array has been designed to focus towards a particular 
direction, it becomes a simple matter to steer it towards some other direction by 
changing the relative phases of the array elements. Moreover it is also possible 
to modify the size of a desired angular sector by changing the amplitudes of the 
array elements. 

The difficult problem is the dependence of the weights of the array elements 
towards the array's geometry, which we note henceforth C('^)- On that account. 

Please use the following format when citing this chapter: 

Blanchard, L., and Zolesio, J.P., 2006, in IFIP International Federation for 
Information Processing, Volume 202, Systems, Control, Modeling and Optimization, 
eds. Ceragioli, P., Dontchev, A.,Furuta, H., Marti, K., Pandolfi, L., (Boston: 
Springer), pp. 43-54. 
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the method which consists in optimizing both elements positions and weights 
is divided into sub-problems owing to the fact that each array's geometry is 
associated with a weight's optimization procedure. 

We should note that for the general problem joining together the optimiza­
tion of elements positions and weights, only stochastic methods such as genetics 
algorithms (GA) (see [8],[6]), simulated annealing (see [7]) or Integer linear 
programming (see [8]) were used in the literature. However, the problem which 
consists in optimizing elements weights for a fixed geometrical arrangement, is 
commonly solved by analytical methods. For example, the least squares tech­
nique which minimize the difference between desired and synthesized radiation 
pattern. 

In this framework, this paper proposes a new analytical model , based on 
a bicriterion optimization method, which takes advantage of the derivative of 
functional expressed in term of min or max, see [4],[1],[3],[5]. 

2. Mathematical Formulation 

We consider a planar array antenna Q shown in Figure (1), whose M elements 
are located on the {x, y) plane according to the notation: 

Cm = {Xm,ym) , ^rn G [1..M]. 

In this paper, we are interested in fields that have radiated to large distances 
from the antenna. The far field approximation assumes that the field point 
r is very far from the antenna ( r » Cm , Vm E [1..M]). In this case, 
the electromagnetic wave radiation in the far field is a spherical wave and the 
radiation pattern is independent of the field point distance ||r||. Consequently 
we consider the field point r on the unit sphere in R^ noted by S"^, where f 
gives the angular position in the field point. 

2.1 Radiation Pattern and Directive Gain: 

The radiation pattern factor of the array antenna is defined as follows: 

\E{C,w,f)\^ = I Yl ^m9m{f)e^^'<-\ 

where A is the wavelength, Wm is the weight coefficient of element m and gm (r) 
is the radiation pattern of element m. 

The Directive Gain of an antenna towards a given direction f is the radiation 
pattern nomalized by the corresponding isotropic radiation intensity: 
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We note that the Directive Gain is often expressed in dB, that is D^B ~ 

z , \ 

0 2 

J) > ^ , 

f 
Cn. 

. • . ? : ; - " " - ' 

y 

Figure 1, Representation of the planar array antenna f2 

2.2 Spatial Sampling and Grating Lobes : 
If we consider a uniformly spaced array antenna, we can apply the Nyquist-

Shannon sampling theorem (used in signal processing) to spatial sampling. 
This criterion implies that in order to avoid spatial aliasing the spacial sampling 
interval must be d < | . 

Consequently, the array elements should have interelement spacing of | or 
less in order to remove the grating lobes in the visible region. 
The shape optimization method will create a non-periodical geometry in order 
to reduce the grating lobes. Indeed the presence of grating lobes has an adverse 
effect on the peak of the main lobe. When a grating lobe appears, energy is 
taken away from the main lobe and placed into the grating lobe resulting in a 
loss of Directive Gain. 

3. Shape Optimization Method 
The design problem consists in optimizing geometrical arrangement {Q and 

relative weights (w) of the array elements so as to focus towards an angular 
pattern centered at the particular direction Up G S"^ noted V\{up). 

The optimization criteria have to create beampattems with main lobe con­
forms to the desired angular sector V\{uj,) and low sidelobe elsewhere in the 
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spherical area S'^/V\{up). Thus in a mathematical formulation this bicriterion 
becomes: 

• Maximize the Directive Gain in the angular pattern V\ (up): 
using the minimisation of the functional 

iii„(C,a;) = ||D(C,t^)|IZi(v,(„,)) 

• Minimize the Directive Gain in the angular pattern S'^/V\{up): 
using the minimisation of the functional 

RoutiC,^) = \\Di(,Uj)\\L°°(S'^/Vx(up)) 

The Shape Optimization method should find an optimal geometrical arrange­
ment (C*) and its optimal weigth ( w*)(i.e. the shortand notation for a;*(C*)), 
which satisfy: 

iCco*) ^ arg \ mm [Ri^{C,uj), Rout{C,co)f] (2) 

where the feasible set is defined as follows: 

U = R^^xlC and IC = {LO £ C^ \ \\W\\CM ^ I } 

ASSUMPTION 1 A vector (C*,w*) G U is Edgeworth-Pareto optimal for 
problem (2) if and only if there exists no vector {C,,u)) GU such that: 

R^niC,^) < RiniC^l and RoutiC^Uj) < Rout{C,^*) 0) 

where at least one of them is strict. 

A commonly used procedure to optimize several criteria simultaneously is 
to combine them. We choose the functional which is the product of the two 
criteria: J(C,<^) = i?,„(C,w) i?o„t(C,a;). The global optimization problem 
is 

(V) min min J(C,u)) (4) 

For a fixed geometry C e R"^^, the weight optimization problem is 

in) min J{C,Lo) - min J{C,w) (5) 

\\UJ\\CM = 1 
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3.1 Tangential Newton Method to Solve the Problem {Vi) 
A necessary condition to solve the problem {Vi) is to solve the vector equa­

tion: 
VjcJ(C,cc;) = 0. (6) 

where V ĉ J{^) is the tangential gradient on the manifold K,. Tus, this zero 
finding problem (6) can by solve with the Newton-Raphson method, which con­
sists in solving the Newton equation through the algorithm: 

1 Given to such that w* a; = 1. 

2 Compute A solution of the newton equation: 

V^J(C,c^) + D K ; [ V K J ( C , W ) ] A = 0 (7) 

(where Die [Vj<; J(Ci ^)]^ denotes the directional tangential derivate of 
S/jc J{C,-, ^) in the direction of A. ) 

3 Compute the update a;+ = a; + A . 

ASSUMPTION 2 Letlii^ = {Id2M — u) liii uj^ be the orthogonal projection 
onto the tangent space at to G K-. We have : 

VK:J{(:,Lo) = Pic.VJ{C,uj) and DK[VKJ{(:,^)] = D\VKJ{C,^)]^^ 
(8) 

Remarks: 
i) The function J{C,, u) is homogeneous of degree zero: 

Vw G c'^' yxec j (c , A w) = A j(c, to 

On that account the solutions of (6) are not isolated in C'^, namely, if w is a 
solution, then all the elements of the equivalence class {Aw | VA G C} are 
solutions too, therefore the feasible set of the weigth is the unit sphere in C^: 

/C = { W G C ^ ^ I \\LO\\CM = 1 } 

ii) The solution of the Newton equation (7), when unique, is A ~ —LO. SO 
any point LO is mapped to a;+ = 0 . This is clearly a solution of the equation 
(6) but it is a trivial solution. A way to avoid it consists in constraining A to 
belong to the horizontal space orthogonal to LO defined as follows: 

H^^iyeC'' \y'Lo = 0} (9) 
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With this constraint on A, the solution A of V/c J{C,to + A) = 0 become 
isolated. Moreover, the Newton equation (7) has in general no solution in H^, 
so the Newton equation must be relaxed. Therefore we project the Newton 
equation onto Huj and replace it by the system: 

n^(V;cJ(C,a;) + D,c[VjcJi(:,oj)]A)=0 
w* A = 0 

Implementation: Numerically the computation of the optimal weight is done 
by a Newton-Raphson under constraints method preceded by a projected con­
jugate gradient method. The goal of this Newton-Raphson method is of course 
to find the optimal weight uJ*{C,), solution of the problem {Vi) but especially 
to solve the vector equation (6) as we can see in the next paragraph. 

3.2 Method to Solve the Problem {V): 

Let us consider J(C, w*(C)) = ^^ueic JiC,^), then we can rewrite the 
problem (V) as follows: min^g^2M J(C, w*((")) . A necessary condition to 
solve the problem (P) is to solve the vector equation jr J{(, a;(C)) — 0, which 
by a chain rule becomes: 

VcJ(C,a;(C))+ V^J(C,u;(C)).^u;(C) = 0 (11) 

However, since we solved previously the problem (Vi) by the Newton-Raphson 
method, we have obtain the optimal weight ui*{0- In this way we avoid the 
fastidious calculation of the term -^uj{C). Indeed, we have: 

a;*(C) solution of (Pi) => V^J(C, a;*(C)) = 0 

=^ ^ j ( c , ^ * ( C ) ) = VcJ(C,o.*(C)). 

3.3 Problem (T) with Geometrical Constraints: 
In the shape optimization of an antenna, we often need to constrain the an­

tenna geometry. As a consequence we replace the problem (V) by the problem 
under constraints : 

{V') min J{C,ui*{C)) where C is the feasible set (12) 

In this article, we consider two different kinds of constraints concerning the 
geometry of the antenna in order to control the expansion or the contraction of 
its surface. Thus in order to manage the feasible geometry we ought to: 
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• constrain the maximum size of the antenna by including the realizable 
geometries in a circle of radius R, therefore we have for the feasible set: 

C = { C e i ? ' ^ I VpG[l. .M] gpiO = \\Cp\\2-R <0 }. 

• constrain the overlap of each array element not to have a superposition of 
elements between them. Thus for each element we defined its neighbors 
as follows; 

Vp G [1..M] Fp={qG [1..M] I IICp - C<;l|2 < d^ain}-

and the feasible set becomes: 

C = {CGi?2M I VpG [ l . .M] ,VgeFp 

9p,q\Q) ~ drain ~ \\Qp ~ Cglb — ^\-

4. Numerical Results 
To assess the effectiveness of the proposed approach, we consider two dif­

ferent planar antenna arrays, where we approximate the single element pattern 
by : EP{f) = (cos 6')^. In the first example, we consider a sparse array with 
a fixed maximum size of the antenna. In the second example, we consider a 
planar antenna array constituted of a great number of elements. However, in 
order to reduce the size of the optimization parameter in the problem, we use 
the well-known idea which consists in dividing the array into groups of sub-
arrays. Thus, each subarray m is fed through a single weight (wm) and (Cm) 
represents its center. In this example we use the shape optimization method 
under geometrical constraints to manage the overlap of the subarrays and obtain 
a feasible geometry. 

4.1 Example 1: Shape Optimization for a Sparse Array 
We consider a sparse hexagonal array where the interelement spacing is 

d = 2A, according to the Nyquist-Shannon criterion (2.2) this geometry creates 
grating lobes in the visible region as we can see in the Figure (3). We apply 
the shape optimization method under geometrical constraint in order to solve 
the problem {V). We compare the result of the optimal array to the hexagonal 
array in Figure (2). 

4.2 Example 2 : Shape Optimization Antenna Using 
Subarrays 

In this example we assume that all the M subarrays are identical and refer 
to each one as a primary array. Each subarray is made of a uniformly square 
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Figure 2. Geometrical representation of the hexagonal antenna array (dark) and the optimal 
antenna array (clear). 

,*Ma(ii.i.f>l 
Figure 3. Directive Cain in dB for the antenna array with an hexagonal geometry. 

Figure 4. Directive Gain in dB for the antenna array with an optimal geometry. 
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array with N'^ elements where the interelement spacing is d = | . 
pattern of each subarray is defined as follows: | gmif) |2 _ 

9[r 

The radiation 

is 

EP{r) 
sin [^(sin6'cos(/5)] sin [ ^ ( sin 6* sin (/J)] I2 

A^sin [|(sin^cost/?)] A''sin[^(sin^sin(/3)] ' 
Vm e [1..M], 

where {9, ip) is the parametrization of the field point f on the unit sphere S'^ 
and EP{f) is the element pattern. The array of the primary array is called 
the secondary array. The secondary array is a sparse square array where the 
interelement spacing is d = ^^, according to the Nyquist-Shannon criterion 
(2.2) this geometry creates grating lobes in the visible region as we can see in 
the Figure (1). The combined array factor will be equal to the product of these 
two array factors such that 

M 
ld(C,o;,f) \9ir)\'\ E 

m=\ 

We desire to center the angular pattern Vxiup) at the particular direction Up = 
[Op, ipp) = (9°, 9") and we choose M = 100 , Â  = 4. We compare the 
result between the Weights Optimization method from the problem {Vi) and the 
Shape Optimization under constraints method from the problem iP') which 
optimizes both elements positions and weights. The comparison between the 
optimal array and the initial array is shown in Figure (5). 

4.3 Weights Optimization versus Shape Optimization 
under constraints 
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Figure 5. Geometrical representation of the initial antenna (on the left) and the optimal antenna 
(on the right). 
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From now on, all the figures on the left side will result from the Weights 
Optimization method (with the initial antenna), and all those on the right side 
will result from the Shape Optimization under constraints method. 

@ «8»- © 

o 

OS 

Figure 6. Isovalues of Directive Gain in dB. 

Results from the initial antenna and the Weights Optimization method. 

in the zone V\{up) 
in the zone S'^/V\{up) 

Directive Gain mean 
29.78 dB 
3.27 dB 

Directive Gain maximum 
35.33 dB 
27.02 dB 

difference between the main lobe and the highest grating lobe : 8.31 dB. 
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grating lobe 

grating lobe 
grating lobe 

Figure 7. Directive Gain in dB in the areas V},{up) (dark) and S^/Vx{up) (clear). 

grating lobe 
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Figure 8. Directive Gain in dB in the areas Vx(«p) (dark ) and S^/V\{up) (clear). 
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Results from the optimal antenna and the Shape Optimization method. 

in the zone VACUJ,) 

in the zone S'^/V\{up) 

Directive Gain mean 
29.05 dB 
3.60 dB 

Directive Gain maximum 
35.48 dB 
18.28 dB 

difference between the main lobe and the highest grating lobe : 17.20 dB. 

5. Conclusion 
A computational method has been successfully designed for the shape opti­

mization of an array antenna. Intuitively the non-periodicity of the array antenna 
is a necessary condition to avoid the grating lobes because the hypotheses of the 
Nyquyst's theorem are not satisfied any longer. Nevertheless, the optimization 
method is essential in order to definitively prevents the grating lobes and reduces 
the sidelobes. This analysis can be generalized for array antenna distributed on 
a surface by making use of intrinsic geometry approach induced by the oriented 
distance function [2]. 
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Abstract In many physical applications, the evolution of the system is endowed with 
dynamical boundary conditions, i.e., with boundary operators containing time 
derivatives. In this paper we discuss a generalization of such systems, where 
stochastic perturbations affect the way the system evolves in the interior of the 
domain as well as on the boundary. 

keywords: Stochastic differential equations, boundary noise, semigroup 
theory, dynamical boundary conditions. 

1. Introduction 

In this paper we apply the technique of product spaces and operator matri­
ces to solve stochastic evolution equations with randomly perturbed dynamic 
boundary conditions. Similar results for deterministic problems were recently 
reached for instance by [1,10]; in their approach, the starting point is to convert 
an equation with inhomogeneous boundary conditions into an abstract Cauchy 
problem, and therefore use semigroup theory. Here, we combine these tech­
niques with stochastic analysis to solve some "model" problems. 

In the following lines, we present an appropriate abstract setting for our 
program. Let X and dX be two Hilbert spaces, called the state space and 
boundary space, respectively, and X — X x dX their product space. 

We consider the following linear operators: 

• Am : D{Am) C X -^ X, called maximal operator, and B : D{B) C 
dX -^ dX; 

• L : D{Am) —> dX, called boundary operator, 

• $ : D{^) c X -^ dX, called feedback operator, we assume that 
D{Ara) C !?($). 

Please use the following format when citing this chapter: 

Bonaccorsi, S., and Ziglio, G., 2006, inlFIP International Federation for Information 
Processing, Volume 202, Systems, Control, Modeling and Optimization, eds. 
Ceragioli, F., Dontchev, A.,Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), 
pp. 55-65. 
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With these operators, we consider the stochastic dynamic boundary value prob­
lem 

du{t) = lA,nu{t) + F{u{t))] dt + G{u{t)) dW{t), t > 0 
x{t):=Lu{t), 
dx{t) = [Bx{t) + ^u{t)]dt + T{x{t))dV{t), i > 0 ^' 
ti(0) = no, x{Q) = xo-

In the next section, we introduce the abstract setting, and discuss sufficient 
conditions in order to solve (1); then in section 3 we discuss some examples 
that fit into our framework. 

In general, we apply the abstract theory of section 2 by checking, first, that 
the leading operators of the internal and boundary dynamics both generate a 
strongly continuous (or even analytic) semigroup, while the stochastic pertur­
bation is defined by a Lipschitz mapping. Then, we need to control the feedback 
operator <&; in several cases, for instance if it is a bounded operator or if the 
boundary space is finite dimensional (compare example 3.1), the generation 
results (Lemma 7 and 8) hold. Then the existence and uniqueness result for the 
solution of equation (1) are given by Lemma 6. 

2. Abstract setting for dynamic boundary value problems 
Given Hilbert spaces U, V, we shall denote £([ / ; V) (resp. C{U)) the space 

of linear bounded operators from U into V (resp. into U itself) and C2{U] V) 
the space of Hilbert-Schmidt operators from U into V. 

In order to consider the evolution of the system with dynamic boundary 
conditions, we start by introducing the operator AQ, defined by 

D{Ao) = {/ e D{Am) I i / - 0} 
Ao/ = A™/fora l l / e i3 (y lo ) . 

We are in the position to formulate the main set of assumptions on the deter­
ministic dynamic of the system. 

ASSUMPTION 1 

1 AQ is the generator of a strongly continuous semigroup (To(f)), t > 0, 
on the space X; 

2 B is the generator of a strongly continuous semigroup {S{t))t>o on the 
space dX; 

3 L : D{Am) C X -> dX is a surjective mapping; 

4 the operator ('̂ £') : D{Am) CX-^X^XxdXis closed. 
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2.1 No boundary feedback 
In order to separate difficulties, in this section we consider the case $ = 0. 

In order to treat (1) using semigroup theory, we consider the operator matrix A 
on X given by 

- ^ = ( 1 r B ) ' D{A) = [(AeD{Am)^D{B)\Lu^x\ 

Our first step is to introduce the Dirichlet operator D^. This construction is 
justified by [9, Lemma 1.2]. For given ji G P{AQ), assume that the stationary 
boundary value problem 

IIW — AjnW = 0, Lw = X 

has a unique solution D^x :— w E D{A„i) for arbitrary x G dX. Then D^ is 
the Green (or Dirichlet) mapping associated with Am and L. For p, 6 p{Ao) 
we define the operator matrix 

'̂  V 0 Idx 

from [12, Lemma 2] we obtain the representation 

(M - ^ ) = (M - A)2^M 

where ^o is the diagonal operator matrix 

Ao 0 

on D{Ao) = D{Ao) x D(S) . 
Using [1, Theorem 2.7 and Corollary 2.8], we are in the position to charac­

terize the generation property of {A, D{A)). 

LEMMA 2 Assume that AQ is invertible. Then A generates a Co-semigroup 
T{t) on X if and only if the operator Qo{t) : D{B) c dX -> X, 

Qo{t)y := ^Ao j Mt - s)DoS{s)y ds, (2) 
Jo 

has an extension to a bounded operator on dX, satisfying 

limsup||(3o(i)|| < + 0 0 - (3) 
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Moreover, in this case we can also give a representation ofT{t): 

m ̂  (̂ f «;'), 
COROLLARY 3 Assume that AQ and B generate analytic semigroups on X 
and dX, respectively; then A generates an analytic semigroup {T{t))t>o on 
X. 

COROLLARY 4 If B € C{dX) is bounded, then A generates a Co semigroup 
onX; in particular, ifAo is invertible and B = 0, thenQo{t) = (/ —To(t))Do-

We are now in position to write the original problem (1) in an equivalent 
problem as a stochastic abstract Cauchy problem 

dx(t) = [^x(i) + J"(x(i))] dt + g(x(i)) d>V(i), 
x(0) = xo ^̂ ^ 

In order to solve this stochastic problem, we introduce some assumptions on 
the nonlinear and stochastic terms which appear in (1); these assumptions, in 
turn, will be reflected to the operators J^ and Q in (5). 

ASSUMPTION 5 

We are given a stochastic basis {Q,, T, {Tt}, P ) ; 

1 W andV areWienernoisesonX anddX, respectively, andW = (W, V) 
is a Q-Wienerprocess on X, with trace class covariance operator Q; 

2 the mappings F : X ^ X and G : X ^> C2{X^X) are Lipschitz 
continuous 

\F{x) - F{y)\ + \\G{x) - G{y)\\ < C\x - y\, 

with linear growth bound 

\F{x)\' + \\G{x)f<C{l + \xn 

3 the mapping F : dX -+ £2(c^-'^, dX) is Lipschitz continuous with linear 
growth bound: 

\\T{x) - T{y)\\ < C\x - y\, \\T{x)f < C( l + \x\^). 

In order to make this paper self-contained, let us recall the relevant result 
from [3]. 

LEMMA 6 Assume that A is the generator of a Co semigroup on X and As­
sumption 5 holds. Then for every XQ S X, there exists a unique mild solution 
to (5); moreover, it has a continuous modification. 
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2.2 Boundary feedback 
We are now in the position to include the feedbacJi operator $ into our 

discussion. In order to simplify the exposition, and in view of the examples 
below, we choose to concentrate on two cases, which are far from being general. 

We shall prove some generation results for the operator matrix 

•̂  = ( "V ^ ) ' ^̂ -̂ ) " 1 0 ^ ^̂ '̂"̂  "" ^̂^̂  \Lu^x 
where we assume that AQ is the generator of a strongly continuous semigroup 
with 0 € p{Ao). 

As in Section 2.1 we write 

A = AQV^, 

where the operator matrix 2?* î  given by 

^0 ~ V B-'^ lax ) ~ -^ y 5 - 1 $ 0 

The first result can be proved as in [1, Section 4]. 

LEMMA 7 Assume that the feedback operator ^ : X —^ dX is bounded. Then 
the matrix operator A is the generator of a Co semigroup. 

Next, we consider a generation result in case $ is unbounded, which is the 
case in several applications (see for instance [2]). This case may be treated 
using the techniques of one-sided coupled operators, compare [8, Theorem 
3.13 and Corollary 3.17]. 

LEMMA 8 Assume that Ao is the generator of an analytic semigroup, that 
B G L{dX) and DQ^ is a compact operator; then the matrix operator A is 
the generator of an analytic semigroup. 

Assume that the boundary space 5X is finite dimensional. ThenS e C{dX) 
is bounded and Do^ is a finite rank operator, hence it is compact, so that A is 
the generator of an analytic semigroup thanks to previous lemma. 

3. Motivating examples 
We are concerned with the following examples. The first two are also con­

sidered in the paper [2]; notice that the first one has some applications in math­
ematical biology (for instance, to study impulse propagation along a neuron). 
The third example was considered in the paper [4] and (in the special case 
discussed here) in the paper [6]. 
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3.1 Impulse propagation with boundary feedback 
A widely accepted model for a dendritic spine with passive electric activity 

can be described by means of the following equation for the potential 

f^oi n i l 

-glit^O = -Q^it:0 + fi^,u{t,0), t>0, ^>0; 

the extremal point ^ ~ 0 denotes the cellular soma, where the potential evolves 
with a different dynamic; setting x{t) — u{t, 0), the following equation is a 
possible model for this dynamic 

dx{t) = [-6x(i) + cu'{t, 0)] dt + a{x{t)) dW{t), 

where W{t) is a real standard brownian motion. 
In order to set the problem in an abstract setting, we consider the spaces 

X = L'^(R+) and dX = R; the matrix operator A is given by 

^ 0 
A: 

Since the boundary space dX is finite dimensional and the leading operator 
-^ on R_|_ with Dirichlet boundary condition generates an analytic semigroup, 
then so does A on X — X x dX. Therefore, we write our problem in the 
equivalent form 

dxit) = [Ax{t) + .F(x(i))] dt + g(x(t)) dWit) 

and we obtain existence and uniqueness of the solution thanks to Lemma 6. 

3.2 Dynamic on a domain with mixed boundary 
conditions 

In previous example, the boundary space was finite dimensional. Here, we 
shall be concerned with a dynamical system which evolves in a bounded region 
O c R"*, with smooth boundary T = dO. We assume that T — Fi U r2, where 
Fi are open subsets of F with Fi n F2 = 0. 

Let O represent a solid body; suppose that a classical heat diffusion process 
occurs inside O, so if u = u{t, x) represents the temperature at point x and 
time t, the process can be modelled by the classical heat equation 

du . . ^ , . 
— (i,a;) = iS.u{t,x) 

where the thermal conductivity p > 0 is taken to be 1 for simplicity. This equa­
tion needs to be completed by boundary conditions and initial data. Inspired 
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by physical considerations, different sorts of boundary conditions exist in the 
literature. In this paper, we consider dynamical ones, that is 

da;i(t) = Bxi{t) dt + r{xi{t)) dV{t), 

where xi is the valuation of u on the (portion of) boundary Fj and a stochastic 
perturbation acts on the boundary behavior. This kind of boundary condi­
tions appears when the boundary material has a large thermal conductivity and 
sufficiently small thickness. Hence, the boundary material is regarded as the 
boundary of the domain. For instance, one considers an iron ball in which 
water and ice coexists. Notice that we can cover the case where the boundary 
conditions are dynamical only on a part of the boundary. 

We are concerned with the Sobolev spaces H^{0), s > 0 (see for instance 
[11] for the definition). The construction of the Sobolev spaces H^{T) for 
functions defined on the boundary F = dO is given in terms of the Laplace-
Beltrami operator B :— Ap on F; indeed we have 

H''{T)=^ domain of ( - A r ) ^ 

Denote S^(F) = H*^i(F) , for s > ^, and similarly for B^Fi). Then the 
trace mapping 7 (and similarly for 7 )̂ is continuous from H^{0) into i?^(r), 
for s > 5. 

In order to state the equation in an abstract setting, we introduce, on the 
Hilbert space X = L^(0), the operator 

AmU := A.u{x), with domain 
l?(A„) ^{<pe H^l\0) n Hl^{0) I A^^ e X). 

We also consider the normal boundary derivative 

d Q 

B2{x,d) = J2 akj{x)vkl2^—, x e F 2 , 
k,j=i "^^^ 

where v = ( i / i , . . . , VCL) is the outward normal vector field to F. Then we 
consider the following linear equation 

r du{t) = A^u{t) dt, 
<̂  a : i=7iw, dxi{t) = Bxi{t)dt + T{xi{t))dV{t), (6) 
\ X2~ B2U, dX2{t) = 0, 

with the initial conditions 

u{0) = tto, xi(0) = 71 no, X2(0) = 0. 

We shall transform our problem in an abstract Cauchy problem in a larger 
space. We define the Hilbert space X = L'^{0) x L^(Fi) x L^{r2), and we 
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denote x e <̂  the column vector with components (u, x j , 3:2). On the product 
space X we introduce the matrix operator A, defined as 

A 
Am 
0 
0 

0 
B 
0 

0 
0 
0 

on 

D{A) = | x = (li, xi , 2:2) \u& H'^{0), xi = 7iu, xi e D{B), 

X2 = B2U, X2 = OJ. 

Then A satisfies the assumptions of Corollary 3, hence it is the generator of an 
analytic semigroup; we solve problem (6) in the equivalent form 

dx{t) = Ax{t) dt + a(x(t)) dW(t) 
x(0) = xo 

using Assumption 5 and Lemma 6. 

3.3 Inhomogeneous boundary conditions 

Let us consider, with the notation of previous example, the case when the 
boundary conditions on r2 are given by X2{t) = f{t) for a function / : R+ —> 
r2 that is continuously differentiable in time. The boundary space dX is given 
by the product dXi x 8X2, denote Hi, resp. 112, the immersions on dXi 
(resp. 8X2) into dX. We define the boundary operator L : D{Am) —>• dX as 

Lu = (2^^); the operator B is the operator matrix ( „ n ) '̂̂  ^'^' ^^^ ^ 

be a bounded operator from U into dXi; in order to separate the difficulties we 
consider the following form of (1) 

du{t) = Amu{t) dt, t > 0, 
x{t) = Lu{t), t > 0, 
dx{t) = [Bx{t) + n2/ ' ( t )] dt + UiRdV{t), t > 0, 
n(0) = uo, x{0) = XO, /(O) = /o. 

(7) 

We define the abstract problem 

dx(i) = [Ax{t) + f{t)]dt + ndV(t), 
x(0) = C, 

(8) 

where 7^ e L{U, X) is defined by 7^ • /i ~ (n^^./j) for all h in the Hilbert 

space U, fit) ^ (n2/(t)) and C = {UQ, XQ, /O)*. 
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The solution in mild form is given by the formula 

+ / T{t~s)'R.dV{s). 
JO 

We consider first the middle integral in (9); using the representation of the 
semigroup T(t) given by formula (4) we obtain 

_ ( Ao /o* To ( i - CT)Don2/(cr ) d(T 

We then write (9) in the form 

<̂" - ^« ( n l ) - (nj(„) - ( 
+ / T(t-s)7edy(s); 

notice that we do not need anymore the differentiability condition on / . 

In the next statement, we are concerned with the properties of the stochastic 
convolution process 

^ ^ W = I T{t- s)ndV{s). (10) 
Jo 

COROLLARY 9 Under the assumptions of Proposition 3, assume 

/ \\T {s)n\\%s ds <+0O Vte[0,T]. (11) 
Jo 

Then W^ is a gaussian process, centered, with covariance operator defined by 

Gov W'^{t) =-Qt— I [T(s)7^7^*T*(s)]ds (12) 
Jo 

and Qt G C2{H)for every t e [0, T]. 

REMARK 10 Condition (11) is verified whenever R £ £2{U,dX) and, in 
particular, in case R € C{U, dX) and U is finite dimensional. 
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3.4 Stochastic boundary conditions 

In several papers, the case of a white-noise perturbation on the boundary 
f{t) = V{t) is considered; oure interest is motivated by the results in [4-6]. 

Following [4], we shall define as mild solution of (9) in the interior of the 
domain the process u{t) given by 

u{t) = To{t)uo + Qo{t)xQ ~Ao [ To{t ~ a)Do{Il2l) dV{a) (13) 
Jo 

We study this example with state space O = [0,1] and mixed boundary 
condition on aC , that is, X = L'^{0),DiAo) = {u e X : u(0) = 0, u'{l) = 
0}, Aou{0 = u"{^), 17 = R, Q = / , i? = J and we choose 

which determine the boundary condition at 0, while there exists a continuous 
function f{t) which determines the boundary condition •^u{t, 1) = f{t). 

In this case we can explicitly work out the solution. At first, notice that 
{Dolil2a){x) = ax; next, we construct the orthogonal basis {gk : k G N} , 
setting gk{x) = sin((7r/2 + kn)x), to which it correspond the eigenvalues 
Afc = -(7r/2 + k-jT)"^. Since 

oo 

and 

we obtain 

fc=i 

1 ( _ i ) 
2;sin((7r/2 + kTr)x) dx 

\^k\ 

ft °o ft 

-Ao To{t-a)Do{Il2l)dV{a) ^ -J2i-'^)'"''9k{x) e^^^'~-Uv(a). 
Jo ^^1 Jo 

In this setting estimate (11) is verified due to the choice of dX = R^, see 
Remark 10. Also, the new stochastic term is well defined for every t >0, since 

ft 2 oo , 

E Ao / To{t - a)Do{Il2l) dV{a) < C V — < +oo, (14) 
Jo , t ; f̂e 

with a constant C independent from t. 
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Abstract The main goal of this paper is to establish the uniqueness of solutions of finite 
energy for a classical dynamic nonlinear thin shallow shell model with clamped 
boundary conditions. The static representation of the model is an extension of 
a Koiler shallow shell model. Until now, this has been an open problem in the 
literature. The primary difficulty is due to a lack of regularity in the nonlinear 
terms. Indeed the nonlinear terms are not locally Lipshitz with respect to the 
energy norm. The proof of the theorem relies on sharp PDE estimates that are 
used to prove uniqueness in a lower topology than the space of finite energy. 

keywords: Nonlinear shells, weak solutions, uniqueness 

1. Introduction 
The model considered governs the vibrations of a thin shallow shell structure. 

The importance of the model stems from a variety of engineering applications 
such as helicopter rotor blades, propellors, acoustic chambers (for noise sup­
pression) with curved walls such as aircraft cabins, aircraft control surfaces, 
curved surfaces on modem turbo-jet engines, etc. The primary goals in ap­
plications are often to achieve uniform stability or control of the vibrations 
as described, for example, in [9]. These control theoretic applications cou­
pled with necessary numerical methods for implementation require a thorough 
knowledge of existence and uniqueness of finite energy (weak) solutions. In 
the next subsection we will describe classical shell theory notation and present 
the variational form of the model followed by a brief review of related litera­
ture. An overview of the primary results and relevant proofs will comprise the 
remaining two sections. 
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1.1 The Model 

The model to be considered is an extension of Koiter's nonlinear model for a 
thin shallow shell considered in various forms in [7,4—1,6,5], The shallowness 
assumption as given in [7] is represented by the expression L/R <^ 1 where 
R is the minimum principal radius of curvature, and L is the wave length of 
the deformation pattern on the middle surface. We will utilize much of the 
notation used in [4] and principally developed in [7]. Throughout the paper, 
we will assume that Greek letters belong to the set {1,2} and Latin letters 
belong to the set {1,2,3}. We define the middle surface of the shell S as 
the image of a connected bounded open set fl C S"^ with boundary F under 
the mapping * : (^\C^) G Tl ^ £^ where $ e [C^mf and ^" is the n-
dimensional Euclidean Space. It is assumed that the two tangent vectors given 
by HQ, = d^/d^" are linearly independent at any point on the surface of the 
shell, and combining these two vectors with the normal vector, as = jf^^lf^ 
defines a covariant basis for a local reference frame on the surface of the shell. 
We will denote partial derivatives with the notation $,„ = d^/d^" for any 
point (^1,^2) G H . 

In order to simplify the notation, the summation convention will be used 
in which letters repeated in the roof and cellar of a product will be summed 
over. For example, the contravariant basis for the tangent plane at any point on 
the surface of the shell is given by the two vectors a^ defined by the relation 
a^ • a^ = 5^ where 5^ denotes the usual Kronecker delta symbol. The matrix 
ffla/3 = a" • a^ is the so-caWed first fundamental form of the surface with its 
inverse given by the matrix (a"'^). The second fundamental form, denoted by 
{bap) measures the normal curvatures of the middle surface of the shell. It is 
defined by baf) = ^ a = - a ^ • as,^ == as • a„,/3. 

We represent as u = {ui,U2, us) the vector function of all three displace­
ments, while in-surface displacements are given by ^ = {ui,U2) and the 
transverse displacement is denoted by u^. The Christoffel symbols given by 
F^;^ = a" • â ,A are used to define the covariant derivatives for the displace­
ment vector of the middle surface u(.^^, ̂ ^) = Wja' in a fixed reference frame. 
In particular, u„|^ = Ua,i3 - ^a/s^x and Us\ap = •"3,a/3 - ^af3'^3,\- In addition, 
the linear strain tensor is denoted by eap{~^) ~ \{ua\(i + •"/3|a)- The model 
assumes that the tangential (in surface) displacements are small relative to the 
transverse displacement. It is also assumed that all deflections are small and 
finite in the sense that for any parameter — 1 < i < 1 the displacements tu 
shall be less than or equal to the middle surface strains in order of magnitude as 
described in [7]. In this case, suitable expressions for the middle surface strain 
tensor ja/s and the change of curvature tensor pap axe given respectively by 
7a/3(u) = ea/sC"^) " ^ " " 3 + 5W3,a'"3,/3 and /9a/3(u) = u^afi- We notc that 
the nonlinearity of the model arises from the third term in ^ap-
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These strain measures, along with an appropriate constituitve law, are used 
to derive corresponding stress measures. The exact form of the stress measures 
depends on the shell material. Thus, we assume the simplest possible scenario, 
as done originally by Koiter in [7] and duplicated in [4] and [1]: that the shell 
consists of elastic, homogeneous, and isotropic material and the strains are 
small everywhere. Additionally, we assume that all nonzero stress components 
are imposed on surfaces which are parallel to the middle surface of the shell. 
Then the tensor of elastic moduli is given by 

£" apXfj, E 

2(1 + 1̂ ) 
a^^af^f" + a'^'a^^ 

1v .^a/J^AM 

Here, E is Young's modulus and v is Poisson's ratio for the material. See [2] 
for a proof of the positivity of the tensor of elastic moduli. Throughout the 
exposition, we let ii represent differentiation with respect to time. 

Since our primary interest is weak solutions, we state the model in the follow­
ing variational form: we look for solutions Ua(i) 6 [iJo(^)] '""3(0 ^ i?o(0), 
Ua(t) S \1?(VL)\ ,u-i(t) G iJQ(O) satisfying clamped boundary conditions, 

I du3 

dv 
0, such that for test functions v = (f i, 1̂ 2,1'a) = ( ^ , v^) G 

[i?o^(0)] n i? | ( f i )wehave 

where 

m{n,v) 

m(ii, v) + a(u, v) — n(u, v) = 0 

= pe { (a'^f^ua, vp) + 7 (a"^ [b\bl - blbl^ ii„, vp) } 

+ pe-i { (a"^ [^3|„ + blu>\ , [̂ 31^ + b^^v^]) } 

+ pej { (a"^n„, v^^^b"^) + (a"^ [n3|„ + 26^^^] , vpb^r,) } 

+ pe {{u3,V3)+-f[[b\bl - bfbl] ^3,^3)} 

(1) 

a (u ,v) = 

n(u, v) 

E'"'^''[e^0{-it)^baf3U3],ex^{ir)) 

6 7 ( i?"^^ '^i .3 |a /3, ^̂ 3|A J ^ « ( E " ^ ^ ' ^ [e^pilt) - b^pUs] , bx^V^) 

" ^ ^ ' ' n 3 , „ « 3 , / ? , e A ^ ( l 7 ) ) - I (E'^f^'^ [m,aU3,p] ,bx^V3 

+ 

E' 

^a/3Xfi 

e 

2 
1 

e a / 3 ( ^ ) ^ ba/3U3 + -U^^aU^^p , U3,XV3,^i 

where 7 = e^/12 and initial conditions Ua(0) = u^ G [i?o(r^)] , Ua{0) = 

ui e [L^i^)f, U3{0) = u§ e H§{^), ^3(0) ^ ul e H^{Q) Here we 
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make use of the notation {u,v) — jQUv^d^idS,2 with a = det{aap) and 
a ^ 0. A linear version of this model is considered in [3] to model turbine 
blades. An associated static (nonlinear) model is given in [4] as an extension 
of Koiter's model. It accounts for tangential surface loads in order to obtain, 
as a special case, the nonlinear model for thin elastic plates when there is no 
curvature, bap = 0. The energy of the system (1) is E{t) — Ep{t) + Ek{t) 
where Ek{t) = m(u, u) and Ep{t) — a(u, u). It is well-known that Ep{t) is 
topologically equivalent to [i?Q(f2)] x iJ^(il). 

2. Main Results 

LEMMA 1 (Regular Solutions) For arZji/raryT > Q and initial data {ll^,11"^) 

in [i?o(^)] X [^o(^)] . (•"3;'"3) G Hl{?t) X HQ{Q), there exists a unique, 
global solution to the variational form (1) 

u G C{[0,T], [H^m? X Him) n C\[0,T], [H',{Q)f x HHQ)). 

Proof: The proof of this lemma follows by means of a rather standard nonlinear 
Galerkin argument. As such, we omit the details. 

The existence of finite energy (weak) solutions follows similarly from a 
standard nonlinear Galerkin argument. However, to our knowledge, uniqueness 
has until now been an open problem. 

T H E O R E M 2 (Weak Solutions) For arbitrary T > 0 and initial data 

( n ^ ° , ^ i ) e [H'oi^)]' X [L\n)]\ (ulul) e HiiQ) x H^{i}), 

there exists a unique solution to the variational form (1) such that 

,^3) e C^ ([0,T]; [Hl{Q)f X H^{n)) u. 
•i,U3) eC^{[0,T];[L^{n)YxH^{n) 

The primary mathematical difficulty is due to a lack of regularity in the nonlinear 
terms. Indeed, the nonlinear terms are not bounded in the space of finite energy. 
The proof is an adaptation of the method used by Sedenko in [10] and by 
Lasiecka in [8]. One of the key estimates used in the proof below was proved 
in [8] and is expressed as the following Lemma. 

LEMMA 3 Given e,r > Qandw^ e [H'+''f andw"^ e [H^f then 

{w},w^)\\l, < C ln(l + A„)IK^|li. + ^il^/||^<+. 

ln(l + A„)|K^i|i.+3^||,^i||2,,+. ;,2||2 

(2) 
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where A„ denotes the eigenvalues of the Laplace operator. Note the sequence 
{Xn] is increasing with lim A„ = oo. 

3. Proof of Theorem 2 

Let u = u^ — u^ where u^ and u-̂  are any two weak solutions of (1) satisfying 
the same initial conditions. The first step is to derive an abstract formulation 
for the model. To this end, we make the following definitions. 

DEFINITION 4 Define linear operators A4 and A and space Ti as 

(A^u, xi) = TO(U, u) ; (^u, ii) = a(u, ii). (4) 

H = V{A^I'^) X D ( ^ i / 2 ) = [Hl{^)f X El(Sl) X {{L'{^)f x Hl{^) (5) 

and let A : Ti ^ li. be defined by 

A 
0 - / 

M-^A 0 (6) 

The coercivity of m(u, u) and a(u, VL) were proved in [3] and [4] respectively, 
so the operator A is well-defined. Also, if we define the nonlinear operator Â  
such that (A''(u), v) = n(u, v) with N{vi) — Na{u^) + NsiJt, us) where 

Naius) = UE''^^''us,x,us,f?) 

N3{lt,U3) haBE''^^^ W3,A^i3,M 

then the variational form in (1) implies 

dt + A u 
dtVL 

f A ^ C ^ ) - bx^Us + -Us,XUs^fj, 

0 
dtu J ' \ dtu J V M^^N{u) 

This will be used to prove the following lemma. 

LEMMA 5 Using Definition 4 and (7), the following holds. 

(7) 

u 
dtvi 

< 
n -̂ 0 

A - 1 0 
M~\N{u^)-N{u^)] ds (8) 

H 
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Proof: Acting with A~^ on equation (7) and multiplying by X{s) yields 

a.A-.(,;v).xM)^ + ( A A - ( 4 ) , W ^ 

= (*-"(^-.|iV(uV«(u.)|)'^W)„ "> 
We define 

Using (AX, X ) „ = 0 on (9) yields {dtX(s),X{s))^ = (X(s), F ( s ) ) „ and 

^ £ 9.||X(s)||2,ds = 1^ {X{s), F ( s ) ) „ ds 

it follows 

l\\Xit)f^ < l\\X{0)f^ + 1^ \\X(s)\\n\\F{s)\\uds 

Since ii(0) = 9iu(0) = 0 and A~^ is linear, we have X(0) = 0, so 

l\\X{t)\\j, < ( s u p \\X{s)\\n] ( £ \\F{s)\\nds^ (10) 

thus, for all t < < we have 

lUmli < (sup,e[o.J] \\X{s)\\n) {fo\\F{s)\\ nds] 

sup,g[o,tl \\^{S)\\H < sup^e[o,tl \\^is)\\H (H) 
J^\\F{s)\\nds<J^\\F{s)\\nds 

Combining (10) and (11) gives 

I sup \\X{t)fn< ( s u p \\X{s)\\U (f'\\F{s)\\nds 
^ te[o,tl \s6[o,t] / Vio 

consequently 

sup \\X[s)\\n< f\\Fis)\\nds 

and then using \\X{t)\\n < sup^gjo,*] | | X ( S ) | | H , weget (8). 
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LEMMA 6 The following inequality holds. 

i|X^^^u||L2 < A 
dtvi 

n 

73 

(12) 

Proof: We have 

u 
di ' tu 

A-^Mdtu 
—u 

therefore 

- 1 / u 
dfU = \\A-'/'Mdtn\\h + WM'^^^Wh 

LEMMA 7 The following inequality holds. 

WM'-Z^UHL^ < /"*| |^-i /2[Ar(u2(s))-iV(ui)(s)] | | ds (13) 

Proof: We have 

M-^[N{u'^)-N{u^] 

therefore 

- 1 

0 

M-i /2[ iV(u2) - iV(u i ) ] | | ^ . 
H 

M-^N{u'^)-N{u'^)] 

From Lemma 5, we get 

Applying Lemma 6 yields (13). 

LEMMA 8 Following Lemma 7, we obtain 

^ail i2 + ll^lsll^: < t / iWNaiui) - NUu')\\j, (14) 

+ \\Ns{lt\ul) -^ N3{l!\ul)\\l^2)ds 

Proof The lemma follows from the use of (/Q f{t)dtf < t /g f{tfdt on (13). 
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LEMMA 9 Given e > 0 and r > 0 with e + r < 1, there exists a constant C 
depending on X,n, u^, and u\ such that 

\Na{ul) - N^{UI)\\H-I < C ln( l + A„)||i23||^i + 
C 

Proof: The proof uses the positivity of the tensor of elastic moduli given in 
[2] and the fact that the divergence operator, (•)|/3, is a bounded operator on 
H~^{Q). Recalling the definition of Naius), it can be shown that 

This gives 

•"3,A%,^ ~ '"'3,A'"3,/i 
^ r_ga/3AM f„.2 „,2 

j^apXn 
U3,X [U^ 

< C ||tt3,A [ui^j, + u\^ 

L + 4M)]| 
« - i 

Now apply Lemma 3 to obtain 

||w3,Awi,A|| < C Mn(l + A„) Ij-usll^i + — \ul-u\\ 

IL2 

}Jl + f + r 

(15) 

1^2 

Combining this result with an analogous result for ||tt3_Aii3; |̂i and (15) and 
using the fact that ^̂ 3 amd u\ are H"^ functions leads to the conclusion of the 
lemma. We now prove a similar lemma for N'i{li, U3). 

LEMMA 10 Given e > 0 and r > 0 with e + r < 1, there exists a constant C 
depending on A, n, u^, and Ug such that 

\N^{lt^,ul)-Ni{li\ul)\ 
H-'^ 

< C ln ( l + A„) \\ui\\l^ + Cln(1 + A„) \\u^\\% + 
C_ 

Proof. Using the definition of N-i{lt, uy,) it can be shown that 
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with 

Consequently, 

II i i w ^ 

<\X^ {uo„u\,ut\\ + | | x 2 f a , u \ u 2 ) | | (16) 

It suffices to estimate each term on the right-hand side of (16). In particular, 

Using classical embedding theory and the fact that the second fundamental form 
and the tensor of elastic moduli are bounded yields the following. 

|5„^E"^^^ii3,A [ul^ + u\^ | |^_^ < C ||%,A {ul^ + u\^ I 
:I,2 

11 l l / l -̂  

Applying similar arguments to the remaining terms in (17) leads to 

| | x i ( % , 7 / i ^ l ) | | ^ _ ^ < C | | z i 3 | | H i (18) 

The higher order terms in X"^ make it much more difficult to estimate. First, 

< C | |n3|„S"^^^eA;.(^')| |^„, + C ||z.|„£"^^^6A^(^)||^_^19) 

Applying Lemma 3 to the first term in (19) gives 

h^3|ai?"^^''eAp(^') L , = sup \ u^\^E^I'^^ex^{ll^)^fi^adede 
'' " ^ {ll'PllHi=i}-^f^ 
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(20) 

< C' (^| |ui | |Hi(ln(l + A „ ) | | U 3 | | H I + ^ | | U 3 | | H I + « + - ) 

after applying the supremum. Similarly, 

" " ^ {ll<PllHl=l}-^f^ 
0 

l j d 2 

sup 
{V, |i¥'| |„i=l}-

sup \ j E-P^^^ul^^p 
0 

(•"A,M - r*^U5 + it^^x - r^A^i) \fadi}d^ {11) 

where the definitions of the linear strain (CA;*) and covariant differentiation were 
used in (21) and (22). Using the clamped boundary conditions, 

which applied to (22) yields 

11 2 paPXii (^\\\ 
II ' W ri ^ 

(23) 

sup 
{v, llvll„i=i} 

l^ t2 

< sup C 
{•p. I l ¥ ' l l „ l = l } 

0 

(U3\af0)\,^\ +'^\\iu3\afl3)\,U^ 
IM 7,2 A "112.2 

Expanding the divergence and using Cauchy-Schwarz gives 

('"3ia<^/3)|„^A < |h3|aM|L2 11'/'/̂ ^̂ A117,2 + ll</'/3|,z|L Iksla^iA 

(24) 

IM I i 2 I L 2 

< Fs i / 2 |</'/3%IIL2 + IIV'/slUi ksla^A 
L2 

<c ks _H-2 
ln(l + A„) ||UA|IL2 + — \\ux\\ffr+. WI3\\H^ 



Nonlinear shallow shells 11 

^G\\ip{iU^ l n ( l + A „ ) | | ' U A | | L 2 + T 7 il'UA|iH'-+^ l^i3llH2 (25) 

for the first term in (24). A similar argument for the third term on the right-hand 
side of (24) leads to 

rv^^<5'"3|a'/'/3|l - < C IL2 

1 
ln(l +A„)||n<5||i2 + —\\ux 

A'' I ff'-+E 

(26) 
Combining these with similar arguments for the remaining terms gives 

\^E-^^'e,,(t)\\ <C l n ( l + A „ ) | | U a | | i 2 + -^\\Ua\\Hr+'^ 

Combining (16), (18), (19),(20), and (27) results in Lemma (10). 

LEMMA 11 Letr = 1- t, then 

(27) 

(28) 

Proof. Lemmas 7, 9, and 10 give 

rt r 
i'"a|li2+||n3i||fi < Ct 

0 
l n ( l + A„)i|'U3||l^i + l n ( l + \n)\\ua\\i2 + 

A'' 
ds 

which implies 

Il'"a|li2 + IIHSII^I < , r / 2 
•An 

+ C i l n ( l + A „ ) / (IIWSIIHI + ll^a||i,2) 
Jo 

ds (29) 

Applying Gronwall's inequality to (29) gives (28). 
Since the sequence {A„} tends to oo, the right-hand side of (28)will go to 

zero as long as i e 0, \h^)- Thus, ii = 0 on 0, \h^)- The bootstrap 

argument completes the proof of the theorem. 
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Abstract A non-autonomous sub-Riemannian problem is considered: Since periodicity 
with respect to the independent variable is assumed, one can define the averaged 
problem. In the case of the minimization of the energy, the averaged Hamil-
tonian remains quadratic in the adjoint variable. When it is non-degenerate, a 
Riemannian problem and the corresponding metric can be uniquely associated 
to the averaged problem modulo the orthogonal group of the quadratic form. 
The analysis is applied to the controlled Kepler equation. Explicit computations 
provide the averaged Hamiltonian of the Kepler motion in the three-dimensional 
case. The Riemannian metric is given, and the curvature of a special subsytem 
is evaluated. 

keywords: periodic sub-Riemannian problems, averaging, Riemannian met­
rics, minimum energy control, Kepler equation 

Introduction 
An elementary generalization of sub-Riemannian problems [6] is to take 

time-dependent vector fields: Instead of a linear in the control dynamics 

m 

i= l 

where the / / s generate a smooth distribution on the ambient manifold X of 
dimension n,n >m, one considers vector fields fi(9, x), periodic with respect 
to the additional variable 9. The dynamics of 9 is known so that, up to a 
reparameterization of time, this amounts to dealing with non-autonomous vector 
fields. An approximation of the system is then provided by the averaged system: 
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Each vector field is averaged with respect to 9 over a period. This approach 
is well known in optimal control, see [7] and [13], where the variable 9 is 
regarded as the fast angular variable. Its application in celestial mechanics 
traces back to [ 12], and more recently to [8] in the case of orbit transfer problems 
with low thrust propulsion. Our aim is to analyze this problem, that is to 
contribute to the study of the controlled Kepler equation by means of averaging 
techniques initiated in [9]. The motivation is that the trajectories of the averaged 
system approximate those of the original problem which can only be computed 
numerically [5]. 

The first section is devoted to periodic sub-Riemannian problems in the pre­
vious sense. Since the averaging is performed on the Hamiltonian associated 
to the problem of minimization of the energy, we recall Pontryagin maximum 
principle before stating basic properties of the averaged Hamiltonian. The sec­
ond section deals with the Riemannian structure defined by this Hamiltonian: 
When the quadratic form is non-degenerate on the cotangent bundle, a Rieman­
nian metric can be canonically associated to the averaged problem modulo the 
action of the orthogonal group of the quadratic form. In the last section, we 
apply this approach to the controlled Kepler equation: The averaged Hamilto­
nian for minimum energy is explicitly computed in the three dimensional case, 
thus extending the results of [9]. Using an adapted change of coordinates, the 
metric corresponding to the two-dimensional problem is given in orthogonal 
form. As a first result in this Riemannian setting, the curvature of minimum 
energy transfers towards circular orbits is computed. 

1. Periodic sub-Riemannian problems 

Let X be an n-dimensional manifold, and let fi{9, x),i = l,m, be smooth 
vector fields parameterized by 9 in S^, 

M9,x)enx, 9eS\xeX. 

The corresponding periodic sub-Riemannian dynamics is defined by 

m 

X - Y.^ih{9,x) (1) 
i = l 

9 = gQ{9,x)+9i{9,x,u). (2) 

The two functions go and gi are smooth, g^ positive, and gi is assumed to be 
linear in u. The broader class of sub-Riemannian systems with drift [5] may 
provide examples of such dynamics. Indeed, if i; = /o(a;) -I- Yl^i Uifi{x) with 
/o = 9od/dxn, the system falls into the previous class with 9 = Xn provided 
periodicity of the / / s with respect to x„ holds. As shall be stated in section 3, 
this is indeed the case for the controlled Kepler equation. 
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Standard performance indexes for (1-2) are minimum time, minimum length, 

tiiP + • • • + \um\'^ dt —> min 

ui\^ + • • • + \umn dt 

or mmimum energy : 

/ • * / 

Jo 

For the problem to malce sense, one usually has to add a bound constraint on 
the control, |-ul < e. The choice of the finite- dimensional norm |.| is of course 
crucial (the control set may not even be smooth). Since Maupertuis' principle 
does not hold here, minimizing the length—that is the L^-norm of the control— 
may give rise to intricate optimal control problems (see for instance [10] in the 
case of Kepler equation). We focus here on the minimization of the energy, that 
is on the optimization of the L^-norm of the control, the final time being fixed. 
In this particular case, we first relax the problem by dropping the bound on the 
control. Indeed, the underlying idea is that, for a given positive e, the constraint 
will be automatically fulfilled for a big enough fixed final time. Hence, treating 
the control as a small quantity, it is natural to do the feedback u — ev and to 
reparameterize the trajectories by 6: 

dx 

d0 gQ{9,x) +sgi{9,x,v) ^^^ 

The criterion becomes 

Y2vifi{9,x). 

e^CiW' 00 ^ ' go{9,x)+egi{e,x,v) 

and Pontryagin maximum principle tells us that optimal trajectories are projec­
tion on X of the integral curves of the following Hamiltonian defined on the 
cotangent bundle T*X: 

Hie,x,p,v)^ / —-lp°6\v\^ + f^ViP^{e,x,p)]. 
go{9,x) +egi{9,x,v) \ fr{ J 

Here before, p" is a nonpositive constant, p is the adjoint state to x and be­
longs to the cotangent space T*X, and the Pi's are the Poincare coordinates or 
Hamiltonian lifts of the vector fields, 

Pi{9,x,p) = {p,f^{9,x)), i = l ,m. 

We consider the so-called normal case, p° negative: For obvious homogeneity 
reasons, we use the normalization p° = —1/2£. Consequently, up to first order 
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in e, we have the following approximation of H: 

Hie,x,p,v) = —(1-£51/90 +•••)-ol^^l^ + I]^'-Pi(^'^'^) 

1 | ,2 J2v^Pi{0,x,p)] +o{e) 
9oix,0) \ 2 

According to the maximum principle, the optimal control maximizes H so the 
maximized first order approximation of the Hamiltonian, which we still denote 
H, is the true^ Hamiltonian function 

-. m 

250(3;, 61) ^ 

where, for the sake of simplicity, we have dropped the multiplicative factor e. 
This Hamiltonian is clearly invariant with respect to feedbacks v = R{9, x)v', 
R{e,x)mSO{m). 

The averaged Hamiltonian is 

— 1 /•2'^ 
H{x,p) = ~- H{9,x,p)de. 

^TT J o 

Under mild assumptions, the integral curves of the averaged system converge 
uniformly towards those of the original system, see for instance [1, chap. 10]. 
The function H{9, x, p) is a non-negative quadratic form in p, possibly degen­
erate, with coefficients parameterized respectively by 9 and x. We denote by 
10(9, x) this form. Since the integral is positive and linear, the following holds. 

LEMMA 1 The averaged Hamiltonian also defines a non-negative quadratic 
form in p, denoted by w{x). Moreover, 

Kevw{x)= P I Kexw{9,x). 

According to this lemma, we can only expect the rank to increase. An 
interpretation is that the oscillations of the, fast variable 9 generate new control 
directions, namely brackets of the original vector fields. We will assume in the 
sequel that w{x) is non- degenerate. 

2. Riemannian structure of the averaged problem 
Let lu be a smooth function on X such that, for any point x, w{x) defines a 

positive definite quadratic form on the fiber T*X. Then, w can be represented by 
its polar form which is a two-times covariant symmetric tensor. In coordinates, 

m fi r) 
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The matrix W{x) = {wij{x))ij belongs to the cone of real positive definite 
symmetric matrices, Sym^(n, R) . This tensor defines a Riemannian structure 
[11] on the fiber space T*X. The question is: Does it arise from a Riemannian 
problem on XI That is, is the Hamiltonian H{x,p) = 1/2 J27!j=i ii^ij{^)PiPj 
associated with a control problem 

t 
(|^il|^ H h l^nM dt -^ min 

and X = uifi{x) + • • • + Unfn{x) (where there are m = n vector fields and 
controls)? Now, the answer is obviously positive since one has just to write H 
as a sum of squares, usingachangeof adjoint variable of the type p = q*A{x), 

1 " 
H{x,p) = --Y^Pf{x,p) 

with Pi{x,p) = {p, fi{x)) (the last equalities defining so the /i 's). Indeed, the 
Hamiltonian is a quadratic form in p parameterized by x, so it can be written 
as a sum of independent linear forms in p, using for instance Gauss algorithm. 
To this end, let us recall the (right) action of the linear group GL(n, R) on 
Sym_(„(n, R) . For A in GL(n, R) , one defines 

A-M = *AMA, M e Sym+(n,R). 

Given M in Sym+(n, R) , we look for A such that A • M = I: The relevant 
set is hence the set of M-orthonormal matrices. The isotropy group of M is 
the orthogonal group 0 ( M ) of matrices O such that 

^OMO = M. 

Therefore, two matrices A and B are both M-orthogonal if and only if i3~^ • 
{A-M) = ( A B - i ) - M = M,that is i fAS^i belongs to 0 ( M ) . ThesetofM-
orthonormal matrices is thus in one-to-one correspondance with the orthogonal 
group, and M is diagonalized to identity by a unique element of the quotient 
s e tGL(n ,R) /0 (M) . 

Let now 0{w{x)) be the orthogonal group generated by the quadratic form 
w{x), and let A{x) be in GL(n, 'R)/0{w{x)): The Hamiltonian writes 

H{x,p) = \\q\^ = \\p'A{xr^\^ 

and comes from the Riemannian problem with dynamics x = ^A{x)~^u. 
Eventually, |up is equal to |*/l(a;)i;|^ and the Riemannian metric is ds^ = 
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Yli'j=i9ijdxidxj where G{x) = {gij{x))ij is the positive definite symmetric 
matrix {A*A){x). The following proposition summarizes the computations. 

Proposition 1 The Riemannian metric associated to the Riemannian structure 
on the cotangent bundle is unique modulo the action on positive definite sym­
metric matrices of the quadratic form defining the structure. 

Proof Let M be a positive definite symmetric matrix. If both A and B are 
M-orthonormal, there is O in 0 ( M ) such that A = OB. Then A*A=0 • (5*5) 
for the (left) action of 0 ( M ) on Sym+(n, R) , O • y = OY^O, and A^A and 
B*i3 belong to the same orbit. D 

We end this section by recalling the effect of a change of variables in X 
on the tensor w. Indeed, it is not realistic to look for coordinates that would 
trivialize w to Y17=i{^/'^Vi)'^ since then, the associated metric would be flat. 
A less strong requirement may be to find such coordinates that diagonalize the 
quadratic form. 

In this case, the associated metric on X is orthogonal [2], 

Given M in Sym_|_(n, R) , this amounts to finding M-orthogonal matrices. 
As a consequence of Sylvester's law of inertia, two matrices A and B are M-
orthogonal if and only if there is a scaling, that is an element of (R!^)" (defining 
a diagonal matrix S with positive entries), such that S • {A- M) = B • M. In 
other words, M-orthogonal matrices are in one-to-one correspondance with 
elements of the direct product 0 ( M ) x (R^)" . 

If X = (/5(y) is a change of coordinates on X, the new adjoint state q and 
tensor matrix U verify: 

p = qd^ivr^, Wix) = 'd^{y) • U{y). (4) 

Accordingly, one gets an orthogonal metric on X if and only if ip is such that 
d(p is [W o (/p)"^-orthogonal. As we shall see now in the last section, it turns 
out that such a change of coordinates is available in the Kepler case. 

3. Application to the controlled Kepler equation 
We briefly state the control problem, see for instance [5] for a detailed ex­

position. The Kepler equation describes the motion of a body in a central field 
and can be normalized to 

^ , 
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where '-̂ '̂  1911̂  + 192̂  + 9 r — l^iT + I92r + 1931". Q being the position vector in R and 7 the 
control. Several sets of coordinates describing the geometry of the osculating 
conic are available. The dynamics also depends on the local frame chosen to ex­
press the control. In contrast with [8, 9] where the so-called tangential-normal 
frame is used, we use the feedback-invariance of the maximized Hamiltonian 
and prefer to write down the equations in the radial-orthoradial frame for rea­
sons that will be made clear in the next paragraph: 7 = uifi + U2/2 + W3/3 
with / i = q/\q\, /2 = /s x / i and f3 = qx q/\q x q\- The state is described 
by five equinoctial elements, for instance x = (P, e, h) where P is the semi-
latus rectum, e = (e^;, Cy) the eccentricity vector, h = {hx, hy) the inclination 
vector, and by an angle, the true longitude I. We restrict the problem to the 
manifold X of elliptic trajectories, 

X = {(P, e, /i) I P > 0 and |e| < 1} 

so that the vector fields are smooth on 5^ x X and define a periodic sub-
Riemannian problem as in section 34: 

/ i = V P sin^^ cos/-— 

/2 = V P 

h = 

where 

2P d ( , (^x +cosi 

dtx 
sinZ 4-

W 

sin / \ d 

de,, 

W 
y d y d Ccosl d 

^ dcx ^ dcy 2 dhx 

C sin / d 

W = 1 + Cx cos I + By sin / 

Z — hx sin I — hy cos I 

C = l + |/l|2. 

The variation of the angle isl = gQ{l,x) -{- gi{l,x,u) with 

50 = p3/2 91 
^Z 

An important remark is that, because there is some decoupling between these 
vector fields, the two-dimensional Kepler problem is obtained by letting /i = 0 
in the previous equations. We start with the computation on this subproblem. 

Applying the process described in section 34, one gets the maximized first 
order approximation of the Hamiltonian, H — (P^ + P^)/2 with 

p5/4 
P i = -777- {Pe^ s i n / - Pey cos I) 

P 2 -

W 
p5/4 2P 

COS I 
Cx + cos I 

w Pey sin/-f 
• s i n / 

W 
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Hence, the computation of the averaged has the complexity of integrating terms 
of the form P{cosl,&\nl)/W^, where P is a polynomial and k and integer 
comprised between 2 and 4. Since 

2̂^ P(cos; ,sin/) f P{z/2 + l/2z,z/2i-^l/2iz)dz 

W^ Js^ W^ iz 
the averaged is evaluated by computing the residues of the integrands. Since 
W = {ez^ + 2z + e)/2z (we use the complex eccentricity e = Cx + iCy), we 
have two poles, 

e 
The product of the poles is e/e so it has modulus one, and zi = ( - 1 — 
A/1 — |ep)/e clearly does not belong to the unit disk: The only pole to con­
sider is ̂ 2 = (—1 + - /1 — |ep)/e. Incontrast, if one uses the tangential-normal 
frame as in [9], W is replaced by W(l + 2ex cos / -|- 2ey sin / -|- |ep), and two 
poles among the four are to be taken into account. 

An inspection of the Hamiltonian shows that the following averages have to 
be computed, for which we give the results: 

1/1^2 

COS l/W^ = -36x5^/2 sinl/W^ = ~3ey5^/2 

cos2VW3 = S^/2 + 3el5y2 sin'^ l/W^ = 5'^/2 + 3el5^/2 
coslsinl/W^ = 3exey5^/2 

l/W^ = (2 + 3ie|2)572 
cos//P^4 ^ _e^(4+|e |2)57/2 sml/W^ = -^ey{'i+\e\'^)5y2 

cos2;/Ty4 = 5^/2+ ^615^2 sin^l/W^ = 5^/2 + bel5y2 

'coslsml/W^ = ^exey5y2 

with 5 = 1/v^l — |e|2. Substituing these expressions, we get the averaged 
Hamiltonian 

pb/2 

4(1 - |e|2)5/2 
4rj2 P2 r •̂  1 ^ ^ 

r^^ l i-\e\y 
PI^ (5(1 - |e|2) + e2) + PI^ (5(1 - |e|2) + ^ 

20pppe^Pex - 20ppPeyPey - 2pe^Pey 

At this point, we take advantage of the computation in [9] and make the 
following change of variables: 

p _ 1 - P ^ 
„2/3 
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Cx ~ P COS t) ^y ~ P sm U 

where n is the so-called mean movement [14]. Using 4), we obtain 

1 
H 

4^5/3 

Up to a scalar, this is the result that was obtained by symbolic machine com­
putation in [9]. However, the complexity of the computation did not allow the 
authors to tackle the three-dimensional problem whereas we shall be able to 
do so, here. Let us write before the Riemannian metric of the two-dimensional 
Kepler problem in orthogonal form: 

ds^ 
9nV3 

dn^ + 
5 ( 1 - p 2 ) 

dp^ 5 - 4 p 2 p^d9\ 

The three-dimensional case has the same complexity: Indeed, the Hamilto-
nian is H = (Pf + p2 _̂  p2y2 with 

Ps 
p5/4 

-Zpe^Cy + ZpeyC:, + C/2ph^ COS/ + C/2phy sin 

and Pi, P2 unchanged. Hence, the previous averaging computations allow us to 
conclude: Extending the change of coordinates to h according Xohx = o cos fi, 
hy — a sin Q, we get 

H 
1 

IM'pi + 5(1 - p ^ K + (5 - 4p-

+ 

4^5/3 ^ 
1 ( l + a 2 ) 2 i + 4p2 

4^5/3 4 1 __ p2 

1 ( l + a 2 ) 2 

cos wpo- + sm oj 
VmY 

a 

4^5/3 sm Loprj + cos LO 
PmY 

where w = 0 — fi is the angfe of the pericenter and where 

2C72 

Pen 7-—oP" + P " -
1 -|- cr̂  

We conclude the exposition by a preliminary computation of curvature. In 
the two-dimensional case, one can restrict the metric to {0 — Q}. The associated 
trajectories are, for instance, those reaching a circular orbit. On this submanif old 
of dimension two, the metric is 

ds^ 
1 

dn^ 
2n5/3 

5(1 - p^) 
dp^ 



88 PROCEEDINGS, IFIP-TC7, TURIN 2005 

and the following holds. 

Proposition 2 The curvature is zero. 

Proof. In orthogonal coordinates, the Gaussian curvature is 

d ( I dgii\ d ( 1 dg22 
K 

2^/ff dn \y/g dn j dp \y/g dp 

with g ~ giig22, whence the result. D 

As a result, the metric is locally isomorphic to ds^ = dx"^ + dy^. Actually, 
we prove in [3] that the result is global and that we can find coordinates in 
which the two-dimensional subsystem is flat. The insight on the control of the 
Kepler equation provided by this Riemannian point of view will be developed 
in forthcoming papers. See for instance [4] for a preliminary evaluation of 
Riemannian balls of the two-dimensional Kepler motion. 

Notes 
1. True in the sense that it is not parameterized by the control anymore. 
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Abstract We discuss error estimates for the numerical analysis of Neumann boundary 
control problems. We present some known results about piecewise constant 
approximations of the control and introduce some new results about continuous 
piecewise linear approximations. We obtain the rates of convergence in i ^ ( r ) . 
Error estimates in the uniform norm are also obtained. We also discuss the 
semidiscretization approach as well as the improvement of the error estimates 
by making an extra assumption over the set of points corresponding to the active 
control constraints. 

keywords: Boundary control, semilinear elliptic equation, numerical ap­
proximation, error estimates. 

1. Introduction 
This paper continues a series of works about error estimates for the numerical 

analysis of control problems governed by semilinear elliptic partial differential 
equations. In [1] a distributed problem approximated by piecewise constant 
controls was studied. In [7] the control appears in the boundary. This makes 
the task more difficult since the states are now less regular than in the distributed 
case. Piecewise constant approximations were used in that reference. The ad­
vantage of these is that we have a pointwise expression both for the control and 
its approximation, which we can compare to get uniform convergence. The 
reader is addressed to these papers for further references about error estimates 
for the approximation of linear-quadratic problems governed by partial differ-
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ential equations and for the approximation of control problems governed by 
ordinary differential equations. 

In the case of continuous piecewise linear approximations of the control, there 
exists not such a pointwise formula in general. If the functional is quadratic with 
respecto to the control, recent results in [8] about the stability of L^ projections 
in Sobolev W^''P{T) spaces allow us to obtain uniform convergence and adapt 
the proofs. The general case is more delicate. Results for distributed control 
problems can be found in [3]. The main purpose of this paper is to obtain similar 
results for Neumann boundary controls. This is done in Theorem 10. 

We also refer to the works for distributed linear-quadratic problems about 
semidiscretization [9] and postprocessing [10]. The first proposes only dis-
cretizing the state, and not the control. The solution can nevertheless be ex­
pressed with a finite number of parameters via the adjoint-state and the problem 
can be solved with a computer with a slightly changed optimization code. The 
second one proposes solving a completely discretized problem with piecewise 
constant approximations of the control and finally construct a new control using 
the pointwise projection of the discrete adjoint state. We are able to reproduce 
the first scheme for Neumann boundary controls, a general functional and a 
semilinear equation. 

The rest of the paper is as follows. In the next section, we define precisely 
the problem. In Section 3 we recall several results about this control problem. 
Section 4 contains the main results of this paper: we discretize the problem and 
obtain error estimates for the solutions. 

2. Statement of the problem 
Throughout the sequel, O denotes an open convex bounded polygonal set of 

R^ and T is the boundary of O. We will also take p > 2. In this domain we 
formulate the following control problem 

inf J{u)= I L{x,yu{x))dx + / l{x,yu{x),u{x)) du{x) 

<̂P) ^ subject to {yu,u) e H\^) X X~( r ) , 
ueU'''^ = {ue L ~ ( r ) | a < u{x) < P a.e. x e r } , 
{yu, u) satisfying the state equation (1) 

-Ay„(x) = ao(x,y„(x)) in O 
dvVuix) = bo{x,yu{x))+u{x) on T, 

where —oo < a < p < +oo. Here u is the control while y„ is said to be the 
associated state. The following hypotheses are assumed about the functions 
involved in the control problem (P): 
(Al) The function L : Q x H —> R is measurable with respect to the 
first component, of class C^ with respect to the second, L(-,0) e L^{fl), 

(1) 
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dL d'^L. 
^ (•, 0) e L^{n) — f̂-, 0) (E L°°(f2) and for all M > 0 there exists a con-
ay oy^ 

stant C L M > 0 such that 
dy ,2V >̂2/2J 2(3^)2/1) < C'i,M|2/2 - m l , for 

a.e. X eCL and |?/|, |yj| < M, i = 1,2. 

(A2) The function / : F x R^ —y R is Lipschitz with respect to the first 
component, of class C^ with respect to the second and third variables, Z (•, 0,0) € 
L^{T), Dfy^^^l(-,0,0) e L°°{T) and for all M > 0 there exists a constant 
C; M > 0 such that 

dl ^ dl dl ^ 91 
-g-{x2,y,u) - —{xi,y,u) < CI,M\X2-XI\, 

\D. ,u)Kx,y2,U2) - Dfy^^-^l{x,yi,Ui)\\ < Cl^M{\y2 -~yi\ + \U2 -Ui\), 

for a.e. x,Xi e T and \y\, \yi\, \u\, \ui\ < M, i = 1, 2, where D? d denotes 
the second derivative of I with respect to (y, u). Moreover we assume that there 
exists A > 0 such that 

Q2I 
—-^(x,y,u)>A, a.e. X G r and (y,M) G R^. (2) 

Let us remark that this inequality implies the strict convexity of I with respect 
to the third variable. 

(A3) The function ao : f2 x R —> R is measurable with respect to the 
first variable and of class C^ with respect to the second, ao(-,0) G I^ifl), 

~{;0) e L ~ ( 0 ) , ^ ( - , 0 ) G L~(0) , ^{x,y) < 0 a.e. x G fiandy G 

R and for all Af > 0 there exists a constant Cao,M > 0 such that 

< CaoM\y2-yi\ a.e. a; G fi and |?/i|, \y2\ < M. —^{x,y2)~^:^{x,yi) 
9j/2 9y2 

(A4) The function 60 : T x R —> R is Lipschitz with respect to the first 
variable and of class C^ with respect to the second, 6o(-, 0) G VK^~^/P'P(r), 
a2u QL 

TT-^i-, 0) G i ° ° ( r ) , - ^ ( x , y) < 0 and for all M > 0 there exists a constant 
oy^ ay 
Cbo,M > 0 such that 

dbo . dbo. ^ ^ r^ , , 
-^-{x2,y) - -^{xi,y) < Cb„,M\x2 - xi\, 
dy dy 
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d%o, , a25o 
a;,J'2) - -K-^i^^Vi) < Cbo,M\y2 -yil-

Qy2 ' Qy2 

for a.e. a:;,2;i,a;2 G T and |y|, |2/i|, |y2| < -^• 

(A5) At least one of the two conditions must hold: either -——(x, w) < 0 in 
dy 

EQ X R with EQ C Q of positive n-dimensional measure or ^r—(x, y) < 0 on 
dy 

i?r X R- with Er CT of positive (n — l)-dimensional measure. 

3. Analysis of the control problem 
Let us briefly state some useful results known for this control problem. The 

proofs can be found in [7]. 

T H E O R E M 1 For every u G L'^ (T) the state equation (1) has a unique solution 
yu S H^'"^(O), that depends continuously on u. Moreover, there exists po > 2 
depending on the measure of the angles in T such that ifu G W^~^'^'^{r) for 
some 2 <p < po, then y„ e W'^'P{Vl). 

Let us note that the inclusion i?^/^(Q) C C(f2) holds for Lipschitz domains 
in R^. As a consequence of the theorem above, we know that the functional J 
is well defined in i ^ ( r ) . Let us discuss the differentiability properties of J. 

T H E O R E M 2 Suppose that assumptions (A3)-(A4) are satisfied. Then the 
mapping G : L ~ ( r ) —> H^/^{n) defined by G(w) = |/„ is of class C^. 
Under the assumptions (A1)--(A4), the functional J : I/°°(r) —> R is of class 
C^. Moreover, for every u.,v G L°°(r) 

I ^ { x , y „ , i i ) + (pu] vda. 
fdl_ 

IT \du^ 

where the adjoint state (pu G H^''^{^) is the unique solution of the problem 

. dao, , dL, N . ^ 
-Av? = — (x ,y„) ( / J+— (x,2/„) mil 

dbo dl N -p 
Ow^-=-K-KX,yu)H:> +-^{x,yu-,u) onV. 

Expressions for the derivatives of G and the second derivative of J can be found 
in [7]. 

The existence of a solution for problem (P) follows easily from our assump­
tions (Al )-(A5). In particular, we underline the important fact that the function 
/ is convex with respect to the third variable. See (2). The first order optimality 
conditions for Problem (P) follow readily from Theorem 2. 
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T H E O R E M 3 Assume that u is a local solution of Problem (P). Then there exist 
y,!f e H^/'^{Ct) such that 

-Ay{x) = ao{x,y{x)) in O 
d„y{x) = bo{x,y{x))+u{x) on T, 

-Aip = —-{x,y)(p+^-{x,y) m O 
dy dy ^^^ 

a - ^^0, ^^- dl 
"•"V "= -K-{x,y)'^ + ^-{x,y,u) on T, 

/ \^{x, y, u) + < )̂ (u - €) du{x) >Oyu€U' ad (5^) 

First order optimality conditions allow us to deduce extra regularity for the 
optimal control. 

T H E O R E M 4 Suppose that u is a local solution of(P), then for all x e T the 
equation 

dl 
^{x) + -7rA.x,y{x),t) = 0 

has a unique solution t = s{x). The mapping s : T —> R is Lipschitz and it 
is related with u through the formula 

u{x) = PTOj\^a^p]{s{x)) = max{a,min{/?, s(x)}}. (6) 

Moreover ue C° ' i ( r) andy,(p e W^'PiQ.) c C°'\Q) for some p > 2. 

In order to establish the second order optimality conditions we define the cone 
of critical directions. The derivative of J can be represented by the function in 

dl _ ^ 
d{x) =̂  — ( x , y{x), u{x)) + ip{x). 

The cone is: 

C^^{ve L^{T) satisfying (7) and v{x) = 0 if \d{x)\ > 0}, 

, ^ _ J > 0 for a.e. x G F where uix) = a, 
- j < 0 for a.e. x eV where u{x) = /?. ^ ' 

Now we formulate the second order necessary and sufficient opdmality con­
ditions. See Casas and Mateos [4] 
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T H E O R E M bifu is a local solution of(P), then J"{u)v^ > 0 holds for all 
V e Cu- Conversely, ifuE U°''^ satisfies the first order optimality conditions 
(3)—(5) and the coercivity condition J"{u)v'^ > 0 holds for all v £ Cu\ {0}, 
then there exist 5 > Q and e > 0 such that 

J{u) > J{u) + 5\\u - •u||i2(r) 

is satisfied for every u G U°''^ such that \\u — 'u||ic»(n) < £• 

4. Discretization 

Here, we define a finite-element based approximation of the optimal con­
trol problem (P). To this aim, we consider a regular family of triangulations 
{Th}h>o of n:n = \JT^rJ. 

For fixed /i > 0, we denote by {Tj}-}:-^' the family of triangles of Th with 

a side on the boundary of F. If the edges of Tj n F are Xp and Xp then 

[4,4^^] •- Tj n F, 1 < i < N{h), with xp ̂ '*)+̂  = 4 . 

4.1 Discretization of the state equation 

Associated with this triangulation we set 

Yh = {Vh e Cin) I VhiT e Vu for all T e Th}, 

where Vi is the space of polynomials of degree less than or equal to 1. For each 
u € L°°{T), we denote by yh{u) the unique element of Yfi that satisfies 

a{,yh{u),Zh) = / ao{x,yh{u))zhdx+ / [bo{x,yh{u))'^u]zhdx ^Zh € Yh, 

(8) 
where a :Yh xY^ —> R is the bilinear form defined by 

aiyh,Zh)= / Vyhix)Vzh{x)dx. 
Jo, 

The existence and uniqueness of a solution of (8) follows in the standard way 
from the monotonicity of ao and 60 (see [7]). 

Let us now introduce the approximate adjoint state associated to a control. 
To every u G Uad we relate ^phiu) G Yh, the unique function satisfying 

a{(phiu),Zh) = / (-~{x,yhiu))(phiu) + -rr-{x,yh{u))\ Zhdx+ 

y-g^(x,yh{u))iphiu) + -—{x,yh{u),u)\ Zhda{x) Mzh G Yh-
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The following approximation properties are essential to study the approxima­
tion of the control problem. They follow from real interpolation. See Brenner 
and Scott [2, Section 12.3] and [5]. Proof of inequality (9) is more technical. 
It is done adapting the proof of Aubin-Nietsche Lemma to semilinear equa­
tions as in [5] and taking into account the H^/'^{Vl) regularity of the solution 
of the Neumann problem with data in L'^iV). A full proof will appear in the 
forthcoming paper [6]. 

T H E O R E M 6 (i) For every u e H^f^iV) there exists C > 0, depending con­
tinuously on \\u\\fji/2iYy such that 

hu-yh{u)\\H''{n) + \\Vu-Vh{u)\\H^(n) < Ch'^'" for alio < s < 1, 

and 

lb« - yh{u)\\L2(r) + IIV« - ^h{u)\\L^(r) < Ch^/^. (9) 

(ii) For every u £ L^ (F) there exists Co > 0, depending continuously on 
\\u\\i^2(Y\, such that 

\\yu-yh{u)\\B'{n) + \Wu-''fh{u)\\H^o.) < Coh^^'^'" for all 0 < s < 1. 

(Hi) For every ui,U2 G ̂ ^ ( r ) there exists a constant C > 0 such that 

\\yui -y«2llFi(n) + \\yh{ui) - yh{u2)\\H^{n) + 

WVui -VU2\\HHQ) + \\fh{u\) - 'Ph{u2)\\HHQ) < C\\U1 - • "2 | | i 2 ( r ) . 

(iv)Moreover, ifu^ ~^ u weakly in L'^(r), thenyh{uh) -^ yuandiph{uh) -^ 
(fu strongly in C{fl). 

4.2 Discrete optimal control problem 
We have several choices to write a discrete optimal control problem. Set 

K = {ue L°°(r) I ti|(̂ .̂ _ ĵ,+i) e Vo for 1 < i < N{h)}, 

Ul^{ue C{T) I U|(,.^_4+i) G Vi for 1 < j < N{h)}. 

and, following Hinze [9], we can semidiscretize the problem and take U^ = 
Z/^(r). The corresponding approximated control problems are, fori e {0,1,2}, 

!

mmJh{ufi) ^ / L{x,yh{uh){x))dx + l{x,yh{uh)ix),Uh{x))da{x), 

subject to {yh{uh),Uh) G Y^ x f/̂ '̂ '' satysfying (8), 
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where f/°'''' = C/̂  n V"^. 
The first order optimality conditions can be written as follows: 

T H E O R E M 7 Fix i G {0,1,2} and assume that Uh is a local optimal solution 
of(P\). Then there exist ijh and (ph in Yh satisfying 

a{yh,Zh)= / ao{x,yh)zhdx+ {bo{x,yh)+Uh)zhdx \/zheYh, 
i n Jr 

a{(ph,Zh) = I (-7~{x,yh)<fh + ^ix,yh)] Zhdx+ 

/ i-Q^{x,yh)v'h + -7^{x,yh,Uh)jZhd(T{x) \/zheYh, 

REMARK 8 At this point, we can show the difficulty introduced by the fact 
that Ul is formed by continuous piecewise linear functions instead ofpiecewise 
constant functions. To make a clear presentation, let us assume for a while 

that l{x, y, u) — £{x, y) + -ziJ?- In the case where U^ is formed by piecewise 

constant functions, we get from (10) that 

^M(44+') ^ -̂ ™-̂ 'l">/3] f ̂  A I J ^h{x)du{x)\ . 

Comparing this representation ofuh with (6) we can prove that Uh —^ u strongly 
inL°°{r);see[7]. 

Since we are considering piecewise linear controls in the present paper, no 
such pointwise projection formula can be deduced. We only can say that Uh 
is the convex projection of --j^(ph{x). More precisely, Uh is the solution of 
problem 

min \\(ph + ^Vh\\\2,Y)- (11) 
Vh&Uh ^ ' 

This makes the analysis of the convergence more difficult than in [7]. In partic­
ular, we can prove that Uh ^ u strongly in L'^{T), but this convergence cannot 
be obtained in L°° (T) in an easy way as done in [7]. The reader is also referred 
to [8] for the study of problem (11). 

We next can state a convergence result. 
T H E O R E M 9 Fix i e {0,1,2}. For every h > 0 let Uh be a solution of(P{). 
Then there exist subsequences {uh)h>Q converging in the weak* topology of 
-L°°(r) that will be denoted in the same way. Ifu/^-^u in the mentioned 
topology, then u is a solution of(P) and 

lim Jh{uh) = Ji'O') <^nd lim \\u — 'Uh||L2/r) ~ 0. 
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Moreover, for i G {0, 2}, lim/i^o \\u ~ Uh\\L°°(T) ~ 0-

The main result of the paper is the following. 

T H E O R E M 10 Let u be a solution of problem (P) such that J" {u)v^ > 0 holds 
for all V G Cu\{0} and u\ a sequence of solutions of(P\) converging in 1? (F) 
to u. Then 

I There exists a constant C > 0 and ho > 0 such that for 0 < h < HQ 

ll^--^*°llL2(r) < Ch; 

h^O h 

3 For every 0 < £ < 1/2 there exists a constant C > 0 and ho > 0 such 
that for 0 < h < ho, \\u - •u^liL2(r) < Ch^/'^~'^. 

In many practical cases when we make the full discretization using continuous 
piecewise linear controls (i = 1), the order of convergence observed for the 
controls in L'^{T) is h^^^. Let us show why. We will make two assumptions 
that are fulfilled in many situations: 

(Ql) l{x, y, u) = £{x, y) + e{x)u + -zu^, where A > 0 and 

• the function £ : F x R —> R is Lipschitz with respect to the first 
component, of class C^ with respect to the second variable, ^(-,0) G 

dy"^ 
; M > 0 such that 

L^{V), ^-^(-,0) G L°°(F) and for all M > 0 there exists a constant 

I da. da 
| ^ ( x 2 , 2 ; ) - ^ ( x i , y ) 

^,{x,y,)~-—^{x,. 

for a.e. x,Xi eT and \y\, \yi\ < M, i = 1,2; 

< Q,Mb2 -yi\ 

• the function e : F —> R is Lipschitz and satisfies the following approxi­
mation property: there exists Ce > Osuchthat ||e—n;ie||2^2(r) < Cgh^^^-
This assumption is not very constraining. Although it is not true for Lip­
schitz functions in general, it is true for a very wide class of functions. 
For instance for Lipschitz functions that are piecewise in H^^^(T). 

(Q2) If we name Fg = {x G F : u{x) = a or u{x) ~ /?}, then the number of 
points in OFg -the boundary of Tg in the topology of F - is finite. 
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THEOREM 11 Suppose (Ql) and (Q2) are satisfied. Let u be a solution of 
problem (P) such that J"{u)v'^ > 0 holds for all v a Cu\ {0} and Uh a 
sequence of solutions of (P\) converging in L'^iT) to u. Then there exists 
C > 0 such that 

\\uh~u\\L2ij^) <Ch^l'^ 

REMARK 12 Using the inverse inequality 

\\uh\\L-^(T) < Ch'^^l'^WuhW^i^Y^foralluh e Ul 

We can get error estimates for continuous piecewise linear approximations for 
the control. This is important, since we have not been able to establish even 
uniform convergence up to now 

About the proof of Theorem 10. For « = 0 see [7]. Using second order 
sufficient conditions, we prove tiiat there exists v > Q and /ii > 0 such that for 
all 0 < /i < /ij 

i^ll" - •"/j|li2(r) ^ {J'{uh) - J'iufjiuh - u). (12) 

This is the most difficult part since we do not have uniform convergence of the 
states and we cannot apply the same techniques as in [3, 7]. 

Using (12) and first order optimality conditions (5) and (10) we have that 

î ll̂ ft " ^'lli,2(r) ^ (J'hiuh) ~ J'{u)){ul - u) + 

+ J'{u){ul - -u) + {J'hiuh) ~ J'{Uh)){u - Uh). 

For i — 1, u\ = II/j-u is the unique function in U\ such that n?itZ(xp) = 
U{XY) for j = 1, • • •, N{h). In this case first and second terms are of order 
olK^). For i — 2 (semidiscretization), u*^— u and the first two terms are zero. 
Third term is more difficult. Since we do not know yet if {uh} is bounded in 
H^/'^iV) a direct proof as in the distributed case (see [3]) would lead to a bad 
estimate. With a small turnaround, we can prove that for every p > 0 and every 
0 < e < 1/2 there exists Cp^^ > 0 independent of h such that the third term 
can be estimated by 

'" + p\\u}, - u||i,2(r)j \\uh - -"||L2(r). 

We must take p small enough to conclude the proof.Q 
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AUTONOMOUS UNDERWATER VEHICLES: 
SINGULAR EXTREMALS AND CHATTERING 
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Abstract In this paper, we consider the time minimal problem for an Autonomous Under­
water Vehicle. We investigate, on a simplified model, the existence of singular 
extremals and discuss their optimality status. Moreover, we prove that singular 
extremals corresponding to the angular acceleration are of order 2. We produce in 
this case a semi-canonical form of our Hamiltonian system and we can conclude 
the existence of chattering extremals.. 

keywords: Underwater Vehicles, Time optimal, Singular Extremals, Chat­
tering. 

1. Introduction 

In this paper, we consider the time minimal problem for autonomous under­
water vehicle. We first describe the general model and give the equations of 
motion. However, due to the space limitation of this paper, and to highlight the 
properties of our system without tedious and lengthly calculations, we restrict 
ourselves to a simplified model. The general situation will be described in a 
forthcoming article. Based on the maximum principle we define bang-bang 
and singular trajectories. A first analysis of the singular extremals of the sim­
plified model has been done in [2] and the existence of chattering extremals 
for a given pair of initial and final configurations at rest was discussed in [4] 
using numerical computations. In this paper, first we extend the previous re­
sults under the assumption that the vehicle is symmetric, in particular we show 
that if an extremal is bang-bang with respect to one of the linear velocities but 
singular in the two other controls then it cannot be time optimal. Moreover, 
the major addition to our previous results is that we provide a semi-canonical 
form in the situation of a singular extremal with respect to the angular velocity 
and bang with respect to the linear velocities. From [13] the existence of chat-
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taring extremals in our problem follows. We supplement our conclusions with 
numerical computations. 

2. The Model 

We consider a 6 degrees of freedom Autonomous Underwater Vehicle (AUV). 
We denote hy T] ~ {x,y,z, (f),0, -ipY the position and orientation of the vehicle 
in the earth-fixed reference frame, where (0,6, ip) are the classical Euler angles. 
The velocities u = {u, v, w,p, q, r)* are taken with respect to the body-fixed 
frame (see Figure 1). In the sequel x represents the state and velocity variables; 
X = {'n,v). 

Figure 1. Earth-fixed and body-fixed frame 

With those notations, the equations of motion can be written as, see [7]: 

V = M~^{T-[C{v) + D{v)]v-g{'q)) ^" 

where J{r]) is the transformation matrix between the earth-fixed coordinate sys­
tem and the body-fixed one. M is the inertia matrix of the vehicle. The matrix 
C takes into account for the Coriolis and centrifugal forces and is assumed to 
be skew-symmetric. The matrix D stands for the damping forces. The column 
vector g represents the restoring forces and moment: gravity and buoyancy. 
Finally, r is the control. 
To reflect the fact that the thrusters have limited power, we assume: 

Teli=^{Te K^\ai < Ti < A, i = 1, • • •, 6}, (2) 

where a^ < 0 < /?i. An admissible control is a measurable bounded function 
r defined on some fime interval [0, T] such that r(i) G U for a.e. t e [0, T]. 
Due to the space limitation of this paper, we will restrict ourselves to a simplified 
model. The general situation will be studied in a forthcoming article. First, 
we assume the vehicle to be totally symmetric (hence M is diagonal), with 
coinciding centers of gravity and buoyancy (hence g is zero). The center of the 
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body-fixed frame is taken at the center of gravity and the damping forces are 
neglected. Finally, we restrict the vehicle to move in the a;2;-plane. Under these 
assumptions, the equations of motion become: 

X 

z 

9 

u 

w 

q 

u COS ^ -|- w sin ( 

w cos 9 — u sin ( 

q 

—qw + Ti/m 

uq + Ts/m 

T5/I 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

where m is the mass of the vehicle and / is the first inertia momentum around 
the y-axis. For our numerical computations, we will assume m — 20 and 
/ = 0.1. We have the following bounds on the controls: 

|Ti| < 1 , i = l ,3 ,5 

REMARK 1 The equations of motion for the velocity variables (6) -(8) are 
equivalent to the equations of motion for the control problem of rotation of a 
rigid body around its gravicenter assuming that the body is axially symmetric. 
The existence of chattering trajectories for the time optimal problem in this case 
has been studied in [13]. We provide here a generalization of these results by 
allowing translational motions to the body. 

3. The Maximum Principle 

Let xo> XT G R-̂  be prescribed initial and final configurations for our sim­
plified model. The maximum principle for the minimum time problem, [9], 
states that if f : [0, T] ^ ZY is an admissible time optimal control such that the 
corresponding trajectory x(-) steers the vehicle from xo to xr> then there exists 
an absolutely continuous vector function A : [0, T] -^ R^, X{t) ^ 0 for all t, 
such that, almost everywhere in [0, T] we have: 

dH 

i = = 1,-

Ut) = ~(x( t ) ,A(t ) , f ( t ) ) 

m = -—•^{m,m,f{t)) 

•, 6, where 

H = X^ 
J{r])v 

M-^{T~C{V)V) _ 

(9) 

(10) 

(11) 
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is the Hamiltonian function. Additionally, the maximum condition holds: 

H{x{t), X{t),f{t)) = max^euH{x{t), X{t),Lo) (12) 

Moreover, the maximum of the Hamiltonian is constant along the solutions of 
(9-10) and must satisfy H{X{t), x{t), f{t)) = AQ, AQ > 0. A solution (x, A, r ) 
of the maximum principle, in the sense just stated, is called an extremal and the 
vector function A(-) an adjoint vector. For our model, the Hamiltonian system 
(9-10) gives the following dynamics for the adjoint vector: 

A. = 0 (13) 

A. = 0 (14) 

Xg — —Xx{wcos9 — usinO) + Xz{ucos9 + wsinO) (15) 

A„ = —Xx cos8 + XzsinO — XwQ (16) 

Xw = — Xx sin 9 ~ Xz cos 9 + Xuq (17) 
Xg = ~Xg + XuW - Xy,U (18) 

The maximization condition (12) implies that the control f satisfies (i = 1,3,5): 

n{t) = - 1 , if ifi^it) < 0 and n{t) = 1 if ifi{t) > 0 (19) 

with (fi = Xu/m, ifs — Xyj/m, ip^ = Xq/I. Those functions are called the 
switching functions. If along the extremal, we have ipi (t) ^ 0 almost every­
where on [0, T], then the corresponding control T; takes its values in { — 1,1} 
and the extremal is said to be bang-bang with respect to r^. However, if there 
exists a non trivial interval [ii, t'^ on which ^i{t) is identically zero, the control 
Ti is said to be singular on \t\-,t-2\ and the corresponding extremal is called 
Tj—singular. Let q be such that ^^<^i is the lowest order derivative in which Ti 
appears explicitely with a nonzero coefficient. We defined q as the order of the 
singular control r,. The above definition lies on the fact that it is a well known 
result, see [10] for instance, that a singular control Ti first appears explicitely in 
an even order derivative of (^i. Assume that the component Ui of the control is 
bang-bang; then is € [0, T\ is called a switching fime for u, if, for each interval 
of the form \ts — e, f̂  + £[n[ii, t2]> e > 0, there is no constant c such that 
Uiit) — c for almost all t e [ti, i2]-

Optimal trajectories are usually concatenations of bang-bang pieces with 
singular pieces. The Maximum principle does not give any direct information 
about these concatenations and it is known that in some cases such a concate­
nation may involve chattering, see [8] for the first example of such optimal 
trajectories. 
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4. Singular trajectories 
In this section we focus on the singular trajectories for our model. It is a 

well known result, see for instance [1, 11], that for a fully actuated controlled 
mechanical systems all controls cannot be singular at the same time. In other 
words, we have: 

THEOREM 2 Along an extremal, all controls TJ , T3 and TC, cannot be singular 
at the same time. 

The next step is to study extremals such that 2 controls are singular at the same 
time. 

THEOREM 3 Along a TI,T^-singular extremal, the control TS is bang-bang 
with at most one switching. Along such extremal, we have that the singular 
controls are identically 0 as well as the angular velocity q while the linear 
velocity u is constant. Moreover, ifrs has one switching then we can deduce 
u = Q along the extremal. Furthermore, these extremals are not time optimal. 

Proof. Along a TI,T5-singular extremals we must have A„ = 0 and \q ~ 0. 
Theorem 2 implies that T3 cannot be singular. In [2] it is proved that there 
is at most one switching for the control T3 and that if there is one we must 
have u = q = {) and both singular components of the controls are identically 
zero. Assume now T3 is constant along the extremal. It follows from (16) and 
from A„ = 0 that qX^ = — Â ; cos9 + X^smO. Coupled with the fact that 
Xq — w(Xx cos9 — Xz sin0) + qwXw — XyjTi/m = 0 we obtain X^TI = 0. In 
particular, since A^ 7̂  0 we have that ri is constant and we can differentiate Xq 
up to order 6: 

A(6) :^ -Aq^(Xx sin6» + X^ cos6l)r3 - 3q(-~2Xx cos0 + 2A^ sm9 - qX^^)'^ 
^ ml 

Using the second derivative of Â  and of A„, we can reduce the previous ex­
pression to A5 = —59^-^u)-^- However, we must have A, = 0 . Us­
ing the fact that T3 is constant, we deduce that q'^r^ = 0. Since moreover 
q = T^/I, the two last equalities implies that along the extremal we have 
r5 = 0. Now, if we combine the first and the third derivative of A„ we get 
2q^Xw — ~{Xx sinO + Xz cos9)^ which leads to c/ = 0. The equations of 
motion imply then that u is constant along the extremal and we can deduce that 
Xw = 0. For the non optimality of such extremals, one only has to see that they 
correspond to a pure translational motion that, according to [3], are not optimal. 

REMARK 4 This theorem generalizes the results of [2] to the symmetric sit­
uation. Moreover, the theorem remains true if we exchange the role ofT\ and 
T3. 
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Since the non-optimality of the extremals studied in Theorem 3 as been estab­
lished, let us provide numerically a fastest trajectory. Along a pure translational 
motion, if we start from xo at the origin and follow the r i , T5-singular extremal 
for 2 seconds, we arrive at x / = (0,0.1,0,0,0.1,0). Applying an optimization 
method to find a time optimal trajectory steering xo to Xf gives a minimum 
time tj^'" « 1.7604 s which is clearly better than the one of the TJ, T5-singular 
extremal. Figure 2 shows the computed time-optimal trajectory. Figure 2 only 
shows a singularity of T5 at the middle of the trajectory which corresponds to the 
time when the vehicle is properly oriented to use efficiently both its translational 
thrusters. 

0.5 I 1.5 

U 

J J 
0.5 t 1.5 

l is) 

Figure 2. Faster trajectory than a r i , T5 -singular extremal 

REMARK 5 The optimization method consists in the discretization of the op­
timal control problem using a Heun integration scheme for the dynamic and 
discretizing both state and control. Then we write the obtained nonlinear opti­
mization problem in AMPL [6] and apply the large-scale nonlinear optimiza­
tion software IpOpt [12]. 

We now turn to the situation when T5 is bang-bang while the two other controls 
are singular. 

T H E O R E M 6 Along a Ti,T3-singular extremals, the control T5 is bang-bang 
with at most one switching. 

Proof This result is a direct consequence of the form of the differential equa­
tions for the adjoint vector. 
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It could be interesting to exhibit a time optimal trajectory tliat is r i , T3-singular 
since it is kind of counter intuitive not to use the full translational power Actu­
ally, if we numerically integrate the Hamiltonian system starting, for instance, 
from xo = (0,0,0,0,0,0), talce n ^ -T3 = 0.5 and Aa;(0) = A^(0) = 
A«(0) = A^(0) = 0 we will have a trajectory that is extremal. Additionally, 
we set Ae(0) = 0.5 and Ag(0) = 2 and integrate from to == 0 to T = 8 s to get 
one switching time for T5 at tg = 4 s. The switching is from 1 to —1 (because 
\q{t) = —Xg{0)t + Ag(0)). Now, if we use the obtained final configuration 
XT and apply an optimization method to solve the minimum time transfer from 
Xo to XT we find that the minimum transfer time is t f 8.0005 s which 
corresponds to T up to the unavoidable round-off errors. Figure 3 shows the 
two trajectories. 

control Posiiion/Orientation Velocity 

0.4 

-0.4 

-0.5 

-0.6 
0 2 

0 2 4 6 
t(s) !(s) t(s) 

Figure 3. Comparison between the TI , T3 -singular trajectory computed by integration of 
the Hamiltonian system (the dotted one) and the one obtained by application of the nonlinear 
optimization solver (the plain one). 

On Figure 3 one can see that the two trajectories share some similarities but 
that they are not the same. Indeed, the control strategy is not the same since 
we do not have TI and T3 constant along the time optimal trajectory computed 
numerically at the contrary of what was prescribed in our integration of the 
Hamiltonian system. However, we have a switching at the same time on both 
trajectories. 
Let us now turn to extremals that are singular for one control only. For simplicity 
we will assume the two other controls to be constant. 
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T H E O R E M 7 Assume TS,T^ to be bang along an extremal. Then, if the extremal 
is Ti'singular it is of infinite order. 

Proof To determine the order of a TI-singular extremal, we must find the order 
of the derivative at which TI arises for the first time. A simple computation 
show that: 

A„ = —Xx cos 6* + Aj sin 9 — Xyjq (20) 

\u — 2q{\xS\Tii6 + XzCosO) — Xyj—r (21) 

We can easily generalize and see that the only control that can appear in any 
derivatives of the function A„ is the control T5 and the result follows. 

REMARK 8 Theorem 7 still holds if we exchange the role ofri and T3. 

Things work differently for the control T5. 

T H E O R E M 9 Assume TI,TS to be bang along an extremal. Then, if the extremal 
is T^-singular, it is of intrinsic order 2. 

Proof. Let us define H — HQ + (̂ 5X5. Then, the first two derivatives of the 
switching function ip^ = Xg/I are given by: 

^ = {Ho,V5}, ^ ^ {Ho,{Ho,V5}} +M^5,{Ho,<P5}}- (22) 

Since, {(f^, {HQ, (fis}} = 0, we can keep differentiating and we have 

^ = . { i 7 o , { i ? o , { f f o , ¥ ' 5 } } } , (23) 

- ^ = {Ho, {Ho, {Ho, {Ho, ^5}}}} + r s i ^ s , {Ho, {Ho, {Ho, ^5}}}}- (24) 

Explicitely, we have 

X,^^^^^^I^±^^, AW = A4+r5B4 (25) 

where A4 = q{2XxCos9 — 2AzSin^ + qXyf}^ + q{2Xx?>va9 + 2XzCos9 — 

gA„)^andi?4 = — '̂"'̂ "̂'̂ a'""̂ ^ • Since along the extremal the controls ri and rs 

arebang, and such that at least one is nonsingular, we have that i?4 = —' '"'^1; "̂  
is strictly negative. It follows that the extremal is of order 2 and from (25), we 
have that the order is intrinsic (which means that the coefficient in front of T5 
is identically 0 and not only along the singular extremal). 
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REMARK 10 We saw that B^ < Q so the strict Kelley's necessary condition, 
[13], for a singular control to be optimal holds. 

Following the procedure described in [13] we put the Hamiltonian system (9-
10) under a semi-canonical form in the case of a T5-singular extremal, the other 
controls being assumed to be bang. Since this extremal is of intrinsic order 
two, the four first coordinates of the new system {5, S,) are 5 = (^i, <52, ^3, ^4) 
where 3i = Xq/1,82 = A , / / = {-XQ + A„w; - Xwu)/I, S3 = Xg/I = 

i~Xwn + A„T3)/(m/),(54 = A^V/ =̂  ((Aa;Cos6' - X^sinO + qXu,)n ~ 
(Aj^sin^ + A^cos^ — Xuq)Ti) / {ml). 
To completely define a new coordinate system we need to find S. such that the 
Jacobian D{5,S)/D{x^ A) is of full rank. We suggest 

(26) 

The corresponding D{5,£,)/D{x,X) is then of full rank and the canonical 
Hamiltonian system is 

5\ = ^2, 62 = ^3, ^3 = ^4 

h = g(2̂ 5 + 2̂ 6 + (?A™ - gCaVM) - (Csn + X^n)T^/{mP) 
Ci =44CosC3 + w'sin43,^ ^2 = wJcosCs--C4sinC8, 6 = 9 
^4 = -qw + r i / m , ^5 = -(7^6, ^6 = qii 

ii = Ui& - wS,<i, is = -^5 - A^Q 
(27) 

where 

( Xyj = (6T3 - mI63)/Ti 
) w = {^T+X^U-Ih)/^8 (28) 
{ q = {mI5i - ^ r s + ^UTI)/{X^n + ^ n ) 

Since we were able to reduce our system to a semi-canonical form and since 
from Remark 10 the Kelley's condition holds, it is now possible to apply the 
results from [13]. In there, the authors describe the behavior of all extremals 
in the vicinity of the singular manifold 5 defined by 5* = {(x, X)\5i — 0,i — 
1, • • •, 4}. In particular, we can conclude that for each point (xo, AQ) in S there 
exists a 2-dimensional integral manifold of the Hamiltonian system such that 
the behavior of the solutions inside this manifold is similar to the one of the 
chattering arcs in the Fuller problem (we have as well the existence of untwisted 
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chattering arcs). To be more specific, there is a one-parameter family of solu­
tions of system (27) reaching {xo, ^o) in a finite time such that the switching 
times for the control T5 are infinite and follow a geometric progression. It is 
important to notice that this result does not imply the optimality of such tra­
jectories neither it does imply that, assuming TI ,T3 constants, every junction 
between a T5-singular and a T5 bang-bang trajectory involves chattering in the 
control. Indeed, in order for such junction to have chattering the control must 
be discontinuous, see [5]. this realized for instance of at the junction the angular 
velocity vanishes; q = 0. On Figure 4, we produce an example of a smooth 
junction between a r5-singular and a T5 bang-bang solution. In [4], the reader 
can see an example of a chattering junction computed in the non symmetrical 
case. 

.... 
\ 

-

-

Figure 4. TS w.r.t. time when singular/hang junctions are continuous. 

Figure 4 corresponds to xo at the origin and Xf 
Ti and Ts are purely bang-bang. 

(2,1,0.5,0,0,0). Controls 

5. Conclusion 
In this paper, we produce an example of a system involving both, singular 

extremals of infinite order and singular extremals of intrinsic second order. The 
existence of chattering extremals has been proved based on a semi-canonical 
form for our Hamiltonian system along the singular extremals of order 2. In a 
forthcoming article we will study a more general model of underwater vehicle 
and will describe precisely the conditions under which a controlled mechanical 
system has singular extremals of order 2 and then is a potential candidate for 
chattering solutions. Another direction we intend to take is to use high order 
necessary condition to discuss the optimality of singular extremals of infinite 
order. 
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INTENSITY BY HOMOGENIZATION METHODS 
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Abstract In this paper, in the framework of a problem related to an elastic non homo­
geneous medium, we deal with a periodic coupled force {f{x)/e")F{x/s) 
with intensity of order l/e". The parameter e is connected with the period 
of the non homogeneity of the medium and with the periodicity of the cou­
pled force. The determination of the parameter a is the target of our study to 
obtain an effect in the microscopic equation. The homogenization technique 
is used in order to study the equation: — [d/dxj) [aijkh i^/e) Skh (u'^'")) = 
{f{x)/e°') Fi (x/e) + Gi (x^xje), where Gi {x,x/e) is the volume applied 
force. The limit, when £ —> 0,of u'^'°(a;),inthesenseof twoscaleconvergence, 
is («' ' '"(x),u' '"(j;, J/)) and the microscopic equation becomes: —{d/dyj) 
(ayth (y)e*ft. {u°'''{x))) - {d/dy^) {ekhy {u''"{x,y))) = fix)Fi [y) if 
a = 1, -{d/dyj) {atjkh [y) Skhx (C°'"(a;)) -I- ekhy {u^-°'{x,y))) = 0 if 
0 < Q < 1. When a > 1 the solutions are not uniformly bounded respect to e. 

keywords: Coupled forces, Homogenization, Elasticity. 

1. Introduction 
In this paper, in the framework of a problem related to an elastic non homo­

geneous medium (see [2] and [7]), we deal with a periodic coupled force 

with intensity of order 1/e" (see [10], [11] and [12]). The parameter e is related 
to the period of the non homogeneity of the medium and to the periodicity of 
the coupled force. For other questions related to the homogenization theory see 
[3], [5] and [6]. The determination of the parameter a is the target of our study 
to obtain an effect in the microscopic equation. Let f2 be a regular domain of R'̂  
and let aij^hiv) be the symmetric, coercive and y-periodic elasticity tensor: 

O'ijkh ^^ ^jikh ^^ (^khijy O'ijkh 6ij Gkh ^ C. C-ij Cij. (l) 

Please use the following format when citing this chapter: 

Codegone, M., 2006, in IFIP International Federation for Information Processing, 
Volume 202, Systems, Control, Modeling and Optimization, eds. Ceragioli, F., 
Dontchev, A., Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), pp. 115-125. 
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We denote by F{y) the couple force y-periodic and such that: 

- ^ / F{y)dy - 0 (2) 

and by f{x) a continuous scalar function representing the intensity of the cou­
pled force. We indicate by G{x,y) the external force F-periodic in the y 
variable. The problem is expressed by the equation: 

-ir, ("«"• (?) ̂ "-'""') ^ ^^' ( i )+°- (̂ ' ?) • "> 
in Q, with the boundary condition 

n"'" ian = 0. (4) 

We prove that, if 0 < a < 1 the solutions u^'°'{x) are uniformly bounded: 

ii^""(^)iiK(^)r-^-
Then taking as test function: 

X, 
v{x, y) = •u°(x) + ev^{x, —) 

£ 

with: 

and with 
v\x,y)G{L^in;HLjIl)f 

perl 

the two-convergence limit gives us the following answers: 
if a = 1 then 

/ / aijkh{y)\ekhx{'u°'^{x)) + ekhy{u^'^{x,y)) 

\e.khx{v'^{x))+ekhy{v^{x,y))^ AxAy+ 

- I I f{x)F{y)v\x,y)dxdy-- f I G{x,y)v''ix)dxdy = 0, 
Jn JY Ja Jy 

moreover if 0 < a < 1 then 

dijkhiy) [ekhx{u'^'°'{x)) + ekhy{u^'°'{x,y))\ 

[dkhxiv^ix)) + ekhy{v^ix,y))\ dxdy+ 

QJY 
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/ / G(x,y)i70(cc)dxdy = 0, 
JQ. JY 

An integration by parts of the preceding formulae gives the following two limit 
problems: if a = 1 then 

-W] i°''Jkhiy) [ekhx{u°''^(x)) + ekhyiu'^'^{x,y))]] - f{x)Fi{y) = 0 

~fYGi{x,y)dy^O, 

and 0 < a < 1 then 

- ^ J f"«i'=''(^) [ekhx{u°'°'{x)) + ekhy{u^'°'{x,y))]] = 0 
"£] [lY^^jkhiy) [ekhx{u°'"{x)) + ekhyiu^'^ix.y))] dy] + 

- lYGi{x,y)dy = 0. 

In order to discuss the influence of the coupled force at the microscopic level 
we remarque and discuss the difference of the two microscopic equations: if 
a = 1 

d 
la,: 9yj 

and if 0 < a < 1 

kh{y) ekhx {u°'^{x)) + ekhy (u^'^{x,y)^^ = f{x)Fi{y) (5) 

atjkh iy)ekhx (u°'°'{xfj + Ckhy (u^'"{x,y)^^ = 0. (6) 
a_ 

9yj 

We remark that the equation (6) is a standard microscopic equation, and there 
the external force f{x)Fi [y) does not appear. On the contrary the equation 
(5) has the external force f{x)Fi (y), then we can conclude that the optimum 
coupled force that works at microscopic level is of type {f{x)/£")F{x/s), 
with a = 1. In this case the macroscopic equation becomes: 

- ^ {a^rhekhx {u''Hx))) = ^v^^fix) + G, (x) (7) 

where $y is obtained starting from the microscopic problem and where af,̂ ^ 
are the classical homogenized coefficients and 

Gi{x) = v^\ G{x,y) dx. 
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2. Statement of the problem with e > 0 and a > 0 

In order to study the equation (3), we introduce the variational formulation in 
the Hilbert space [HQ ( O ) ) . In this setting the existence is proved of a unique 
solution for e and a fixed and a uniform bound is obtained, with respect to e 
if 0 < a < 1. In view of these targets we multiply the equation (3) by v^{x) 
with 

and we integrate by parts. We get the following weak formulation: 

find u^'^^ix) G (-ffo(n))^ 

such that 
aijkh{x/e)ekhx{u^'°')eijx{v°)dx = (8) 

We suppose that aijkh satisfy the hypothesis of ellipticity and symmetry: 

with m > 0. Moreover aijkhiv) is F-periodic of period Y and 

fix)F{y), Gix,y) e [L^ (f̂ ; C ° , , ( F ) ) ) ' (10) 

where Cpg^(y) is the space of continuous periodic functions of period Y. It is 
known (see [1]) that, if (10) holds, then it follows that: 

f{x)F{x/e), G{x,x/e) e ( ^^ (O) ) ' . 

By hypothesis (9), we get: 

mey(n^'")eij(u^'") < / aijkh{x/s)ekh{u'''")eij{u^'°')dx, 

then, by Kom inequahties (see, for instance, [4] and [8]) we get: 

On the other hand, we need to have an estimate of the right-hand side of the 
equation (8): 

< - K | | t i " | | , „ „ „ , , . . (12) 
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Taking G (x, x/e) G ( L ^ (fi; C° ) ) we get 
-'per 

The complete inequality (12) will be proved in the next section. 
The estimates (11) and (12), by Lax-Milgram lemma, give the existence of 

a unique solution, for fixed e and 0 < a < 1, of the weak formulation (8) and 
moreover give a uniform, with respect to e, estimate of following norm of w^'": 

W^"i-)\\ulin)f<K. (13) 

The estimate (13) permits us to apply the result of the two scale convergence 
method (see, for instance, [ 1], [4] and [9]) to obtain that there exist two functions 

u°'°(x) e (Hl{rt)f and wi'"(a;,y) G [L^{n,Hl^J-R) 

such that: 

u'''^{x)^u°^"{x) in {Hl{n)f weakly 

and 
eij{u'^^) - e,,-,(uO>"(x)) + ei,-,(wi'"(x,y)) 

where we wrote: 

1 (dvi . dvj \ , .^, 1 f dvi . dv^ 
Sijy ( 

We introduce the Hilbert space 

V = ( ^ o ' ( ^ ) ) ' X [L^Q^HIJ-R))' , (14) 

with the scalar product 

n° '" ,ni '") , (^°, ' t ; i^ 

[eijx{u°'") + eijy{u^'")j \eijx{v°) + eyy(w^)j dxdy. 

(15) 
Multiplying the equation (3) by 

v{x,x/s) = V (x) + ev {x,x/e) with v{x,x/s) E'V 
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the problem (8), in the context of the two scale convergence theory, can be 
written as follows 

aijkh{x/e)ekhx{u'''"{x)) \eij.j;{v°{x)) + eijy{v^{x,x/e))-

+ £e.ijx{v {x,x/e))\ dx 

^^''^F(-^-[v'^ + ev\x,x/e)\ d: 
n £ 

+ j Gix,-\-U^+£v^{x,x/£)\dx 

(16) 

3. Estimate of the term with the couple force 

The coupled force {f{x)/e°')F{x/e) at the right-hand side of the equation 
(3) has an intensity that increases as e goes to zero. Then is not evident that the 
term with the coupled force may be bounded: 

1 
f{x)F ' dx <Ci\\u' \Hl{n)f (17) 

with Ci independent of e. The hypothesis (2) that F(x/e) has zero mean value 
is essential. We prove the estimate (17), if 

0 < a < 1, 

in the following lemma: 

LEMMA 1 Let f{x) e C'^{n), 0 < a < 1, F{y) e (H^ (y) ) and ir" G 

[H^{fl)) with O bounded region ofRP and Y = [0,1]". Moreover let F{y) 
be periodic with period Y and suppose that the condition (2) of zero mean value 
holds. Then there exists a constant Ci such that the estimate (17) is fulfilled. 

Proof. We consider the vector yjt £ Z" and any translation i/k +Y of the 
fundamental period Y = [0,1]". We scale down the translated period with the 
parameter e and we say Y^ = e{yk + Y). There are a finite number A'̂  of the 
Y^ periods such that U ^ i Y^ 2 ^- There are many period YJf that are strictly 
included in O, for instance UjtlTî  ^k '^ ^ ' moreover there are a number T of 
periods Y^ such that {V^^^N-T+I f̂e } Pi d^ ¥" 0- We now extend to zero the 
function w'̂ '" in the periods Y§ n{R."\^}> with N -T +l<k <N. Now 
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we decompose the integral over fi in a sum of integral over the cells Y^: 

^//(^)^(f)-^^'"Wd^ 1 N 

k=\ 
(18) 

In any period Y^ we choose a point x^ where / (x) attains the maximum and 
adding and subtracting /(x^) we get: 

^ E / / ( x ) F ( ^ ) . S ^ . " ( x ) d x < 

< 
1 ^ 

— T k=l 

N 

f{xk)F -]-u''"{x)dx 

(19) 

£ " ••—' IV «ELi/W"/(^fc)n^ 7 •u''''{x)\ dx 

In the fc-cell Y^ we take the mean value of ^'^'"(a;): 

M iu''"{x)) 
Y, ki-'y, 

u'^'"{x) dx. (20) 

By the condition (2) of zero mean value and by the preceding formula (20), the 
first term at the right-hand side of inequality (19) becomes 

1 ^ 

fc = l 

fixk)F ~)-u''''(x)dx 

N 

k=l 

f{xk)F {-]• {u''''{x) - M (^^'"(x))) dx 

(21) 
Now we apply the Cauchy-Schwartz inequality in the right-hand side of (21) to 
obtain 

1 N 

-T 
fc=l 

fixk)F {-]• (n^'«(x) - M {u^'^ix))) dx < 

1 ^ 

fc=l 

F ( ^ 
L'{yi) 

|«^ '"(x)-X(tI^ '"(x)) | |^ . (^^.) 

(22) 
In the last factor at the right-hand side of relation (22) we apply a Kom inequality 
for functions with zero mean value; it is known that in the Korn inequalities (as 
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in the Poincare-Wirtinger inequality for the scalar case, see for instance [4] and 
[8]) the constant c(e) = c • e is related to the measure e of the region Y§ 

|u^'"(a;)-A^(u^'°(a;)) | 
L'{y^) < 

< C-£ 

The inequahties (21), (22) and (23) give us 

-, N . ^ s 

< C - £ | | w ^ > " ( x ) | | ^ l ( ^ e ) 

(23) 

< 

1 ^ 

fc=i 

Fl~ 

N 

L'iy^) 
c • e i\u l^^(n^) < 

< s'--C, {max | / (x) |} J2 
k=l 

F{^ 
N 

< s^-'^Ci {max |/(a;)|} 
xeil L'^iU) 

l'"'^'"lli/i(n) ^ 

(24) 
In view to obtain the estimate of the couple force, in the second term at the 
right-hand side of formula (19), we apply the Lipschtz inequality to the function 
f{x) € C^ in the cell Y§ 

\f{x)-f{xk)\<C^-e x€Y^ 

and then we have 
N 

^ E / \m~f{xk)\ 
^ " k=i''^k 

1 ^ r 

fc=l ^fc 

F 

\u''''{x)\ d x < 

|u'''"(x)i Ax. 

(25) 

Adding on the cell from 1 to TV and applying the Cauchy-Schwartz inequality, 
we have: 

1 ^ r U ^ I X 
\u'''^{x)\ d x < 
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< e 

<e 

l-a 

l-a 

Ce / 
Jn 

Ce 

- f X 
F ( - \ 

\sj 
- fx\ 

F{-] 
\£ / L-

< £ l - a Cfi 

[^^'"(x)! d x < 

l!tI^'"(x)|U2(n) < 

L2(n) 
(26) 

The relations (24) and (26) give a uniform estimate for any e S (0,1] if 0 < 
a < 1. If a > 1 the estimate is uniform only for 0 < A; < e < 1, and we can 
not obtain a convergent subsequence of u^'"(a;) as e goes to zero. The proof 
of the estimate of the couple force is then complete. 

4. Two-scale convergence limit 

A vector valued functions n'^'°(a;) in {I?(VC)) is said to two-scale converge 

to a limit ^^'"(a;, y) belonging to (L (̂!S7 x y ) ) if, for any function ip{x,y) in 

lim / u'^'°'(x)ip { X,-] dx 
ilJY 

u°'''{x,y)ip{x,y)dxdy. 

By estimate (13), the bounded sequence u^'°^{x) weakly converges in (HQ ( Q ) ) 
to a limit u^'°'(x). Then (see, for instance [1], [4] or [7]), if ti'^'"(x) two-scale 

convergestou°'"(a:),thereexistsafunctiontt-^'"(x, y)m (L'^{Q, Hpg^{Y)/'t 

such that, up to a subsequence, eijx{u'^''^{x)) two-scale converges: 

eijxiu'^'^ix)) -IJX (n°'"(x))+ey,(ni-"(a;,2/)) 

The weak formulation (16) of the problem (3), in the context of the two-scale 
convergence, gives the limit problem in the following variational form: 

find 

such that 

(U° ' " ,M ' n G {H^omf X ( L 2 ( 0 , ^ i ^ ^ ( r ) / R ) ) ' = V 

ilJY 

l,a / axjkhiy) \e-khx{u '"ix)) + ekhy{u '°'{x,y)) 

= Sal / f{x)F{y) •v^{x,y)dxdy 
JQ JY 

ekhx{v°{x)) + ekhy{v'^{x,y))\ dxdy = 

G{x,y) • 'u°(x)dxdy, 
inJy 

(27) 
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y{vo, v-[) G V and where 

1 if a = 1 
' ^ ° ^ ~ \ 0 if a 7^1. 

By the coercivity (9) of the bilinear form defined by the left-hand side of (27), 
we can apply the Lax-Milgram lemma and we have a well posed formulation 
of the limit two-scale problem. Integrating by parts the equation (27) in x and 
y and choosing v^{x) = 0 we get the microscopic equation 

-g-^ {a^Jkh{y) [ekh. {u°'''{x))+ekhy {u''"{x,y))]} = f{x)Fi{y) (28) 

By the linearity of the equation (28), we solve the following problem in the 
period Y 

-^^[a.My)e.Hy{^S^-•-iy))]=^^^^ in Y 
(29) 

w 
im, a (y) Y — periodic 

and, if a — 1, we solve the further equation: 

d 

dyj 
aijkh{y)ekhy{v"{y))]= Fi(y) in Y 

(30) 

v'^{y) Y — periodic 

The solution of problems (29) and (30) gives the solution of the microscopic 
equation (28) 

u''"{x,y) = e^h. (S°'"(a;)) w^'^'^'iy) + 5aif{x)v''{y) (31) 

We remark that, at the microscopic level, the couple force has, if a = 1, an 
important role. 

As in classical homogenization we define 

^kh" = / 0,ijlm{y) \5lk5rah + eimy (^ ' ' ' ' ' " ( j / ) ) ] dy (32) 

Moreover we define 

^ i " - / a^Jkk{y)ekhy{v")<iy (33) 
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At this point we write the limit homogenized equation 

dxj 

5ai<^tj^{fix)) + I^Gi{x,y) in Q ^̂ ^̂  
dxj 

u^^'^[x) = 0 on 50 

REMARK 2 We remark that ifa^khiv) = o^ijkh is constant in the period Y, 
then '^•^, in formula (33) is zero. In same way if the intensity f{x) of the couple 
force is constant, then i'j'J in formula (33) is zero. Moreover ifO < a < 1, then 
$j" in formula (33) is zero. Then the effect of the force [f{x)/e°')F{y) may 
work at the microscopic level, if the medium is non homogeneous and f{x) is 
non constant and if a — 1. 
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A NUMERICAL STUDY FOR GROWING SANDPILES 
ON FLAT TABLES WITH WALLS 
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Abstract We continue our study on the approximation of a system of partial differential 
equations recently proposed by Hadeler and Kuttler to model the dynamics of 
growing sandpiles on a flat bounded table. The novelty here is the introduction of 
(infinite) walls on the boundary of the domain and the corresponding modification 
of boundary conditions for the standing and for the rolling layers. An explicit 
finite difference scheme is introduced and new boundary conditions are analyzed. 
We show experiments in ID and 2D which characterize the steady-state solutions. 

keywords: granular matter, hyperbolic systems, finite differences schemes 

1. Introduction 

In this paper we continue our study on numerical methods for the simulation 
of growing sandpiles, started in [5] and [7] for the so-called open table problem 
(we refer to those papers for a list of recent references on the modelling of 
granular matter). The prototype situation is the following. A flat bounded table 
(a bounded open domain VL of E,^) is initially empty and the sand is poured 
on a subset of O according to the value of a nonnegative function / (x , t) (the 
source). The pile grows in height with a slope which is always lower than a 
characteristic value, which naturally depends on the the physical properties of 
the granular matter. 

Among the pde-models recently studied for the description of this phe­
nomenon (see for example [1, 3, 8]), we will focus our attention on the one 
proposed by Hadeler and Kuttler [8], based on two interacting variables: the 
standing layer u and the rolling layer v. The relations between u and v are 

*Paper written with financial support of the MIUR Project COFIN 2003 "Modellistica Numerica per il 
Calcolo Scientifico ed Applicazioni Avanzate". 
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eds. Ceragioli, F., Dontchev, A.,Furuta, H., Marti, K., Pandolfi, L., (Boston: 
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described by the system of nonlinear partial differential equations 

v^^V •{vVu)-{l-\Vu\)v + f, i n f i x (0 , r ) (1) 

ut -= (1 - |Vw|)^, in fi X (0, T) (2) 

u{-,t)^0 on9f i , u{-,0)=0 in fi. (3) 

It is important to note that existence and uniqueness results are difficult to 
prove even when the table is "open", i. e. when the sand can fall down from every 
point of the boundary dfi and we have the homogeneous boundary condition (3). 
However, in that situation, a partial characterization of the stationary solutions 
of that system has been recently given by Cannarsa and Cardialiaguet [2]. In 
[5] we proposed an approximation scheme for the above system analyzing its 
properties in the one dimensional case and showing that the scheme mimics 
several characteristics of the continuous model. More recently Finzi Vita [7] 
has compared this model with other approaches proposed by Aronsson, Evans 
and Wu [1] and by Prigozhin [10] and has developed several tests with the 
three approaches. It is interesting to note that although the three models have 
theoretically the same set of admissible equilibria the evolution in time of the 
piles is rather different. 

In this paper we want to study a model for a growing pile on a table Q, whose 
boundary dfl can be split into two parts: FQ which is the subset of the boundary 
where the sand can fall down the table and Fi which is the subset of the boundary 
where the sand is blocked by a wall. This corresponds to the assumption that 
the walls are sufficiently high to guarantee that the pile is not trespassing it (for 
simplicity let us assume that they have infinite height). In this situation we 
have to impose mixed boundary conditions on dfl = FQ U Fj . The boundary 
condition on FQ is trivial and corresponds to the usual homogeneous Dirichlet 
boundary condition on u in (3). The boundary condition on Fi deserves some 
analysis and this will be done later in this paper. Also for the model with walls 
it is interesting to study the steady-state solutions of the two-layer model and 
several questions arise: what is the equilibrium configuration (if any) for u and 
v7 is there any representation formula for them? what is the singular set for 
ul In this paper we will try to answer some of these questions, making use 
of the scheme introduced in [5] (modified with a suitable boundary conditions 
at the walls), also showing that such modified scheme produces reasonable 
results which seem to match the physical behavior of the growing piles. A 
partial analysis of the equilibrium configurations for the same problem (called 
the tray problem) as well as for the obstacle problem when the table is a surface 
z — g(x,y) can be found in [9]. However, the main emphasis there is on the 
equivalence of different types of solutions with the maximal volume solution. 
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2. The two-layers model for the open table 
Following the fundamental theories of de Gennes [3] on granular matter, 

Hadeler and Kuttler [8] introduced a system of two partial differential equations 
to govern the growth of a sandpile, seen as the superposition of two distinct 
layers, the standing and the rolling ones. In their model, an eikonal type equation 
for the standing layer u forming heaps and slopes is coupled to an advection 
type equation for the small rolling layer v running down the slope. This leads to 
system (l)-(2), which has to be complemented with the initial and the Dirichlet 
boundary conditions (3). 

Note that for this model positive rolling layers are allowed during the evo­
lution even before the corresponding standing layer becomes critical. The 
equilibria (u, v) of (l)-(3)for a constant in time source / solve the system 

- V • {vVu) = f , (1 - \Vu\)v = 0 in Q , u\dn == 0 . (4) 

Solutions of (4) have been recently characterized by Cannarsa and Carda-
liaguet [2] for the 2-dimensional problem by means of viscosity solution tech­
niques. In their result the boundary 5 0 is assumed to be sufficiently regular. In 
order to state their main result let us introduce some notations and definitions. 
Let d(x) = inf{|a; ~ z\ : z e dfl} be the distance function from the boundary 
of 0 , let TZ be the set of discontinuity of Vd (usually called the ridge) and for 
every x e O \ 7?. let fc(x) denote the curvature of dO, at the projection of x onto 
it (note that the projection is unique for every x not belonging to 7?.). Finally, let 
T{X) — min{t > 0 : x -|- tVd{x) £ ??.} indicate the so-called normal distance 
t o ^ . 

T H E O R E M 1 Let Vl c B? be a bounded domain with C^ boundary and / > 0 
a continuous function in fl. Then, there exists a solution of system (4) given by 
the pair {u, v), where u = d inCl, v = 0 inTZ and 

v{x)= f^^^ f{x + tVd{x))^-^^^^l±^j^dt, Vxen\n. (5) 
Jo 1 — d[x)k[x) 

Such a solution is unique in the sense that if{u', v') is another solution, then 
v' = V in ft andu' = din {x & fl : v > 0}. 

By the above result there exists a unique equilibrium solution v for any given 
source / , and an integral representation formula is given for it outside TZ (where 
V = 0). On the contrary, for u there is no uniqueness, although every solution 
must coincide with d in the set where v > 0. Then, if we denote by Df the set 
of positivity of / in O, two distinct cases can occur: 
(a) TZ C Df) the unique possible asymptotic equilibrium for u is essentially 
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given by the distance function d. 
(b) TZ is not contained in Dj: tlie model has an equilibrium configuration u 
which also depends on the source intensity (as clearly shown by the numerical 
experiments discussed in [5]) and for which a rigorous mathematical character­
ization is not known. In this situation, that equilibrium configuration is larger 
then the one predicted by the model by Prygozhin [10], whereas in the first 
situation they coincide. 

In [5] we have proposed a finite difference approximation for the system 
(l)-(3) in the one dimensional case, which for ft = (0,1) corresponds to 

Vt = {vUx)x - (1 - \Ux\)v + f = VUxx + VxUx - (1 - \Ux\)v + / (6) 

•"t = (1 " \ux\)v (7) 

u(0,i) = u( l , i ) = 0 , u ( x , 0 ) = 0 xen. (8) 

Now let us consider the space grid Xi = {i — l)h, iov i — 1, --jN and h = 
Ax = 1/{N — 1). We denote by D'^Ui and -D~MJ respectively the right and 
the left discrete derivative for uatXi. 

Then we discretize the derivative of w at a node Xi by the difference with 
maximal absolute value, namely Dui = maxmod(D"«i, D+Ui), whereas the 
corresponding derivative of v is approximated by the upwind (with respect to 
Dui) finite difference, i.e. 

_ ( D+Vi if Dui>0 , D+Ui > 0 
Dvi = < D^Vi if Dui < 0 , D~'Ui < 0 

[ 0 otherwise. 

We discretize time by a fixed step At and use the standard notation, where zf 
denotes the approximate value of a function z{x, t) for t — tn = nAt and 
x — Xi. Using backward Euler for the time derivatives, we obtain our fully 
explicit scheme for the solution of (6)-(8) 

w|̂ +i = v^ + At [vfD^u2 + Dv^Duf - (1 - \Duf\)vf + /,] (9) 

u^+i = < + At{l - \Duf\)v^ (10) 

^0 = ^0 = 0 Vi, M?̂  = M^r=.0 Vn, (11) 

where D^u" denotes the classical 3-point discretization of the second derivative 
Uxx at Xi. In [5], where several experiments have been reported, it has been 
proved that the discrete model mimics some properties of the continuous model 
if the Courant number A = At/Ax is sufficientiy small. Namely, the approx­
imation li" is always nonnegative and monotonically increasing in time, the 
approximation u" stays nonnegative and the bound |D«"| < 1 is always satis­
fied. Moreover, using standard arguments one can show that the above scheme 
is consistent with the continuous system and that the local error is 0{Ax, At). 
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3. The two-layers model with walls 
As we said in the introduction, the main difference with respect to the original 

model of the open table in [8] is the introduction of the wall on a subset of the 
boundary. Let us consider the one dimensional case and take f2 = (0,1), open 
at the left-hand side and with an infinite wall at a; = 1, i.e. FQ = {0} and 
Fj = {1}. In order to derive the correct boundary condition on Fi, we remark 
that at the equilibrium configuration we must have 

0 = 37 / (^ + ^)da; = I {ut+ vt)dx = (12) 
at Jo Jo 

- / {vu^)^dx+ I / d a ; = t J ( l K ( l ) - ^ ( 0 ) w ^ ( 0 ) + / / d x , (13) 
Jo Jo Jo 

where we have used (6) and (7) to obtain (13). Note that the last two terms in 
(13) have a precise physical meaning: the second is the sand falling down from 
the table at x = 0, the third the sand falling on the table from the source in the 
unit time. If the system is in equilibrium, the incoming sand has to balance the 
sand leaving the table. Then, the necessary boundary condition to be satisfied 
at X — 1 will be the complementarity equation 

v{l)U:c{l) = 0 . (14) 

Then, reasoning as in [8], it is easy to determine explicit formulas for the 
equilibria of such modified problem. If we denote by D / = [xi,X2] the support 
of the source term, we can distinguish between two cases: 
(a) X2 = 1 (Df touches the wall): the unique possible asymptotic equilibrium 
for u is essentially given by the distance function from FQ, and we have 

u(x) = X , v{x) = / f{z)dz , Vx e f i 

(b) X2 < 1 (no sand flows along the wall): then the equilibria are uniquely 
determined in [0, X2], and we have 

u{x) — X , v{x) = / f{z)dz , Vx G [0, X2] , 
Jx 

whereas in (x2,1] we can only say that v = 0. The system is not able to 
characterize u where v = 0. 

We see that condition (14) is satisfied in both cases simply because v{l) = 0, 
but such reduced condition would not be the right one for the dynamic model, 
since it would block the growth of u at the wall (see (7)). We have then 
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considered (14) as the boundary condition on Ti for the evolutive two-layers 
system, even if this is not the only possible choice. 

From the numerical point of view, we had to modify the scheme (9)-(l 1) at 
xpf in order to implement the wall boundary condition (14). We tried various 
ways to implement that condition, some of them unsatisfactory: 

• IfDu'pf > 0 then DJ^ = 0. When a;2 = 1 the scheme finds the correct 
equilibria, but the growth process is not uniform near the wall. When 
a;2 < 1, the stationary u is linear in (0:2,1). 

• If DuJi > 0 then v"^ = 0, else u^ = W/v_i- The dynamics is now 
correct, except for the values at the wall in the case a;2 = 1. 

• IfDvJ}^ > 0 then v'% = 0, else u^ = (4it^_i - u^_2) /3 . The second 
order difference now produces correct values on the wall in both cases. 
The stationary u is nonlinear in (x2,1). 

We have then used in the tests of Section 4.1 the scheme (9)-(l 1) replacing 
the homogeneous Dirichlet boundary condition u^ = 0 by 

if Du^f > 0 then v^ = 0, else n ^ = (4w^^a - u^^^)/^ > Vn , (15) 

for different choices of the source support Df — [xi, 3:2]. 
Let us now examine the 2-dimensional model. With similar arguments the 

right boundary condition at Fi for the equilibria can be derived using Green's 
theorem, obtaining 

/ v—-da = 0. (16) 
Jri on 

Again we have chosen for the dynamic model the point-wise condition u | ^ = 
0 on Fi . However, in two dimensions this problem is much more complex 
than the open table problem. The extremal points of Fj are usually singular 
(discontinuity) points for the rolling layer, since at those points infinite transport 
rays meet. Moreover, the ridge set TZ, i.e. the singular set of the distance 
function from FQ, can change very much from case to case. In general, it is the 
union of several arcs which can reach the boundary at the open vertices or at 
some (regular) points of the wall-boundary Fi. 

The two-dimensional extension of the scheme (9)-(ll) for the open table is 
straightforward and its main features are preserved. We introduce in the domain 
r2 (for simplicity the square (0,1) x (0,1)) an A/" x TV uniform grid of nodes Xij, 
and, as usual, we denote by (•u"j, i;"^) the components of the discrete solutions 
on node x^j at time t — tn- Then, the scheme can be written as 

< r = < , j + ^ t HP^<3+^<j- • D<j 
- ( l - ^ | D < , | ) < , + / J (17) 
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< , = t ; 0 , - 0 Vi,j (19) 

it^j = 0 on aJ7 Vn , (20) 

where now D'^Uij is the standard five-points discretization of the Laplace oper­
ator, and the discrete gradient vectors Duij and Dvij are defined, component 
by component, as in the one-dimensional case. 

The application of such scheme to the wall problem requires a modification 
of boundary conditions. In analogy with the one-dimensional case discussed 
in the previous section, the boundary condition (16) on Tj is implemented in 
the scheme by replacing condition (20) with the following ones 

V(i, j) such that Xij e Ti : if Du^j • Vij > 0 then v^j = 0, (21) 

else ul^ = wf(,,,)_.^^) and v-^ = «r(,,,)-.„.)' ^^2) 

\/{i,j) such that Xij e To • ufj = 0, (23) 

V vertex Xij G To : vf-j = 0 , (24) 

where Pij denotes the outward normal unit vector at Xij. We have found that 
Neumann boundary conditions both on u and v (see (22)) yield better results in 
the tests. The technical condition (24) on the open vertices is necessary to avoid 
locking at those points. When singular points are present on Fi, numerical 
tests show that instability rapidly occurs in time at nodes close to them. In 
order to prevent this phenomenon we found that it is enough to impose at every 
time iteration the explicit gradient constraint which is known to hold at the 
equilibrium: 

\Dulj\ = min{\Dulj\, 1) , V(i, j ) ,Vn . (25) 

4. Numerical tests 

4.1 1-dimensional tests 
For a constant source term / over Df = (xi,X2) C fl, we describe the 

results of some experiments. 
For X2 = 1 (case (a) of Section 3), we know that there is only a possible 

equilibrium, u(x) = x in 17. In Figure 1 (top) we see two examples of that 
situation, where the scheme is able to detect the correct dynamics for u and v 
(circles indicate the profile of the rolling layer). Different values of xi can only 
influence the final shape of the rolling layer, according to the explicit formula 
(5). We remark that the first order difference in u becomes strictly positive near 
the wall, so that the boundary condition (15) of the scheme reduces definitively 
to v"^ = 0. 
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Figure 1. (ID) Growing standing layers on a table closed at the right-hand side, for different source 
supports Df. a) [0,1]; b) [0.3,1]; c) [0,0.5]; d) [0,0.25]. 

For 2:2 < 1 (case (b) of Section 3), we know that the equilibrium solution 
u in [x2,1] is not uniquely determined, so that it can be strongly influenced by 
the boundary condition at the wall. Our condition (15) in that case becomes 
equivalent to a zero normal derivative for u, as shown in the two examples of 
Figure 1 (bottom). We can see that the rolling layer is correctly equal to zero 
in that region. The final value of UN is directly proportional to the intensity of 
the source and to X2-

4.2 2-dimensional tests 
We have implemented the two-dimensional scheme (17)-(19),(21)-(24),(25) 

in the case of a constant source term / with Df — O, being fi the unit square. 
In the first example Fi coincides with one side of the square f2 (see Figure 2). 
In this case there are no singular points on the boundary, and the stationary 
roUing layer can be proved to be continuous. The scheme produces the correct 
dynamics and equilibria, even without the gradient condition (25). 
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Figure 2. (2D) / = 0.5, Df=Q.,N = Al:Vi={0<x<l,y = 0}. 

In the other three examples (Figures 3, 4 and 5) it is possible to see the 
effect of the boundary singular points. The time iterates u^ converges towards 
the correct distance function from FQ (left), whereas the rolling layer w" very 
quickly grows around the singular points in the normal direction to the boundary 
(the black areas in the pictures, where v is shown from above). An equilibrium 
configuration is always reached, and the zero level set of the final rolling layer 
is able to detect efficiently the ridge set (in white). 
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Figure 3. (2D) / s 0.5, £»/ = fi, AT = 41 ; Ti = {0 < a; < 0.5, y = 0]. 
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Figure 4. (2D) / = 0.5, Df = Q, N = il: Vi = {0 < x < 0.5, y = 0} U {a; = 0, 0 < 
y < 0.25} U{0 <x <1, y = 1}. 
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5. Conclusions and perspectives 
We end this paper drawing some partial conclusions on the approximation 

of the two-layers model that is proposed here. The numerical results show 
that the scheme is reasonably accurate for the approximation of the stationary 
standing layer as well as for the approximation of the evolution oiu and v. The 
simulation seems to be close to the physical behavior of u and v for all times 
t G [0, T]. Another interesting feature of the scheme is the fact that it is rather 
flexible to handle easily the open and the wall problem. The scheme gives also 
an accurate reconstruction of the ridge without spurious oscillations and this is 
due to the up-wind discretization of the nonlinear terms of the system. 
In the future, we intend to pursue our study completing the analysis of stability 
in order to obtain a general convergence theorem and attack other problems 
related to the modelling of granular matter, e.g. the silos and the obstacle 
problem. Finally, an interesting open problem is to prove an analogue of the 
representation formula (5) for the wall problem. 
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Abstract We study the problem of urban areas detection from satellite images. In particular, 
we consider two types of satellite images: SAR (Synthetic Aperture Radar) 
images and optical images. We describe a simple algorithm for the detection of 
urban areas. We show that the performance of the detection algorithm can be 
improved using a fusion procedure of the SAR and optical images considered. 
The fusion algorithm presented in this paper is based on a simple use of ideas 
taken from calculus of variations and it makes possible to do together the filtering 
and the data fusion steps. Some numerical examples obtained processing real data 
are reported at the end of the paper. In the website h t t p : / /web . unicam. i t / 
mat i n f / f a tone/wl several animations relative to these numerical examples can 
be seen. 

keywords: Data fusion, Optimization algorithms. Urban areas detection 

1. Introduction 
The exploration of the Earth surface is an important use of remotely sensed 

data obtained from instruments on board of artificial satellites. These data can 
be used for many different purposes. In this paper we restrict our attention 
to the study of urban areas using SAR images and satellite optical images. 
Taking advantage of the physical properties of the electromagnetic waves with 
frequency in the range of SAR sensors and of optical sensors we adopt a well 
known urban areas detection algorithm based on the fact that urban areas can 
be recognized as the parts of the images containing the more brilliant pixels. 
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the Esrin contract No. 13796/99/I-DC "Study of optical/SAR complementarity and data fusion techniques" 
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We can use the urban areas detection algorithm on SAR images and on optical 
images separately or, when the two images refer to the same scene, we can use 
jointly these two kinds of images in a fusion procedure to obtain new synthetic 
images, that is the fused images. The detection algorithm applied to the fused 
images should have a better performance than the one obtained on the original 
images considered separately. We show that this is really the case on some 
examples using real data. Moreover in this paper we propose a fusion procedure 
to combine the SAR images and the satellite optical images. Note that in order 
to perform meaningfully the fusion procedure the SAR and optical images to 
be fused must be not only relative to the same scene but also co-registered. 
Many different authors have considered the fusion problem of SAR and optical 
images and the problem of urban areas detection, see, for example, [11], [6], 
[4], [7]. Image fusion is a special case of data fusion. For a general survey 
of this field see [1] and the references quoted there. The use of data fusion 
techniques is common practice in many fields different from remote sensing, 
such as inverse scattering, [5], and medical imaging, [8]. 
The mathematical formulation of the fusion procedure proposed here is based on 
a constrained optimization problem. This problem improves the mathematical 
formulation of the SAR/optical fusion procedure previously considered by the 
authors, see [4] and the web site h t t p : / /web. unicam. i t / m a t i n f / f a tone / 
e s r i n . asp, where two different steps were performed: 1) segmentation and 
denoising of the images; 2) fusion of the images obtained from step 1). The 
fusion procedure considered in this paper performs these two steps together, 
through the formulation of a new optimization problem. This is obtained using a 
new objective function and adding some suitable constraints. The change made 
in the objective function is based on some simple ideas taken from calculus 
of variations. Mathematical models that simulate the functioning of the SAR 
and optical processors and describe the measuring processes are used in the 
constraints added to the optimization problem. These two facts correspond 
to a significant improvement of the work presented in [6], and [4]. The 
simple mathematical models of the SAR and optical sensors used to process 
the images considered are based on some classical results on remote sensing 
theory, see for example [9], [3], [10], and are given by integral relations 
between the measured data and the unknown measured quantities. We note that 
more sophisticated models of the SAR and the optical sensors can be integrated 
in the fusion procedure proposed. Moreover many different ad hoc detection 
algorithms can be used to characterize urban areas in the fused images. 
In section 2 the mathematical models used to interpret the SAR and optical 
images are described. In section 3 we recall the urban areas detection algorithm 
presented in [4] and we present the improved version of the fusion procedure 
proposed here. In section 4 some implementation details of the algorithms 
presented in sections 2, 3 and some numerical experiments are reported. In 
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the website h t t p : / /web .un icam. i t /ma t in f / fa tone /wl some animations 
relative to these numerical experiments can be seen. 

2. The mathematical models used to interpret SAR and 
optical images 

In this section we introduce two simple mathematical models to interpret 
satellite images with the purpose of showing how to integrate these models in 
the fusion procedure presented in Section 3. 
Let us begin with the model for SAR images used here. We refer to the papers 
[9], [3] for a more detailed discussion. We denote with R the real line, and with 
R^ the two dimensional real Euclidean space. Let Ai{^), ^ = (^i, ^2)* G R^ 
be the amplitude of the electromagnetic signal at the SAR~frequency emitted 
from ^ G R^; the superscript t means transposed. Note that in this model 
Ai{^), £, = (^1, ̂ 2)* e R^ is a random variable. We have that in the position 
a; e R^ the intensity SAR image U\ (x) is given by: 

t/i(x) = (H5(Af))(^) - / Ihsi^ - x)f (AliO) d^, (1) 

where (•) denotes the expected value of • and: 

\hsid' >2 , C e R", (2) 

where î  > 0 is a normalization constant that makes the integral of I/15I over 
R^ equal to one, and Ri, R2 > 0 are the resolutions of the SAR image along 
the two cartesian coordinates. 
Let us consider now the model for optical images, see [10] for a more detailed 
discussion. We denote with A2 ( 0 the amplitude of the electromagnetic signal 
at the optical frequency emitted from ^ G R^. This quantity is modeled as a 
random variable. Arguing as above we have that in the position x e R^ the 
optical image U2{x) is given by: 

U2ix) = iHo{Al)){x) = / \hoii - x)f {Al{0)dt (3) 

Let F be the Fourier transform operator, a; G R^ be the conjugate variable in 
the Fourier transform of ^ G R^. Note that F{\hof) can be written as: 

F{\ho\^){ui) = T{ui)B{ui), w G R 2 , (4) 

where T represents the functioning of the instrument and B represents the 
perturbation due to the presence of the atmosphere; this perturbation is not neg­
ligible when modeling optical measurements. In [10] the following expressions 
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of T(a;) and B{ui) are proposed: 

Tiui) = - / Qo(A(e + a;))Qo(AO d^, B{w) = e V -"o 7 (5) 
A JR2 - - -

(w is in R^). A is thie wavelength of the electromagnetic signal considered, 
ro > 0 is a parameter that controls the perturbation induced by the atmosphere 
on the image, Qo is the characteristic function of the disk with center the origin 
and with radius equal to the radius of the instrument lens, and A is the area of the 
instrument lens. We note that the usual representation in pixels of the measured 
images that we denote with ui, U2 can be regarded as a piecewise constant 
approximation of the functions Ui, U2 given by (1), (3). The value assumed by 
•Ml, W2 on a pixel can be understood as an "average" of U\, U2 respectively in the 
area corresponding to the pixel considered. These approximations are denoted 
with til, U2 respectively. Moreover the support of the densities (Af), (Ag) of 
the convolution equations (1), (3) is restricted to the support R of the region 
covered by the measured images. In the sequel these restricted densities are 
denoted with x i , X2 respectively. Note that this restriction operation is justified 
since the convolution kernels appearing in equations (1), (3) have significant 
decay properties. 

3. The fusion procedure 

Let us describe the urban areas detection algorithm used here, see [4] for 
more details. Let u be an image representing either a SAR image or an optical 
image or a synthetic image obtained from the fusion algorithm described in 
the sequel. The image u by virtue of the usual pixel structure can be regarded 
as a piecewise constant real function defined on a rectangular region R of the 
two-dimensional Euclidean space R^. We use the same notation u to denote the 
image and the associated function, that is t t : i? ^ R. We note that the values of 
this function are the usual gray levels of the image. Let ji and a"^ be respectively 
the mean and the variance of u. The urban areas detection algorithm used here 
consists of the following steps. Given a suitable positive integer n, the image 
u is partitioned in non intersecting subimages having dimensions n x n pixels. 
Eventually we adjust the dimensions of the subimages lying on the right end 
side and on the upper end side of u to fit with the dimensions of u. Let L be 
the number of the subimages considered. For / = 1, 2 , . . . , L let /̂ / be the 
mean value associated to the gray levels of the ^th subimage. Since urban 
areas produce very brilliant texture (above all in SAR images) we assume that 
subimages containing urban areas are characterized by the fact of having a high 
value of the parameter: 

Di = (/x; - 11)/a. (6) 
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Given a threshold T > 0, for Z = 1, 2 , . . . , L the l-i\\ subimage is recognized 
as containing an urban area when: 

A > T. (7) 

Let us describe the fusion procedures of SAR and optical images. In [4] 
(see also h t t p : / / w e b . u n i c a m . i t / m a t i n f / f a t o n e / e s r i n . a s p ) we have 
proposed the following fusion procedure made of two steps: 1) denoising of 
SAR and optical images; 2) fusion of the denoised images produced in 1). 
Let wi, •U2 be two images defined in the rectangular region R representing the 
SAR and the optical image to be fused respectively. We assume that the images 
ui,U2 refer to the same scene, are coregistered, and that they have the same pixel 
structure. Step 1) consists in the solution of an initial boundary value problem, 
that is, for i = 1,2, given the positive real numbers a ,̂ Ti, we compute the 
solution Vi[x, t),xeR,te [0, Ti], of the following problem: 

(8) 

where div(-) and V(-) are the divergence and the gradient of • with respect 
to X respectively, || • || is the Euclidean norm of •, i? is an open set, that we 
have assumed to be a rectangle, dR is the boundary of the domain R, n{x) is 
the exterior unit normal vector to dR in x e OR, ^ is the usual directional 

derivative of • with respect to the direction n, and finally ga^ {rf) = 3 .2 , 

ry e R, is the diffusion coefficient of problem (8). For i — 1,2 and 0 < i < T̂  
we denote with Wj(i) the function Vi{x, i), x G R. For later convenience we 
define Vi — vi{Ti), V2 = ^2(^2). For i = 1,2, Vi is the denoised version 
of Ui. Step 2) consists in the solution of an optimization problem. Let us 
consider a "structure" operator 5ri,r2(^). rj e H, that is an approximation of 
theHeavisidefunctionii'(77 —T),77 e R, whereO < TJ < r < r2. For example 
^n,T2{v) = H (rj — T) for 1] G R \ ( T I , T 2 ) and S'ri,r2('?) is a twice continuously 
differentiable function for 77 e R strictly increasing for 77 e [TI , r2]. Given the 
denoised images Vi, V2 and a suitable norm 111 • 111, the "fused" images V{, V2 
are obtained as the minimizer of the following problem: 

I f =div(5a,(||V^,||)Vz;,), 
Vi(t = 0) = Ui, 

dn ~ '^' 

{x,t)eRx{0,T,), 
XGR, 

{x, t) edRx (0, T, 

min{|! |5., , .2(l |Vt«i| |)-S,, , ,2(l |Vw;2| |) | | | '+Ai| |K-Fi| | |2 
Wi,W2 

+A2| |k2-V2 | | | ^ , (9) 

where Ai, A2 are suitable positive penalization parameters and wi, W2 are 
functions defined on R. We note that problem (9) is a fusion procedure, in 
fact problem (9) tries to change the variables wi, W2 in order to obtain struc­
tures 5'ri,T2(||Vwi||), S'ri,T2(l|Vti;2||) that are closer than <S'TI,T2(||V14||) and 
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Sri ,T2 (11 V^211), i-c. the initial structures, while the penalization terms force wi 
and W2 to remain close to the denoised data Vi and V2 respectively. 
Now we examine a new fusion procedure that unifies these two steps. Note that 
the denoising procedure (8) is well-suited for this purpose. More precisely we 
consider the following optimization problem: given e > 0, Ai > 0, A2 > 0, 
the measured images ui, U2 and a suitable norm 111 • j11, the fused densities x^, 
X2 are obtained as the minimizer of the following problem: 

min ( | | |S ,„ , , ( | |Vxi | | ) (i|VX2||)||P + J(Xl,X2)}, 
xi,X2>o ^ ^ (10) 
subject to: All |Hsxi - "UiH + A2IIH0X2 - •U2II < e, 

where Us, H o are the integral operators defined in formulae (1), (3) respec­
tively, x i . X2 are functions defined on R, the nonegativity constraints for xi and 
X2 niust be understood as pointwise inequalities and are dictated by elementary 
physics, and 

J(xr,X2) = ^ i / , l n ( l + ^ ^ ^ ) .i^ + / 2 X l n ( l + & p £ ) d,, 

(11) 
where /i, I2 are suitable positive parameters and aj , 02 are the parameters 
appearing in problem (8). From the solution x j , X2 of problem (10) the "fused" 
images Ul, C/l are computed as follows: 

U^{x) = iHsx*i){3L), x&R, U*2{x) = (Hox;)(^) , xe R. (12) 

Minimizing the objective function of problem (10) means to make small the 
quantity |||<S'TI,T2(I|VXI||) - 'S'TI,T2(||VX2||)|||> this corresponds to fuse the 
densities, x i . X2, and to make small J(xi.X2). this corresponds to denoise 
the images following a procedure similar to the one defined in (8). In fact the 
trajectory (vi(x, t), V2{x_, t)), xeR defined for ^ > 0 by (8) when we choose 
u\,U2, respectively as initial data is the steepest descent trajectory passing 
through {ui,U2) associated to the minimization of the functional J(xi,X2)-
More in detail let w : i? —* R be a sufficiently regular function and let / : R -^ 
R be a smooth function on R. Let J{v) = / ^ / ( | | Vf (^)||) dx be a functional 
depending on the function v. Let ^ — {cp : R —^ H: (?!)isa sufficiently 
regular function}. From calculus of variations we know that the minimizers 
V* of J must satisfy the first order necessary condition j^(v*) = 0, where 
^ means functional derivative of •, i.e. J^ f {\\Vv* {x)\\)^J^$J^^f dx=0, 
V()f> s $ , where / ' denotes the derivative of / . Using the divergence theorem 
and assuming that f'iri)/r] ^̂  0,77 e R we have: 

- d i v f / ( | | V t ; * ( x ) | | ) , , 3 ^ ] | - M =0,xeR, 1 ^ ^0,xe dR. (13) 
\ \\yv {x)\\/ onyx) 
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Note that v* = constant satisfies (13) and comparing the boundary value 
problem (13) with problem (8) we can see that when f'{r])/r] = gaiiv): V S 
R, i = 1,2, problem (8) defines the steepest descent trajectory associated to 
the functional J going through the point Wj, i = 1,2. We note that in this 
case the minimizer v* of J , obtained as steady state solution of problem (8), 
is V* = Jj^iiiixjdx, i = 1,2. From f'{rf)/r] = gaii'r])^ ?? e R, we have: 
fiv) = fiiv) = af/2 In (l + r^^/af) + a, rj GK, i = 1, 2, where a, i - 1,2 
are arbitrary constants that we choose equal zero. 
We note that problem (10), (11), (1), (3) differs from problem (8), (9) mainly 
for two reasons: the use of the constraint corresponding to the mathematical 
models of the SAR and optical processors that replaces the penalization terms 
appearing in (9) and the new term J in the objective function. Due to these 
differences problem (10), (11), (1), (3) can be seen as a refinement of problem 
(8), (9). In fact the use of the mathematical models (1), (3) that represent 
the measurement processes of the SAR and optical images malces problem 
(10), (11), (1), (3) more realistic than the problem considered previously. The 
parameters /i , Z2 of problem (10) are tied to the parameters Ti, T2 of problem 
(8) in the following sense: large values of h, h correspond to large values of 
Ti, T2, small values of Zi, I2 correspond to small values of Ti, T2. When the 
parameters h, h take appropriate values minimizing the objective function of 
problem (10) corresponds both to solve problem (8) (due to the presence of 
the term J ) and to make the fusion of the structures of xi and X2 (due to the 
presence of the term |||5'ri,r2(||Vxi||) — 5'ri,r2(l|Vx2||)|||^)- In fact this last 
term appears also in problem (9). That is solving problem (10) corresponds to 
performing step 1) (denoising) and 2) (fusion) of the fusion procedure used in 
[6] and in [4] together. 

4. The numerical experience 
We show some numerical results obtained using the fusion procedure and 

the urban areas detection algorithm proposed previously. These results are 
obtained processing real satellites data. In particular we consider two pairs of 
SAR/optical images, made of ERS SAR-average amplitude (range looks=azi-
muth looks=l) images and optical (one of the four SPOT-4 channels) images. 
These images have been provided to us by ESA-ESRIN, Frascati-Italy, with 
the authorization of SPOT Image. Each image is mono-channel, orthorectified 
using a Digital Elevation Model (DEM) of the observed scene. Moreover the 
SAR and optical images are coregistered. The first pair of images corresponds 
to a peri-urban area in the south of Paris, see Fig. 1 (a), (c). These images have 
170x 180 pixels and each pixel is 20m x 20m. The second pair corresponds to 
an area in the north of Paris that contains a part of the Roissy Charles de Gaulle 
airport, see Fig. 2 (a), (c). These images have 180 x 180 pixels and each pixel is 
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20m X 20m. The 20m x 20m resolution of the images has been obtained pre­
processing the original ERS and SPOT images. This pre-processing consists 
in resampling the images to have the same pixel of 20m x 20m in both and 
coregistering the SAR and the optical images taking care of the DEM of the 
scene represented in the images. This pre-processing has been carried out by 
SPOT Image. We note that in these figures the white color represents high 
values of the pixel variable, i.e. gray level = 255, and the black color represents 
low values of the pixel variable, i.e. gray level = 0. 

Figure 1. A peri-urban area south of Paris: (a) SAR image, (b) density corresponding to the 
SAR image obtained from the fusion procedure, (c) optical image, (d) density corresponding to 
the optical image obtained from the fusion procedure. 

Problem (10) has been discretized using the natural pixels structure of the im­
ages and using the finite differences approximation of the derivatives and the 
rectangular quadrature formulae for the integrals appearing in (10). Moreover 
the finite dimensional optimization problem obtained in this way from problem 
(10) has been solved using the optimization software package LANCELOT (see 
[2]). Finally in the numerical solution of this optimization problem, due to the 
difficulties arising from the highly nonlinear function S^ ,T2 , the fusion proce­
dure is performed via an iterative process, where in each iteration is solved a 
problem of type (10) with a different choice of TJ, T2 running from 1, 200 to 
Tj*, Tj where the values of TJ , T^ are specified later. In the first optimization 
problem we use the images u\, U2, as initial guess for x i , X2. in the follow­
ing optimization problems we use as initial guess the solution obtained in the 
previous optimization problem. Moreover in the constraints of problem (10), 
due to the large dimensions of the matrices obtained from the discretization of 
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Figure 2. An area north of Paris containing a part of the Roissy Charles de Gaulle airport: (a) 
SAR image, (b) density corresponding to the SAR image obtained from the fusion procedure, (c) 
optical image, (d) density corresponding to the optical image obtained from the fusion procedure. 

the integral operator H5 and H Q , given a positive integer 7, we group together 
the pixels of the 7 x 7 subimages of the images considered. More precisely, 
each image is divided in non intersecting subimages having 7 x 7 pixels, and 
each subimage is considered as a new pixel in the constraints of problem (10). 
Moreover we define the gray level of this new pixel to be the average of the 
gray levels of the real pixels belonging to the 7 x 7 subimage. We note that 
in problem (10) the action of H5 on xi can be easily computed from formulae 
(1), (2), and that the action of H o on X2 can be easily computed from formulae 
(3), (4), (5). We note that the computation of the inverse Fourier transform of 
T{to), w e R^ defined in (5) can be done explicitly in terms of the Bessel 
function of order one. 
The numerical results of the fusion procedure shown in this section are ob­
tained using the following values of the parameters mentioned previously: 
i?i = i?2 = 20m, A = 0.28m, TQ = A^/^, A = 5 • IQ-^m, T{ = 1, r^ = 10, 
Ai = A2 = 1, h = 10"^ h = 10"^, ai = 0.5, 02 = 6, 7 =: 10. Finally the 
parameter e is the upperbound for the weighted sum of the Euclidean norm of 
the remainders of the linear systems coming from the constraints appearing in 
(10) when we choose Xi = Ui, i = 1,2. Note that the (b), (d) parts of these 
figures do not show the same physical quantities than the (a), (c) parts of the 
figures. In fact in (a), (c) are reported the measured SAR and the measured 
optical images respectively, in (b), (d) are reported the densities Xi, X2 solution 
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of problem (10) that are related to the images via the mathematical models (1), 
(3). These densities are used in the urban areas detection algorithms. We note 
that the computational cost of the proposed fusion procedure is given by the 
computational cost of the optimization problem (10). More speciiically the 
highly nonlinear character of the objective function and the huge number of 
independent variables coming from the discretized version of the unknowns of 
the problem make the solution of the nonlinear optimization problem a chal­
lenging task both from the mathematical and the computational point of view. 
We want to point out the improvement of the information content of the images 
consequence of the fusion procedure from the point of view of urban areas de­
tection. Let« be a generic image. We consider the parameters Di,l = 1,2,..., 
L defined in (6) associated to u. Moreover we denote U{u) the average of 
the parameters Di corresponding to the subimages of u containing urban areas 
on the basis of the test (7) and we denote V{u) the average of the remaining 
parameters Di, corresponding to subimages that, according to the test (7), do 
not correspond to urban areas. We introduce the following performance indices 
fori — 1, 2 see [4]: 

tti = (U{xl) - U{u^))/U{ui), (3i = (y{xX) - V{u,))lV{ui). (14) 

In section 3 we proposed to detect urban areas as the more brilliant areas in 
the image. So that it is easy to see that indices a i , a^ and /3i, /32 give a 
measure of the improvement obtained by the fusion procedure in the urban 
areas detection algorithm and that positive values of the indices correspond to 
positive improvement. In the numerical experience that we report has been used 
n = 10, T = 0.25 and we have obtained: ax = 0.35, (i\ = 0.51, a2 = 0.02, 
/?2 = 0.05 for the first pair of images (see Fig. 1); a j = 0.23, /?i = 0.38, 
a2 = 0.09, /32 = 0.18 for the second pair of images (see Fig. 2). 
Finally we report another numerical experiment that shows the improvement 
obtained with the fusion procedure in the understanding of the scene contained 
in Fig. 2 (a), (c). In this experiment we compare the content of Fig. 2 (a), 
(c), the measured images, and the content of Fig. 2 (b), (d), the densities 
obtained from the fusion procedure, with a high resolution optical image of the 
same scene that we call ground truth (i.e.: an IRS-IC image). The IRS-IC 
image of the scene considered has pixels of size is 5m x 5m. We have co-
registered manually the IRS-IC image with the images shown in Fig. 2 and we 
have computed the center of mass of several "objects" of size approximately 
10 pixels (1 pixel=20m x 20m) in the images of Fig. 2 and in the IRS-IC 
image. The centers of mass associated to the densities obtained from the fusion 
procedure appear to be more accurate than those computed from the measured 
images when compared with the centers of mass computed from the ground 
truth. The accuracy gained is of the order of a few meters (i.e. 5 — 10m). This 
experiment suggests that the fusion procedure introduced here can be an useful 
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ingredient in a more ambitious procedure that includes for example automatic 
target recognition and location. Some animations relative to these numerical 
experiments can be seen in h t tp : / /web .un ica in . i t /ma t in f / f a tone /wl . 
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Abstract In this work we discuss the development of fast algorithms for the inelastic 
Boltzmann equation describing the coUisional motion of a granular gas. In such 
systems the collisions between particles occur in an inelastic way and are char­
acterized by a coefficient of restitution which in the general case depends on the 
relative velocity of the collision. In the quasi-elastic approximation the granular 
operator is replaced by the sum of an elastic Boltzmann operator and a nonlinear 
friction term. Fast numerical methods based on a suitable spectral representation 
of the approximated model are then presented. 

keywords: Inelastic Boltzmann equation, Spectral methods. Granular gases. 
Fast algorithms. 

1. Introduction 

The inelastic Boltzmann equation describes the evolution of materials com­
posed of many small discrete grains, in which the mean free path of the grains is 
much larger than the typical particle size. Similar as molecular gases, granular 
gases can in fact be described at a mesoscopic level within the concepts of classi­
cal statistical mechanics. Many recent papers (see for example [1,2,5,12] and 
the references therein), consider Boltzmann-like equations for partially inelas­
tic rigid spheres. Once initialized with a certain velocity distribution, granular 
gases cool down due to inelastic collisions of their particles. The dissipation of 
kinetic energy causes a series of non-trivial effects, as formation of clusters and 
other spatial structures [11], non-Maxwellian velocity distributions, anomalous 
diffusion, and others. 
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In a granular gas, the microscopic dynamics of grains is governed by the 
restitution coefficient h which relates the normal components of the particle 
velocities before and after a collision. If one assumes that the grains are identical 
perfect spheres of diameter a > 0,{x,v) and {x~an, w) are their states before 
a collision, where n G S^ is the unit vector along the center of both spheres, 
the post collisional velocities {v*,w*) are such that 

{v* — w*) • n = ~h{{v — w) • n). (1) 

Thanks to (1), and assuming the conservation of momentum, one finds the 
change of velocity for the colliding particles as 

V* = V —-{1-\-h){{v — w) • n)n, w* =^ w+-{l+h){{v— w) •n)n. (2) 

For elastic collisions one has h — 1, while for inelastic collisions h decreases 
with increasing degree of inelasticity. In the first part of this note we briefly 
review the basic ideas behind the kinetic modelling of dissipative collisions. 

From a numerical viewpoint, similarly to the classical rarefied gas dynamics 
case, the solution of the inelastic Boltzmann equation represents a real chal­
lenge. This is mostly due to the high dimensionality of the equation but also to 
the inelastic collision dynamics which preclude the use of the fast Boltzmann 
solvers recently presented in [2] for elastic collisions. We will see in the last 
part of this note, how in the quasi-elastic approximation we can recover fast 
algorithms also in the inelastic case. 

2. Modelling dissipative collisions 

The main difference between the classical Boltzmann equation for elastic 
rigid spheres and its dissipative version is contained in the binary collision 
among particles. In (2) the only parameter which can contain the description 
of the inelastic collision is the coefficient of restitution. 

In the literature, essentially for simplicity, the restitution coefficient is fre­
quently assumed to be a physical constant. A constant restitution coefficient 
however does not describe realistic situations. In fact, the restitution coeffi­
cient may depend on the relative velocity in such a way that collisions with 
small relative velocity are close to be elastic. The simplest physically correct 
description of dissipative collisions is based on the assumption that the spheres 
are composed by viscoelastic material, which is in good agreement with ex­
perimental data. The velocity-dependent restitution coefficient for viscoelastic 
spheres of diameter a > 0 and mass m reads 

h=l- CiAa^/^v - w) • np/5 + C2A^a^/^\{v - w) • n^/^ ± . . . (3) 
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with 

2 m(l — v^) 

where Y is the Young modulus, u is the Poisson ratio, and A depends on 
dissipative parameters of the material. The constant Ci and C2 can be explicitly 
computed. The impact velocity dependence (3) of the restitution coefficient 
h = h{{v — w) • n) has been recently obtained by generalizing Hertz's contact 
problem to viscoelastic spheres. We skip here details that can be found in 
the literature (see [5] and the references therein). What is important in what 
follows, is that real situations of microscopic collisions between grains can be 
described in general assuming that the coefficient of restitution satisfies 

l-^h = 2p-i{\{v-w)-n\), (5) 

where 7( •) is a given function and ^ is a parameter which is small in presence of 
small inelasticity. For example, for small values of a, the velocity dependence of 
the restitution coefficient in a collision of viscoelastic spheres can be expressed 
at the leading order as in (5), choosing 7(r) = r^/^. 

3. The Boltzmann equation 

Following the standard procedures of kinetic theory [8], the evolution of the 
distribution function can be described by the Boltzmann-Enskog equation for 
inelastic hard spheres, which for the force-free case reads [4] 

df 
-~ + v-S7J = G{p)Q{fJ){x,v,t), (6) 

where Q is the so-called granular collision operator, which describes the change 
in the density function due to creation and annihilation of particles in binary 
collisions 

Q(/,/)(«) = 4^2 [ f_^{q-n){xf{vnf{^n-fMf{w)}dwdn. (7) 

In (6) 

R3 JS2_ 

p{x,t) = / f{x,v,t)dv 

is the density, and the function G{p) is the statistical correlation function be­
tween particles, which accounts for the increasing collision frequency due to 
the excluded volume effects. We refer to [7] for a detailed discussion of the 
meaning of the function G. 

In(7),(/ = (v — w), and S^ is the hemisphere corresponding tog-n > 0. The 
velocities {v**,w**) are the pre-collisional velocities of the so-called inverse 
collision, which results with (v, w) as post-colhsional velocities. The factor x 
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in the gain term appears respectively from the Jacobian of the transformation 
dv**dw** into dvdw and from the lengths of the collisional cyhnders h\q**-n\ — 
\q-n\. For a constant restitution coefficient, X = h""^. This enlightens a second 
remarkable difference between the elastic and the inelastic collision operators. 
While the Jacobian of the elastic collision is equal to unity, allowing for the 
exchangeability of the rule of the pre- and post-coUisional velocities, in the 
inelastic case the Jacobian is different from unity, and this implies a different 
role of pre- and post-coUisional quantities. 

To avoid the presence of the function x, and to study approximations to the 
granular operator (7) it is extremely convenient to write the operator (7) in weak 
form. More precisely, let us define with < •, • > the inner product in L i (R^). 
For all smooth functions ip{v), it holds 

<^,Q{f,f)>=4a^ f v{v)QifJ){v)dv = 

2a'^ / / / \q • n\{ip(v*) — ip(v)) f(v)f(w)dvdwdn. 
JR3 J R 3 JS^ 

(8) 

The last equality follows since the integral over the hemisphere S^ can be 
extended to the entire sphere S^, provided the factor 1/2 is inserted in front of 
the integral itself. In fact changing n into —n does not change the integrand. 

Let (v', w') be the post collisional velocities in a elastic collision with {v, w) 
as incoming velocities, 

v' = V — [q • n)n, w' = w + {q • n)n. (9) 

Following [18], we rewrite the inelastic collision (2) in terms of the elastic 
collision (9) obtaining 

V* = v' + hl-h){q-71)71, w* = w'~Ul-h){q-n)n. (10) 

If we assume that the coefficient of restitution can be described at the leading 
order by (5), 

V* — v'— (3 ^ [\q • n\) [q • n)n. (11) 

Let us consider a Taylor expansion of Lp{v*) around i^{v'). Thanks to (11) we 
get 

(^(y*) - ^{v') + ^V^{v') •^{\q-n\){q-n)n + 0(0^) (12) 

If the collisions are nearly elastic, /? < < 1, and we can cut the expansion (12) 
after the first-order term. Inserting (12) into (20) gives 

<ip,Q{f,f)>=<<P,Q{f,f)> +P<ip,I{f,f)> . (13) 
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It is a simple matter to recognize that in (13) Q{f, / ) is the classical Boltzmann 
collision operator for elastic hard spheres molecules [8], 

Q{f, f){v) = 2a^ j ^ ^ j ^ ^ \q • n\ {f{v')f{w') - f{v)f{w)} dwdn. (14) 

In fact, the velocity v' into (13) is obtained from {v,w) through the elastic 
collision (9). 

Let us now study in more detail the second contribution to the inner product 
(13). Using the properties of the transformation (9), we obtain 

<^,I{f,f)> = 

2(7^ / dvip{v)diVy / / n(q • n)\q • nh {\q • n\) f(v')f{w')dw dn. 
JR3 J R 3 JS2 

(15) 
In fact, the transformation dv dw into dv' dw' given by (9) is such that q' •n = 
—q • n, while its Jacobian is equal to unity. The last equality follows from the 
divergence theorem. This shows that the granular correction is the nonlinear 
friction operator /3 / ( / , f){v), where 

I{fJ){v)=2a^dwJ f n{q-n)\q-n\j{\q-n\)f{v')f{w')dwdn. (16) 

Finally, for nearly elastic granular collisions, with a restitution coefficient satis­
fying (5), the Enskog-Boltzmann equation can be modelled at the leading order 
as 

df 
^ + f • V , / - G{p)Q{f, f){x, V, t) + G{p) /31{f, f){x, V, t), (17) 

where Q is the classical elastic Boltzmann collision operator, and / is a dissi-
pative nonlinear friction operator which is based on elastic collisions between 
particles. 

4. Fast methods 

In this section we restrict ourselves to the study of the space homogeneous 
case 

§ [ = G{p)Q{f, f){v, t) + G{p)pl{f, f){v, t). (18) 

This is motivated by the use of a splitting argument in the numerical solution 
of the kinetic equation. It is clear that all the main numerical difficulties are 
contained in the right hand side of (18). Here we will use a Carleman-like 
representation of the operators Q{f, f) and / ( / , / ) , together with a suitable 
angular approximation, in order to derive spectral methods that can be evaluated 



156 PROCEEDINGS, IFIP-TC7, TURIN 2005 

through fast algorithms. We refer to [2,10,15] and references therein for further 
details on fast spectral methods. 

For the sake of simplicity we will first derive the method for the classical 
operator Q{f, / ) and then we briefly describe how to extend it to the nonlinear 
friction term / ( / , / ) . 

4.1 A Carlemann-like representation 

Let us use the identity 

'u — \u\n 
/ [u • n)+ (f [niu • n)) an= — / ^p \ an, 

JS2 4 is2 \ 2 / 

in order to write collision operator Q{f, f) in the form 

Q{f,f){v) 

"e now 

v' = 

= TL/SJ'̂ " 

1. ^ 1, 

{/(̂  

\\n, 

'')fin 

w' = 

>')-

-V 

- f{v)f 

V + w) 

(19) 

(20) 

lk\n- (21) 

Then we use a Carlemann-like representation which conserves more symmetries 
of the coUision operator when one truncates it in a bounded domain. 

As explained in [2] the basic identity we shall need is 

- [ F(\u\n - u) dn ^ — [ 6(2x • u + \xf) F{x) dx. (22) 
2 Js2 \u\ Jn.3 

Using (22) with u = q = v — w and performing the change of variables 
X -^ x/2 and w-^y = w — v — xv/e can write 

Q{f,f){v)= 2^2 / / 6ix-y) 

[f{v + y) f{v + x)- f{v + x + y) f{v)] dx dy. 

Now let us consider the bounded domain VT = [-T,T]^ (0 < T < +oo). 
Next we have to truncate the integration in x and y without affecting the action 
of the operator for compactly supported functions. Thus we set them to vary 
in Bs, the ball of center 0 and radius S. For a compactly supported function / 
with support BR, we take S = 2i? in order to obtain all possible collisions. In 
fact we have 

|x|2 < |x|2 + |yj2 := |x + y\^ = |g|2 < {2Rf, 

thus |x| < 2R and similarly we get \y\ < 2R. 
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The operator now reads 

JxeBon •'V&Bjn 'x€B2R JyeB2R (23) 

[fiv + y)f{v + x)- f{v + x + y)f{v)] dx dy, 

with V G ̂ J2R- '̂ '̂ ^ interest of this representation is to preserve the real 
collision kernel and its invariance properties. The next step consist in a suitable 
periodization of the operator on VT which prevents intersections of the regions 
where / is different from zero. Note that in (23) the arguments of the integrands 
are contained into .63^2^- In fact we have that \x\ < 2R and \y\ < 2R imply 
|x + yp = |a;p + | l /P< 8i?^ (thanks to the orthogonality condition x • j / = 0 
consequence of the 5 function) and then |x + j/j < 2\/2R. From this we get 
\v + x + y\ < \v\ + \x + y\ < V^R + 2\/2R = 3\/2i?. Thus we need to take 
T > (3 + \f2)Rl\f2 as a bound for the periodization. 

4.2 Spectral methods and fast algorithms 

Now we use the representation Q^ to derive the spectral methods. In the rest 
of the paragraph, for simplicity, we take G{p) = \ and we neglect the friction 
correction setting / ( / , / ) = 0 into (18). Following the same computation as in 
the classical spectral method [15] but using representation (23) we obtain the 
following set of ordinary differential equations on the Fourier coefficients 

^ ^ = Y. klm)fifm, k = -N,...,N (24) 

where now /3(^, m) = P{1, m) - /3(m, m) with 

I3{l,m) = 2a'^ f f 5{x • y)e'^''e'^^y dxdy. (25) 
JxeB2R Jy€B2R 

In the sequel we shall focus on /?, and one easily checks that /3(Z, m) depends 
only on \l\, \m\ and \l • m\. 

The search for fast deterministic algorithms for a collision operator in R"', i.e. 
algorithms with a cost lower than 0{N'^'^^'^) (with typically K ~ 1), consists 
mainly in identifying some convolution structure in the operator. If this is trivial 
for the loss part of the operator, for the gain part this is rather contradictory with 
the search for a conservative scheme in a bounded domain, since the boundary 
condition needed to prevent for the outgoing or ingoing collisions breaks the 
invariance. 
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The aim is to approximate each /3(/, m) by a sum 

A 

/3{l, m) ~ ^ ap{l)a'p{m). (26) 
p=i 

This gives a sum of A discrete convolutions and so the algorithm can be com­
puted in 0{A N"^ log2 A'') operations by means of standard FFT techniques. To 
this purpose we shall use a further approximated collision operator where the 
number of possible directions of collision is reduced to a finite set. 

We start from representation (23) and write x and y in spherical coordinates 

U / ) W = V / / S{e-e')dede' 

/ / PP' [f{v + p'e')f{v + pe)~f{v + pe + p'e')fiv)] dp dp' 
J-RJ-R 

Let us denote with A a discrete set of orthogonal couples of unit vectors (e, e'), 
which is even, i.e. (e, e') e A implies that (—e, e'), (e, —e') and (—e, -e') 
belong to A (this property on the set A is required to preserve the conservation 
properties of the operator). Now we define Q^'-^ to be 

[f{v + p'e')f{v + pe) - f{v + pe + p'e')f{v)] dp dp' \ dA 

R rR 

Pp' 
^ (27) 

where dA denotes a discrete measure on A which is also even in the sense that 
dA{e,e') = dA{~e,e') = dA{e,~e') — dA{—e,—e'). It is easy to check 
that Q^'-^ has the same conservation properties as Q^. 

By taking a spherical parametrization {6, Lp) oie G S^ and uniform grids of 
respective size M\ and Ma for 6 and ip, we get 

2 ^ 2 ^ 2 Mi,M2 

p,q=0 

where 

ap,g(0 ='J^'IJ 0 • e(0 )) , « ; (m) ^ V l (n^J- (m)) , 

(^\{s)= I pe'P'dp, i^%{s)= r sine (t)%{s cose) de 

J-R Jo 
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and 

Typically we shall consider this expansion with M = Mi = M2 to avoid 
anisotropy in the computational grid. The computational cost of the algorithm 
is then 0{M'^N^ log2 N), compared to 0{N^) of the usual spectral method. 
Thus one requires M^ log N <C N^ in order to speed up the schemes. 

4.3 Extension to the nonlinear friction 

Finally, by applying an analogous procedure, it's possible to approximate 
the friction operator / ( / , / ) in (17) by its truncated version / ^ ( / , / ) and to 
extend the above spectral method to the full problem (18). The computations 
are similar and hereafter are shortly summarized. The idea is that one just 
applies the same representation and truncation as for Q, inside the divergence 
of / . The result has exactly the same form with another kernel. More precisely 
using identity (19) we can write 

(28) 
Next the Carlemann-like representation is obtained through (22) and yields 

/ ( / , f){v) = 2a2div, / f xj{\x\) 5{x • y)f{v + x)f{v + y)dx dy. (29) 

Periodization on VT then gives 

I\f. f){v) = 2a^ j [ 5{x • y)7 (|x|) x • V,{f{v + x)f{v + y))dx dy, 
JB2R JB2R 

(30) 
where now the arguments of the integrand are supported into ^(2+J2)R-

The major difference is that the resulting kernel is characterized by the vector 

xi{\x\). (31) 

This kernel clearly decouples since it does not depend on y and so the resulting 
spectral scheme, similarly to the previous section, can be computed with fast 
algorithms. 

Thus, for the full model (18) we obtain the Fourier coefficients 

^Ml^G{p) J2 0{l,m)+mil,m))fifm, k=~N,...,N (32) 
l,m=~N 
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where (3{l, m) are given by (25) and the nonlinear friction coefficients are 

Pi{l,m) = 2a'^ik- f f x-y{\x\)5{x • y)e'^-''e'^'-y dxdy. (33) 
JxeB2R JyeB2R 

We omit the details of the fast solver which follows the lines of the one described 
for the elastic Boltzmann equation [9, 10, 2]. 

5. Conclusions 
In this note we have summarized some recent results related to the modelling 

of granular gases and the development of fast algorithms. In particular we have 
seen how the method recently developed in [2] can be extended to nonlinear 
friction equations and to the quasi-elastic approximation even for non constant 
coefficient of restitution. 
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Abstract In this paper we study controllability properties of linear degenerate parabolic 
equations. Due to degeneracy, classical null controllability results do not hold 
in general. Thus we investigate results of 'regional null controllability', showing 
that we can drive the solution to rest at time T on a subset of the space domain, 
contained in the set where the equation is nondegenerate. 

keywords: linear degenerate equations, regional null controllability, persis­
tent regional null controllability. 

1. Introduction 

This paper is concerned with null controllability for the degenerate heat 
equation; 

r ut - {a{x)uj:)^ +b{t,x)u-j: + c{t,x)u = h{t,x)x{a,i3){x), 
I u{t,Q) = u{t,l)^Q, (1) 
[ u{Q,x) = uo{x), 

where (f,x) e (0,T') x (0,1), UQ e L'^{0,1), h e L 2 ( ( 0 , T ' ) X (0,1)), 
0 < a < P < 1 and T' > T > 0 fixed. Moreover, assume that 6, c e 
L°°((0,T') X (0,1)) and 

a : [0,1] -> [0, +oo) is C[0,1] n C\0,1], - G L\0, 1), ^. 

a{0) = Oanda > 0 on (0,1]. 
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Note that, under suitable assumptions on 6, the problem is well-posed in the 
sense of semigroup theory, working in appropriate weighted spaces. 

Interest in degenerate parabolic equations as the one above is motivated by 
applications to probability (see, e.g., [7]) as well as to physical problems (see, 
e.g., [11]). Moreover, while null controllability for nondegenerate parabolic 
operators of second order in bounded domains has been studied in several 
papers (see, e.g. [10, 8]), the same problem seems widely open in the case of 
degenerate equations. 

We recall the standard notion of null controllability. 

DEFINITION 1 {i): A given initial condition UQ G L'^{0,1) is null controllable 
in time T > 0 if there exists h £ L'^{{0, T) x (0,1)) such that the solution u of 
(I) satisfies u{T) = 0 in (0,1). 

(ii): Equation (1) is null controllable in time T > 0 if for all UQ € i^(0,1) 
there exists h G I/^((0, T) x (0,1)) such that the solution u of {!) satisfies 
u{T) = 0 in (0,1). 

It is well-known that null controllability in any time T > 0 holds for equation 
(1) in the nondegenerate case, i.e., if a is assumed to ht positive on [0,1] (see 
for instance [10, 8]). On the contrary simple examples (see, e.g., [6]) show that 
null controllability fails due to the degeneracy of a. 

In [6] and in [4], problem (1) is considered, under different assumptions on a, 
in the special case & = 0 and 5 ^ 0 , c{t, x)u = f{t, x, u), respectively. In both 
cases the following notion of regional null controllability has been developed. 

DEFINITION 2 (REGIONAL NULL CONTROLLABILITY, [6]) Setb = 0. E-
quation (1) is regional null controllable in time T if for all UQ G i^(0,1), and 
5 G (0, /3 — a), there exists h G i^((0, T) x (0,1)) such that the solution u of 
(1) satisfies 

u{T, x)=^0 for xe{a + S, 1). (3) 

The proof given in [6] to show that the solution of (1) satisfies (3) is based on 
an observability inequality for a suitable adjoint problem. Such an inequality 
is obtained by an appropriate use of cut-off functions and Carleman estimates 
(see, e.g., [1], [9], or [12]) for nondegenerate parabolic operators. In [4] and in 
the present paper the main feature of our approach is that we use a new method 
of proof. Indeed, instead of deducing null controllability from observability, 
we derive the result directly, using cut-off functions and the fact that equation 
of (1) is null controllable when x varies in any subinterval / CC (0,1], where 
a in nondegenerate. Although, in the present paper, we have focussed our 
attention on linear equations, we believe that our approach can be extended to 
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more general problems such as semilinear equations, higher space dimensions, 
and so on. 

We note that global null controllability is a property stronger than (3) in the 
sense that it is automatically preserved with time. More precisely, if u(T) = 0 
in (0,1) and if we stop controlling the system at time T, then for all t > T, 
u{t) = 0 in (0,1). On the contrary, regional null controllability is a weaker 
property: due to the uncontrolled part on (0, a + S), (3) is no more preserved 
with time if we stop controlling at time T. Thus, it is important to improve the 
previous result, as shown in [6] or [4], proving that the solution can be forced 
to vanish identically on {a + 5,1) during a given time interval (T, T'), i.e. that 
the solution is persistent regional null controllable. 

DEFINITION 3 (PERSISTENT REGIONAL NULL CONTROLLABILITY, [6]) 

Set b = 0. Equation (1) is persistent regional null controllable in time T' > 
T > 0 if for all UQ e 1/^(0,1), and 6 G (0,/? — a), there exists h G 
L^((0, T') X (0,1)) such that the solution u of(l) satisfies 

u{t, x)=0 for {t, x) e (T, T') x{a + 5,l). (4) 

In the present paper, we extend the above definitions and results to the case 
ofbj^O, that is 

ut - {a{x)ux)^ + b{t,x)ux + c{t,x)u^ K't,x)x(a,i3){x), (5) 

where the coefficients b and c satisfy suitable conditions so that the problem is 
well-posed. In particular, the coefficient b will be assumed to satisfy a bound of 
theform |&(t,x)| < K-Ja(x), a condition which is well-known in the literature 
(see also Remark 5). 

As an application of our null controllability results, we derive observability 
inequalities for a class of linear degenerate paraboUc equations which includes 
the adjoint systems of certain optimal control problems considered in [6] (see 
Corollaries 9 and 10). 

The paper is organized as follows: in sections 1 and 2 we discuss the well-
posedness of equation (1), introducing function spaces and operators, and state 
our controllability results. The proofs of these results are given in section 3. 

2. Well-posedness 
In this section we make the following assumptions: 
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ASSUMPTION 4 Let 0 < a < l3 < 1 and T' > T > 0 be fixed. Assume that 

a: [0,1] -^ [0,+oo)MC[0, l ]nCi(0, l ] , - e L^{QA), /̂ N 

a(0) = 0 and a > 0 on (0,1]; 

6, c e i ~ ( ( 0 , r ' ) x ( 0 , l ) ) ; (7) 

3K >0 such that \b{t,x)\ < KJa{x)for {t,x) & (0,T') x (0,1). (8) 

Observe that (6) is, for example, satisfied by a{x) := X'P, p < 1. 

REMARK 5 The assumption (8), with the other assumptions, ensures that the 
Markov process described by the operator Cu := —{aux)x + bux in [0,1] 
doesn't reach the point x = 0, while the point x — 1 is an absorbing barrier 
since u{t, 1) = 0. This implies that, if we set the problem in C([0,1]) instead 
of L^(0,1), then we don't need a boundary condition at a; = 0 (see, e.g., [7]). 

Let us consider the linear degenerate parabolic equation on (0,1): 

( ut- {a{x)ux)x + bit, x)ux + c{t, x)u = h{t, x)x{a,i3){x), 
I u{t,0) = n ( t , 1) = 0, (9) 
[ u(0,x) =uo(x), 

where (t, x) e (0, T') x (0,1), UQ e L'^{0,1) and h G L'^{{0, T) x (0,1)). 

For well-posedness, we introduce the following weighted spaces 

Hi := {u e 1/^(0,1) I u locally absolutely continuous in (0,1], 
^Ux e L^{0,1) and w(l) = u{0) = 0}, 

(10) 
and 

with the norms 

and 

i/2 := {u e i/i(0,1)1 aux G H\0,1)}, (11) 

M\HI •= Nlli2(o,i) + llv^'"^lli2(o,i)' 

We define the operator (A, D(A)) by 

D{A) = Hi and ^u £ D{A), Au := {aux)x- (12) 
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We recall the following properties of (A, D{A)) (see [2] for a proof in the case 
a(0) = a(l) = 0, and [6] for the proof in our case): 

PROPOSITION 6 The operator A : D{A) —> L^(0,1) is a closed self-adjoint 
negative operator with dense domain. 

Hence, A is the infinitesimal generator of a strongly continuous semigroup e*^ 
on L^(0,1). Moreover, one can show that e*^ is analytic, even if we make no 
use of such a property. Since A is a generator, working in the spaces considered 
above, we have that (9) is well-posed in the sense of semigroup theory: 

T H E O R E M 7 Under Hypothesis 1, for every h e L 2 ( ( 0 , T ' ) X (0,1)) and for 
every UQ G L'^{0, 1), there exists a unique weak solution u of (9) such that 
u e C°([0, T']; L2(O, 1)) n L2(O, T ' ; iJ i ) . Moreover, ifuo e Hf{0,1), then 

u &U~ H\0, T'; L^{0,1)) fl L'^{0,T'; HI) n C°([0, T']; iJ^), 

and 

s u p ( | | u ( t ) ! | | l ) + / ( | |wt | | i2(o, i ) + | | (aU:,)x | l i2(o, i ))d!^ ,̂  „ , 
t6[o,r'] " Jo ^ ^ ' ^ ^ ' ^̂  (13) 

< C'dkoll/fi + ll'i|lL2((0,T')x(0,l)))' 

where C is a positive constant. 

3. Controllability results 
Assume that Assumption 4 1 is satisfied. Using the fact that o is nondegen-

erate on (a, 1) and a classical result known for linear nondegenerate parabolic 
equations in bounded domains (see for example [10, 8]), we will now give a 
direct proof of regional null controllability for the linear degenerate problem 
(9). 

T H E O R E M 8 Assume Assumption 4. Then the following holds. 
(i) Regional null controllability. Given T > 0, UQ G L^(0,1), and 5 G 
(0, (3 — a), there exists h S i^((0, T) x (0,1)) such that the solution u of (9) 
satisfies 

u{T, x) = 0 for xe{a + 6,1). 

Moreover, there exists a constant CT > 0 independent ofuQ such that 

I [ h'^{t,x)dxdt<CT f ul{x)dx. (14) 
Jo Jo Jo 

(ii) Persistent regional null controllability. Given T' > T > 0, uo E 
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1^(0,1), and 5 e (0,/? - a), there exists h G L'^{{0,T') x (0,1)) such that 
the solution u of (9) satisfies 

u{t, x) = 0 for {t, x) e {T,T') X (a + 5,1). 

Moreover, there exists a constant Cj- x' > 0 such that 

f f h^(t,x)dxdt<CT,T' [ 
Jo Jo ' Jo 

UQ{x)dx. 

This result was proved in [6] and in [4] in the case 6 = 0 and b j^ 0, respec­
tively, and a G C^[0,1]. In particular, in [6], the proof was based on suitable 
regional observability inequalities which constituted the major technical part 
of the paper. Here, following [4], we give a different proof: we can deduce 
directly (i) from the classical null controllability results known for nondegen-
erate parabolic equations. Then, (ii) follows from (i) (as in [6]). Recently in 
[3] the null controllability result stated in the previous theorem is improved in 
the sense that global null controllability is proved for the following equation 

ut - {a{x)u:c):, + f{t,x,u) = h{t,x)x(a,p){x), {t,x) G (0,T) X (0,1). 

As an application of Theorem 12.(i), we will deduce directly the regional ob­
servability inequality found in [6]. Consider the adjoint problem associated to 
(9) 

n + {aVx)x + {h^)x~cif = Q, ( a ; , t )G(0 , r ) x ( 0 , l ) , 
(^(t,0)-</.(*, 1) = 0, t G ( 0 , T ) . ^'^^ 

Then the following corollary holds. 

COROLLARY 9 For all 5 G (0, /? — a) there exists a positive constant KT such 
that, for all (p solution of (15) in U, 

fl ( i-T fP ra+S \ 
/ ip^{0,x)dx<KT\ / ip^{t,x)dxdt+ ip'^{T,x)dx\ . (16) 

Jo \Jo J a Jo I 

Similarly, as a consequence of the persistent regional null controllability result 
above one can deduce the second observability inequality given in [6] for the 
non homogeneous adjoint problem. Indeed, given the adjoint system 

<ft + (af:c)x + {b^)x -c^ = G{t,x)xiT,T'){t), {x,t) G (0 , r ' ) X (0,1), 

(17) 
one can prove the next result. 
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COROLLARY 10 For all 5 e (0,/3 — a) there exists a positive constant K-p' 
such that, for all <p solution of (17) in U, 

r\ ( rV rfi 
\ ip'^{0,x)dx <KT'\ / v'^{t,x)dxdt 

Jo \Jo Ja 
ra+S pT' ra+S \ 

+ / Lp^{T',x)dx+ / G^{t,x)dxdt\. 

(18) 

4. Proofs 

First of all, we have to observe that the well-posedness of (9) follows from 
the fact that A generates a strongly continuous semigroup and the operator i3(t) 
defined as 

B{t)u -.— —b{t, •)ux — c{t, •)u 

can be seen as a particular perturbation of A in D{{—A)^). 

4.1 Regional null controllability 

In this section, we prove point (i) of Theorem 12. Note that (ii) follows 
from (i) as in [6]. We now construct cut-off functions that will be used in the 
following. Let 0 e C°°([0, +oo)) be such that 0 < 0 < 1, and 

(x) = 0, 0 < X < a, 
(x) = 1, a + 5 <x <l. 

Set ^ := 1 - (/) e C°°([0, +oo)). Then 0 < ^ < 1 and 

S.{x) = 1, 0<x<a, 
i{x) = 0, a + 5<x<l. 

(19) 

(20) 

1) Since there is no degeneracy on (a, 1), by classical results for linear 
nondegenerate parabolic equation in bounded domain (see for example [8]), we 
have that there exists hi £ L'^dO, T) x (a, 1)) such that the solution v of 

r vt - {a{x)v:c)x + b{^, x)vx + c{t, x)v = hiit,x)x(a,i3){x), 
I v(t,a)=^v{t,l) = 0, (21) 
[ ^(O,^) = uo{x), 

where {t,x) € (0, T) x (a, 1), satisfies 

v{T,-) = Oon (a, 1). 
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lL2((0,T)x(a,l)) Moreover, there exists a constant C > 0 such that ll/'-i 11121-̂0 rwfa il') — 

C||'Uo|li2(^ !)• A.î d so, we have: 

(22) 

Then v{t, x) := (p{x)v{t, x) is the solution of 

vt - {a{x)v:^)x +b{t,x)v^ + c{t,x)v = hi{t,x)x(a,i3){x), 

v{{),x) = (f>{x)uo{x), 

where (t,x) e (0,T) x (0,1) and hi(t,x) := (phi — (pxio,v)x — (t>xxav — 
4>xavx + &(;i'2:W. (Notice that ^a;, â;̂ : are supported in (a, a + 5) C (a, /3).) 
Clearly, v satisfies 

i}(T, •) = 0 on (0,1)-

Moreover, using (22) below and the fact that /ii = 0 on (0, a) , one has 

/ / h\dxdt < K i [ f hjdxdt + f f \v\'^dxdt 
Jo Jo \Jo Ja Jo Ja 

/ \vx\'^dxdt 
0 Ja 

<K WuaW + \\v(t)\\i,,^,,dt f 

< i^T||uo||i2(„,i), 

where KT is a positive constant and depends on T. 

3) Let z be the solution of 

r zt - {a{x)zx)x + b{t, x)zx + c{t, x)z = 0, 
I z{t,0) = z{t, l) = 0, (23) 
[ z{0,x) =uo{x), 

where {t,x) e (0,T) x (0,1). (The well-posedness of (23) follows from 
Theorem 7.) Then z{t, x) := £,{x)z{t, x) is the solution of 

Zt - {a{x)zx)x+h{t,x)zx + c{t,x)z = ^2(i,a:)x(a,/3)(a;), 
5(i,0) = 5(i, 1) = 0, 
z(0,x) = •i/'(a;)wo(a;). 
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where(t,x) e (0,T)x(0, l)and/i2(i,x) := -^x{az)x-S,xxaz-^xazx+b^xZ 
(note that ^x,£,xx are supported in (a, a + 5) C (a, /3)). Moreover, z satisfies 

z{T,-) = 0 on ( a + 5,1), 

and, proceeding as for hi, one can prove tiiat there exists a positive constant 
KT such that 

h^dxdt < KT / UQ{x)dx. 
Jo 10 JO 

4) Finally, -u := -D + z is the solution of 

r ut - {a{x)ux)j.+b{t,x)ux + c{t,x)u = h{t,x)x(a,i3){'^). 
I u{t,0)^u{t,l) = 0, 
[ u(0, a;) = (^ + O'wola;) = tto(2;), 

where (t, x) e (0, T) x (0,1) and h •.= hi + h2. Moreover 

u{T, •) = 0 on (a + 5,1), 

and there exists a positive constant CT such that 

/ / h'^dxdt <CT I ul{x)dx. 
Jo Jo Jo 

4.2 Observability property 
In this part we prove that Theorem 12.(i) implies the observability property 

(16). Using (13) and (14), one directly has the next lemma. 

LEMMA 11 Let h be the control given by Theorem 12.(1) andu the correspond­
ing solution of (9). Then 

/ u'^{T,x)dx <CT ul{x)dx, 
Jo Jo 

where CT '•= e^^+^ ^^ and K is as in Hypothesis 1. 

Proof of Corollary 9: Let (p in W be a solution of (15). Let h G L 2 ( ( 0 , T) x 
(0,1)) be the control given by Theorem 12.(i) such that 

Ut -~-[a{x)ux)^ +b{t,x)ux + c{t,x)u = h{t,x)x(a,f})ix), 
u{t,0)=:^u{t,l) = 0, 
u{0,x) = (p{0,x), 
u{T,x) = Q, xe{a + 5,l). 
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Multiplying the previous equation by (p and (15) by u, integrating over (0,1) 
and summing up we obtain 

Here we have used the fact that |6(t,0)| < K^Ja{{)) = 0. Integrating over 
(0,T) wehave: 

\ u{T,x)ip{T,x)dx~- ip'^{0,x)= / hx(a,i3)V-

Since u{T, x) = 0 for all x G {a + 5,1), one has 

(p'^{0,x)dx = [ u{T,x)ip{T,x) ~ [ [ hipdxdt 
0 -̂ 0 . "'0 Jq 

l*(X-\-o ra+o 
<e u^{T,x)dx + Ce ip^(T,x)da 

Jo Jo 
/ / h'^dxdt + — / / if^dxdt, 

Jo J a ^e Jo J a 

X 

2 

where e > 0 will be chosen later By Lemma 11 it follows that 

/ ip^{0,x)dx <eCT ip'^iO,x)dx + Ce ip^{T,x)d: 
Jo Jo Jo 

+e / h^dxdt + —l / (p^it,x)dxdt. 
Jo J a 2e 7o J a 

Moreover, (14) implies 

ip^{Q,x)dx <{eC' + eCT) f\0,x)dx 
0 Jo 

I rT rP ra+5 I fi rp ra+o 
+ 7r / / ^^(t,x)dxdt + C, / ^p^{T,x)da 

2e Jo J a Jo 

Choosing e such that 1 — eC — eCr > 0, one has 

/•I / rT r0 ra+S 
I ip'^(0,x)dx <K,[ / ip^{t,x)dxdt+ ip^{T,x)da 
0 \Jo Ja Jo 
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Abstract The mass balance equation for stationary flow in a confined aquifer and the phe-
nomenological Darcy's law lead to a classical elliptic PDE, whose phenomeno-
logical coefficient is transmissivity, T, whereas the unknown function is the 
piezometric head. The differential system method (DSM) allows the compu­
tation of T when two "independent" data sets are available, i.e., a couple of 
piezometric heads and the related source or sink terms corresponding to different 
flow situations such that the hydraulic gradients are not parallel at any point. The 
value of T at only one point of the domain, xo, is required. The T field is obtained 
at any point by integrating a first order partial differential system in normal form 
along an arbitrary path starting from XQ. In this presentation the advantages of 
this method with respect to the classical integration along characteristic lines are 
discussed and the DSiVI is modified in order to cope with multiple sets of data. 
Numerical tests show that the proposed procedure is effective and reduces some 
drawbacks for the application of the DSM. 

keywords: Inverse problems, porous media, multiple data sets 

1. Problem definition and classical methods of solution 

We consider ground water flow in a confined aquifer, i.e. a permeable porous 
geological formation with upper and lower impermeable boundaries. The mass 
balance equation for stationary flow (which means that the fluid density is 
constant and the porous medium is not deforming), can be written as 

d^{Td,h)^-dy{Tdyh)^f, (1) 

where T is the aquifer transmissivity [L?/T], h is the piezometric head [L] and 
/ is the source term, i.e. the well discharge rate of abstracted water per unit 
area of the aquifer [L/T]. The development of a forecasting model requires the 
solution to (1) with respect to h, so that T and / must be known. 
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Data on T are usually obtained from the interpretation and processing of well 
tests, which are very much influenced by the well characteristics (head losses 
due to screen and drain effect, pump position, etc.) and provide a value which 
can be representative of a region with a limited radius around the well, say of 
the same order of magnitude of the screened intervals, which could be of the 
order of tens of meters. As a consequence, these values are not representative 
of the flow processes at a regional scale, where flow is modelled in aquifers 
whose lateral extensions could be as great as tens or hundreds of kilometers 
and for which the spacing of the numerical grid could be hundreds of meters. 

The T field has to be estimated, for example with the solution of an inverse 
problem for equation (1). This requires the computation of T, given h and / 
and the least prior knowledge of T. 

In the mathematical and geophysical literature this inverse problem has been 
classically posed as a Cauchy problem, and the solution is found by integration 
along the flow lines (see, e.g., [8], [9], [10], [2], [3], [13]). For this it is 
necessary to assign T at a point for each flow line. The application of such 
an approach to real cases is very difficult, practically impossible. In fact it 
is difficult to measure T along the inflow or outflow boundary of the domain 
or wherever at a point along each flow line. It is also difficult to determine 
the flow lines with enough precision from head data which are available at a 
limited number of irregularly scattered points. Moreover, since the T field 
depends upon the hydraulic gradient, grad/i, the integration of (1) with respect 
to T along a flow line is intrinsically unstable. Since the integration along each 
flow path is independent from the integration along the neighbouring flow lines, 
the instability could lead to results which do not respect any regularity of the T 
field among nearby flow lines (see [3] for a discussion about practical aspects). 

Other approaches, related to non linear least-squares techniques, possibly 
with regularization, or in the framework of maximum likelihood estimation, 
assume some knowledge of the unknown parameter [18], [1], e.g., the fact that 
it is piecewise constant so that the domain can be partitioned into a number of 
subdomains where T is constant. This approach is known as zonation. 

Instead of using additional prior information on T, which always poses prob­
lems of data effectiveness, other methods can reduce the above mentioned prob­
lem for inversion through the use of data measured at different times and there­
fore related to different flow situations. See [15], [14], [12], [1], [4], [16], [19], 
[7] among the others. 

The next section describes one of these methods, the Differential System 
Method (DSM). 
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2. The Differential System Method 
The simplest version of the DSM, see [5] and [11], allows for a solution of the 

inverse problem when two independent sets of data, I (/i^'\ Z '̂-') , I = 1,2>, 
and the value of T at only one point XQ of the domain are available. In this case 
equation (1) can be written for both data sets and leads to a system of first order 
partial differential equations for T, which can be written in the normal form 

g r a d r = - r a + b , (2) 

if the following independence condition holds: 

detAT^O, (3) 

where the elements of A are given by the relations 

Ai, = dM'^. (4) 

The T field is obtained at any point x by integration of the differential equa­
tion (2) in the unknown function T along any line connecting x to xo, where 
the value, TQ, of T at XQ is the initial value for the integration. The integra­
tion path, 7, can be chosen according to a stability condition that requires that 
the line integral / \ai\dl be small in order that the error propagation along the 
integration line 7 he small. 

The DSM has been tested with stationary [5] and transient [17] synthetic 
data. A discussion on the discrete stability of the method is given in [5] and 
numerical experiments are shown in [6]. 

The numerical tests so far performed show that the stability condition is 
important also for the choice of the starting point XQ. In fact if XQ is chosen in 
an area where |a| is great, numerical errors prevent the computation of T with a 
good confidence but for a small neighborhood of XQ. Unfortunately the data on 
T are usually available where well tests can be performed; as a consequence, 
Xo should correspond to the location of an existing well where tests have been 
performed and nobody can guarantee that |a| is small there. 

Another difficulty for the application of the DSM to real cases is the fact that 
data sets independent on the whole domain can be obtained for a variation of 
the physical boundary conditions, which is nevertheless quite rare and above all 
cannot be controlled. In fact boundary conditions vary as a response to climate 
change, modification of land use, and so on. On the other hand, a variation of 
the pumping schedule modifies the flow field in limited regions surrounding the 
pumping wells only and not throughout the whole aquifer (see, e.g., [16]). 
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3. The Differential System Method with multiple sets of 
data 

The difficulties discussed at the end of the previous section might be mitigated 
if the DSM is modified in order to deal with several sets of data, i.e. M pairs 
/'/i(0_ / ( 0 \ / == 1 , . . . ,M, with M > 2. Equation (1) can be written for all 
the available data sets. The standard version of the DSM can be applied if we 
locally choose the "best" pair of sets of data to build the matrix A, as defined 
by (4), and compute the vectors a and b to be used in (2). 

In particular multiple data sets can be used pairwise to compute the vectors 
a and b in the following way. The domain is subdivided in subregions, where 
a pair of data sets can be found that best satisfies the following conditions: 

1. the independence condition; 
2. the stability condition; 
3. the smallness of fi{A), the condition number of A. 

In particular, ;^{A) is computed as follows 

ii(A) - II--111 ii.4"^ii - ^"'-^ '-^ rs^ 
M ^ ) - | | ^ | | \\A I I - i^^^^i , (5) 

where the Frobenius norm is used. Once the vectors a and b have been computed 
with the "best" pair of sets, the DSM can be applied with the standard procedure 
in each subregion. 

4. Numerical tests 
In this section some results of simple numerical tests are shown. More com­

plex cases have also been analysed, but the results are qualitatively very similar, 
so that this simple case could be more easy to be analysed and interpreted. 

The reference Log(T) field is represented in figure 1, together with the po­
sition of the abstraction wells that are used to generate the synthetic head data. 

In particular one set of data (set 0) is obtained with no pumping wells and 
nine data sets (sets 1 to 9) correspond to the cases when one well at time is 
pumping, with the discharge rates (in L/s) plotted in figure 1. For each data set 
the noise-free head data are obtained with a finite difference solution of the dis­
crete balance equation; the assigned Dirichlet boundary conditions are linearly 
varying from left (100 m) to right (80 m). Then the data are corrupted with an 
uncorrelated noise. Here we show the results when the noise is introduced with 
a truncation of the piezometric heads at the third decimal digit. 

The results of the standard DSM applied to the data sets 0 and 4 are shown 
in figure 2 when the starting point is at well no. 1 or 9. The differences between 
the two cases are apparent. In particular when the starting point corresponds to 
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Figure 1. Reference Log(T) field (T in m^/s). Circled numbers show the positions of the 
abstraction wells; numbers above the labels show discharge rates in L/s. 

well no. 9 negative transmissivities have been identified in a large region (the 
black area of the bottom plot of figure 2). 

Figure 2. Log(T) field identified with the standard DSM. The crosses denote the positions of 
the starting point. Gray scale is the same as for figure 1. 

The results obtained when all the sets of data are used simultaneously, with 
the technique described in the previous section, are shown in figure 3, again for 
the starting point at well no. 1 or 9. These results show that this approach is 
very useful to reduce the dependence of the final solution on the starting point, 
which can be chosen almost everywhere without worsening the results of the 
DSM. 
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Figure 3. Log(T) field identified with the modified DSM. The crosses denote the positions 
of the starting point. Gray scale is the same as for figure 1. 

5. Conclusions and perspectives 

The new features of the DSM are very important, because they permit to limit 
the problems related to the choice of the starting point and to the availability of 
data sets which are independent throughout the whole domain. 

Several perspectives are still open. 
When M sets of data are available, M balance equations like (1) can be 

written, one for each data set, so that A becomes a rectangular matrix with 
M rows and two columns. In this case the vectors a and b can be computed 
with the least-squares technique. Numerical tests are going on to evaluate this 
alternative. 

The numerical tests presented here show the importance of considering IJ,{A) 

for the computation of the vectors a and b , which is the first stage of the DSM. 
Also the successive stage, the choice of the integration path, can be improved 
by considering different combinations of the three conditions introduced in 
this paper: the independence condition, the stability condition and the /u(A) 
condition. 

Eventually, the method can be applied to transient data; in that case a large 
number of sets of data, corresponding to measurements at different times, could 
be available. The criteria for the estimation of the time derivative of the piezo-
metric head and for the choice of the data sets to be used are of paramount 
importance. 
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Abstract A quadratic cheap control of linear systems with multiple state delays is consid­
ered. This optimal control problem is transformed to an optimal control problem 
of singularly perturbed systems. A composite suboptimal control of the lat­
ter is designed based on its asymptotic decomposition into two much simpler 
parameter-free subproblems, the slow and fast ones. Using this composite con­
trol, a suboptimal control of the original cheap control problem is constructed 
and justified for two classes of the initial function for the state variable. An 
illustrative example is presented. 

keywords: time-delayed system, cheap control, singular perturbation, com­
posite control. 

1. Introduction 

The cheap control problem, i.e. an optimal control problem with a small 
control cost (with respect to a state cost) in the cost functional, is of considerable 
importance in such topics of control theory as: singular (degenerate) optimal 
control and its regularization, limitations of linear and nonlinear regulators, high 
gain control, inverse control problems, linear optimal filtering with a small noise 
in the observation, robust controllability of systems with disturbances, and some 
others. 

The smallness of the control cost yields the singular perturbation in the 
Hamilton-Jacobi-Bellman equation, as well as in the Hamilton boundary-value 
problem, associated with the original problem by control optimality conditions. 

The cheap control problem for differential equations without delays has been 
extensively investigated in the open literature (see e.g. [1-3] and references 
therein), while there are only few works in the open literature devoted to analysis 
of the cheap control problem with a delayed dynamics (see [4-6]). 
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In [4], a finite horizon linear-quadratic optimal control problem was con­
sidered with a small cost of the control in the cost functional, and with single 
point-wise and distributed state delays in the dynamics. It was assumed that 
the delay is small of order of the control cost, and that the initial function for 
the state variable is continuous. The zero-order asymptotic solution to the sin­
gularly perturbed set of ordinary and partial functional-differential equations 
of Riccati type, associated with the original problem by the control optimality 
conditions, has been derived. Based on this solution, the zero-order asymptotic 
expansion of the optimal trajectory, as well as the suboptimal feedback control, 
were obtained. In [5,6], a similar cheap control problem was studied for the 
case of a nonsmall delay. The zero-order asymptotic solution to the singularly 
perturbed set of Riccati-type functional-differential equations, associated with 
the original problem, has been obtained in [5]. Using this asymptotic solution, 
a suboptimal control was constructed. In [6], based on a proper transformation 
of the original problem and, then, on an asymptotic decomposition of the re­
sulting one into two much simpler parameter-free subproblems, a suboptimal 
state-feedback control of the original problem was designed. 

In this paper, a finite-horizon linear-quadratic cheap control problem with 
multiple point-wise and distributed state delays in the dynamics is analyzed. 
Two classes of the initial function for the state variable are considered: (1) 
measurable square-integrable functions; (2) measurable essentially bounded 
functions. A direct method of suboptimal solution of the original cheap control 
problem is proposed. This method is based on: (i) an equivalent transformation 
of the original problem to a control problem with singularly perturbed dynamics; 
(ii) an asymptotic decomposition of the resulting problem into two much simpler 
parameter-free subproblems, the slow and fast ones. It should be noted that 
the fast state variable of the control problem, obtained after the transformation, 
becomes a control in the slow subproblem. Thus, the slow subproblem contains 
not only the state delays in the dynamics, but also the control ones. In spite 
of the latter, the set of Riccati-type functional-differential equations, associated 
with the slow subproblem, is much simpler than the one associated with the 
original cheap control problem. The fast subproblem does not contain delays, 
and it is solved analytically. Using the optimal feedback controls of the slow and 
fast subproblems, a composite control for the transformed problem and, then, 
a suboptimal state-feedback control for the original problem are designed. 

The following main notations are applied in the paper: (1) £"• is the n-
dimensional real Euclidean space; (2) || • || denotes the Euclidean norm either 
of a vector or of a matrix; (3) the prime denotes the transposition of a matrix 
A, {A ) or of a vector x, (x ); (4) L'^[b, c; E"] is the space of n-dimensional 
vector-valued functions x(i) defined, measurable and square-integrable on the 

/ , \ l / 2 

interval [6, c), i|x(-)||i2 = (/j, x (t)x{t)dtj denotes the norm in this space; 
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(5) L°°[6, £;£•"] is the space of n-dimensional vector-valued functions x{t) 
defined, measurable and essentially bounded on the interval [b, c), ||a;(-) ||icx. = 
ess supjgFj,̂ )̂ l|2;(i) II denotes the norm in this space; (6) /„ is the n-dimensional 
identity matrix. 

2. Problem statement 
Consider the controlled system 

N .0 

dz{t)/dt = YlAiz{t-hi)+ G{T)z(t + T)dT + Bu(t), t e [0,T], (2.1) 
i = o •'-'' 

where z{t) e E^,u{t) G E^, {n > r), {u is a control); Â" > 0 is an integer; 
0 = /lo < ft-i < ... < /iAT = /i are given constant time-delays; Ai,{i = 
0,1, ...,N),G{T) and B are given time-invariant matrices of corresponding 
dimensions; B has full rank r; the matrix-valued function G{T) is piece-wise 
continuous for r G [—/i,0]; T > 0 is a given finite duration of the control 
process. 

Using that rankS = r and [7], one can transform (2.1) to an equivalent linear 
controlled system with state delays, in which the matrix of coefficients for the 

control has the form | J. Therefore, in the sequel we assume (without a 

loss of generality) that B has such a form. 
Initial conditions for (2.1) have the form 

Z(T) = <^(T), r G [ - / i , 0 ) ; .2(0) - <̂ o, (2.2) 

where V'(T), T G [—/i, 0) and I/JQ are given vector-valued function and vector, 
respectively. In the sequel, the following two cases are considered: (1) (/?(•) G 
L'^[~h, 0; E"]; (2) <^{-) G L°°[-/i, 0; E% 

Let partition z{t), Ai, {i = 0 ,1 , . . . , A )̂ and G(T) in the accordance with the 
block-form of B 

V y(t) J \ An AiA ) ' ^ ' V <^3(r) GA{T) 
(2.3) 

where x{t) G i?" '', y{t) G £""; An and G\{T) are of the dimension {n~r)x 
{n~ r), while An and Gi{T) are of the dimension r y. r. 

Using (2.3) and the block form of B, one can rewrite (2.1) as follows 

N 

dx{t)/dt = Y, [Aiixit - hi) + Ai2y{t - hi)] 
1=0 

[Gi {T)x{t + T) + G2{T)y{t + T)] dT, (2.4) 
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N 
dy{t)/dt = Y^ [Aii,x{t - hi) + Ai4y{t ~ hi 

i=0 

+ f [Gs{r)x{t + T) + G4{T)y{t + T)]dT + u{t), t e [0,T]. (2.5) 
J-h 

For system (2.4)-(2.5) with initial conditions (2.2) the following performance 
index is considered 

X ,{u) = / \x {t)D^x{t) + y'{t)Dyy{t) + s'^u {t)Mu{t)^ dt -^ m în, 

"(2.6) 
where Dx is a symmetric positive semi-definite matrix, while Dy and M are 
symmetric positive definite ones; £ is a small positive parameter. 

In the sequel, (2.4)-(2.6),(2.2) is called the original problem (OP). 
The objective of the paper is to construct a suboptimal state-feedback control 

for (2.4)-(2.6),(2.2) uniformly valid for all sufficiently small e > 0. 

3. Control optimality conditions for the OP 

Using results of [8] yields that, for a given £ > 0, the optimal state-feedback 
control and the optimal value of the cost functional of the OP have the form 

ul[z{t),Zh{t),t\ e-^M'^B P{t)z{t)+ / Q{t,T)z{t + T)dT 

J, 

(3.1) 

: = ip'oP{o)^o+2ip'o f Q{o,TMT)dT+f f ^'{T)R(o,T,eMe)dTd0, 
J~h J-hJ-h 

(3.2) 
where Zh{t) = {z{t + r ) VT e [-/i,0)}, and {P{t),Q{t,T),R{t,T,e)} is 
the unique solution of the following set of Riccati-type functional-differential 
equations in the domain Vt = {{t, T,e) -.t £ [0, T],T e [-h, 0],d e [~h, 0]} 

dP{t)/dt = --P{t)Ao-AoP{t)^Q{t,0)-Q {t,0)+P{t)SeP{t)~D, (3.3) 

(d/dt - d/dT)Q{t, r ) = ~A'oQ{t, r ) - P{t) 

-R{t,0,T) + P{t)S,Q{t,T), 

N-l 

J2 A<5(T + h,) + G{T) 

{d/dt - d/dr - d/d0)R{t, r, 9) = 
N-l 
'YA',5{r + hi)+G'{T) 

rN-i 
--Q{t,r) J2 AS{e + K) + G{e) 

i=\ 

+ Q{t,T)S,Q{t,e), 

(3.4) 

Q{t,0) 

(3.5) 



Cheap control problem with delay 187 

P ( T ) = 0 , Q ( T , T ) - 0 , i?(T,T,^) = 0, (3.6) 

Q{t,-h) = P{t)AN, R{t,-h,e)^A'pfQ{t,9), R{t,T,-h) = Q'{t,T)AN. 
(3.7) 

Here, Sg = e^'^BM^'^B , D = diag(i:'a;, Dy), 5{-) is the delta-function. 
For a given e > 0, problem (3.3)-(3.7) is very complicated. Moreover, if 

e —» 0, it becomes an ill-posed one and, therefore, much more difficult. 
In this paper, an approach to constructing a suboptimal state-feedback control 

for this problem is proposed. This approach directly uses the singular pertur­
bation nature of the OP, and it does not require to solve problem (3.3)-(3.7). 

The suboptimal control is constructed in four stages. At the first stage, the 
OP is transformed equivalently to a control problem with singularly perturbed 
dynamics and e-free cost functional. At the second stage, the resulting (trans­
formed) problem is decomposed asymptotically into two much simpler e-free 
subproblems, the slow and fast ones. At the third stage, based on the optimal 
feedback controls of the slow and fast subproblems, a composite state-feedback 
control for the transformed problem is designed. Finally, at the fourth stage, a 
suboptimal control for the original problem is obtained based on the composite 
control of the transformed system. 

4. Transformation of the OP 

By the control transformation 

u{t) = {l/e)v{t), (4.1) 

where v is a new control, (2.4)-(2.6) becomes 

N 

dx{t)/dt = Y^ [Aiix{t - hi) + Ai2y{t - In)] 
i=0 

+ / \Gl{T)x{t + T)+G2{T)v{t + T)]dT, (4.2) 
J-h 

edy(t)/dt = £ \Y. [• î3a:(t - hi) + Ai4y{t - hi)\ 

+ y_JG'3(T)x(i + T) + G4(T)y(i + r ) ] d r | + t ; ( t ) , i G [ 0 , r ] , (4.3) 

J{v)= f [x'{t)D^x{t)+y'{t)Dyy{t)+v'{t)Mv{t)^dt^ mm. (4.4) 
/o 

In the sequel, (4.2)-(4.4),(2.2) is called the transformed problem (TP). 
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5. Asymptotic decomposition of the TP 

5.1 Slow subproblem 

The slow subproblem is obtained from the TP by setting there formally e = 0 
and redenoting a;, y, v and J by Xs,ys, Vs and Jg, respectively. Thus, one obtains 

N 

dxs{t)/dt = Y^[AiiXs{t - hi) + Ai2ys{t - hi)] 
i=0 

+ I [Gi{T)xs{t + T) + G2{T)ys{t + T)]dT, t e [0,T], (5.1) 
J-h 

v,it)=0, te[0,T], (5.2) 

Js{ys) = f [x',{t)D^Xs{t) + y'^(t)Dyy,{t)]dt -^ min, (5.3) 
Jo y" 

XS{T) = (PX{T), J/S(T) = (fyir), T G [-/i, 0); Xs{0) = ifoj;, (5.4) 

where ipx (T) and (fyir) are the upper and lower blocks of (^(r) of the dimensions 
n^r and r, respectively; (pox is the upper block of (po of the dimension n~r. 

The slow subproblem consists of equation (5.2) and the problem of minimiz­
ing the cost functional Js{ys) along trajectories of (5.1),(5.4). This problem 
is called in the sequel the reduced-order problem (ROP). In the ROP, ys is a 
control, i.e. this problem has time-delays in state and control. 

Due to [8], the optimal feedback control of the ROP exists, is unique and has 
the form 

yt[xs{t),xsh{t),ysh{t),t] = -D-^{[A'o2Ps{t) + Q's2{t,0)]xs{t) 

+ / [Ao2Qsl(t,T) + R,i{t,T,0)]Xs{t + T)dT 

rO , 

[Ao2Qs2{t, r ) + Rs2{t, 0, T)]ys{t + T)dT}, (5.5) 
-h 

wherea;,,,(t) = {a;s(t + r )Vr G [-/i ,0)}, ysh{t) = {ys( i+r)Vr e [-/i ,0)}, 
and Ps{t),Qsk{t,T),Rskit,T,0),{k = 1,2) and a matrix Rso{t,T,9) form 
the unique solution to the following set of Riccati-type functional-differential 
equations in il 

dP,{t)/dt = -Ps{t)Aoi - A'ojPsit) ~ Qsi{t,0) - Oli(i ,0) - Dx 

+[Ps{t)Ao2 + Q,2(t,0)]D-'[Ps(t)Ao2 + Qs2it,0)]', (5.6) 

{d/dt-d/dT)Qsi{t,r) = -Ao,Qsi{t,T)~P, 
•N-l 

J2 AnS{T + hi) + GI{T) 
i = l 
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- i ? 3 o ( t , 0 , T ) + [Ps{t)AQ2 + Qs2{tMDy\j(o2Qsl{t,T) + i ? l i ( t , T, 0 ) ] , 

~ i ? , i ( i , O.r) + [F,( i )^o2 + Qs2{t, 0)]Dy\Xo^Q,2{t, r ) + Rs2{t, 0, r ) ] , 

(5.7) 
i V - l 

Y.A,.25{T + hi)+G2{T) 
i=l 

{d/dt^d/dT-d/d9)Rso{t, r , 6̂ ) 
w-^a 
^ / i : i ( 5 ( r + /iO + G ; ( r ) 
i = l 

/ s i 

(5.8) 

{t,9) 

^s l ( i / 
w - i 
X]yl,l5(0 + /l̂ ) + Gl(0) 
i = l 

+[Ql i ( t , T ) ^ 0 2 + i? . i ( t , T, 0 ) ] D r i K 2 Q . i ( t , ^) + i? ; i ( t , e, 0)], (5.9) 

{d/dt~d/dT-d/de)Rsi{t,T,e) = 

r iv- i 

•iv-i 
^ A : l ^ ( r + /^i) + G ; ( r ) 
i = l 

;s2 {t,e) 

-Qsi{t,r) J2 A25{e + hi) + G2{6) 
Li=l 

-[Qli( i , r)Ao2 + i?si( i , T, Q)]D-\XQ^Qs2{t, 9) + i?,2(i, 0, 9% (5.10) 

r iv-i 
{d/dt-d/dT-d/d9)Rs2{t,T,9) = - ^ ^ ^ ( r + /I,) + G'^ir) 

i=\ 

Qs2{t,9) 

Qs2it,r) 
N-1 
Y, A^25{9 + h,) + G2{9) 

Li=l 

+[Q',2(t, T)AO2 + Rs2{t, T, 0)]Dy'[A'o2Qs2{t, 9) + Rs2{t, 0, e% (5.11) 

Ps (T) = 0, a f c ( T , r ) = 0, i ? . j ( T , r , 0 ) , (A; = 1,2; j = 0 , 1 , 2), (5.12) 

Q,k{t,-h)^P,{t)ANk, (fc = l , 2 ) , (5.13) 

i ? ,o ( i , - / ^ ,T) = A ^ l Q s l ( ^ , r ) , i ? , o ( i ,T , - / i ) = Ql i ( i , r )AAr i , (5.14) 

Rsi{t,-h,T) = X^^Qs2{t,T), Rsi{t,T,-h) = Q',^{t,T)Apf2, (5.15) 

i ? s 2 ( i , - / i , T ) - ^ ^ 2 Q . 2 ( t , T ) , Rs2it,T,-h) = Q',2{t,r)Am- (5.16) 

R E M A R K 1 Although set of equations (5.6)-(5.16), associated with the ROP, 
does not look like a simple one, it is essentially simpler than set (3.3)-(3.7), 
associated with the OP. The number of unknown scalar functions in the first set 
[2n^ + n — 2nr + r{r — l ) / 2 ] is much less that the one {2rfi + n) in the second 
set. Moreover, the first set is e-free and, therefore, it is well-posed. 
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5.2 Fast subproblem 

The fast subproblem is obtained as follows: (1) the slow variable x(-) is 
removed from equation (4.3) and performance index (4.4) of the TP; (2) the 
transformation of variables i = e^,yis^) = VfiO^'^i^O = ''^fiO^'^i^i^O) = 
£jf{vf{^)) is made in the resulting problem, where ^, j / / , Vf and Jj are new 
independent variable, state, control and cost functional, respectively. As a 
result, one obtains the problem 

r N 
dyfiO/d^ = £ ^ A4yf{^ - hi/e) + / G4(T)j//(.e + T/£)di 

(5.17) 

Jfivf) = £ \ysiODyyfii) + v'f{£,)Mvf{^)]di - . mill. (5.18) 

Now, neglecting formally the term with the multiplier s in (5.17) and replacing 
T/e by +oo in (5.18) yield the fast subproblem 

dyf{0/d^ = f / ( 0 , (5.19) 

Jfi^f) = j ^ [yfiODyVfiO + VfiOMvfiOn - min. (5.20) 

Due to [9], the fast subproblem with a given initial value yf{0) of the state 
variable has the unique optimal state-feedback control 

^ / b / ( 0 1 = -M-'PfyfiO, (5.21) 

where Pj is the unique symmetric positive definite solution of the algebraic 
Riccati equation 

PfM-^Pf -Dy=0. (5.22) 

Moreover, the optimal trajectory y/(^) satisfies the inequality 

WyfiOW < aexp(-/?O||?//(0)| |, C > 0, (5.23) 

where a > 0 and /? > 0 are some constants. 

6. Composite control for the TP 

The design of composite control for problem (4.2)-(4.4),(2.2) consists of two 
stages. At the first stage, the auxiliary control is constructed 

Va[xit),y{t),x,,{t),yh{t),t] ^ Vs{t) + v}[y{t/e)l (6.1) 

where y{t/e) is defined as follows 

y{t/e) = y{t) - y*[x{t),Xh{t),yh{t),t], yn{t) = yh{t) - y/hit/e), (6.2) 
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yfh{t/6) = {yf{(t + T)/e) Vr e [-h, 0)}, 2//(0 = 0 V^ < 0. (6.3) 

By substituting (6.2)-(6.3) into (6.1), one has after some rearrangement 

Va[xit),y{t),Xhit),yh{t),t] = -M~^Pf{y{t) 

+D;'liA'o2Psit) + Q'At,o)Mt) 

+ / iAo2Qslit, r ) + i ? , ! {t, T, 0))x{t + T)dT 
J-h 

{^Q2Qs2{t, r) + Rs2{t, 0, T)){y{t + r) - yf{{t + T)/e))dr]}. (6.4) 
-h 

Expression (6.4) for Va[-] contains 2//(-)- At tlie second stage, using (5.23) 
and the limit process for e -^ 0, we eliminate the term depending on yf{-) 
from (6.4). Thus, we obtain the composite state-feedback control for system 
(4.2)-(4.3),(2.2) 

v4x{t),y{t),Xh{t),yh{t),t] = -M~^Pf{y{t) 

+D-'{{A'o2Ps(t) + Q's2(t,0)Mt) 

+ / {Ao^Q.iit, T) + i?,i(i, r, 0))x(t + T)dT 

J-h 
0 , 

{Ao2Qs2{t, r ) + R,2{t, 0, T))y{t + T)dT]}. (6.5) 
-h 

7. Suboptimal control for the OP 
By using (4.1) and (6.5), one obtains the state-feedback control for (2.4)-

(2.6),(2.2) 

Uso[x{t),y{t), Xh{t),yhit), t] = e~'^Vc[x{t),y(t), Xh{t), yh{t), t]. (7.1) 

Let J^° be the value of the cost functional in (2.6) obtained by employing the 
control Uso[-] in system (2.4)-(2.5),(2.2) in the case V3(-) e L'^[-h,0;E'^],v/hi\e 
J^2 be such a value in the case ip{-) G I/°°[-/i, 0; i?"]. Let J*i and J*2 be the 
optimal values of the cost functional in the OP corresponding to the first and 
second cases of ifi{-), respectively. 

THEOREM 2 There exists a positive number SQ, such that, for all e 6 (0, eo]. 
the following inequalities are satisfied: 
0 < J|i° - J,*i < a£3/2[||^o|| + ||(^(.)|{^.]2, 

0 < J!^ - J*2 < ae^iyoW + M-)\\L^?, 
where a > 0 is some constant independent ofe. 
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8, Example 
Consider the scalar cheap control problem 

dy{t)/dt = y{t) + 2y{t - 0.5) + u{t), (8.1) 

J^{u) ^ / [y^{t) + e'^u^{t)]dt -^ min (8.2) 
Jo « 

subject to each of the following versions of the initial conditions 

y(T)=v3l(T) = |T + 0.251|-l/^ r e [-0.5,0); y(0) = (̂ o = 1-5, (8.3) 

y(r) = <^2(T) = T+ 1.41, T e [-0.5,0); y(0) = v?o = 1.5. (8.4) 

It is seen that (/?i(-) £ i2[_o.5^0; i;^], while </?2(-) £ -L°°[-0.5,0; S^]. 
Due to Section 3, the optimal control for (8.1)-(8.2) with (8.3) (or (8.4)) is 

K[y{t),yo.5{t), t] = ~e-^[P{t)y{t) + / Q{t, T)y{t + r)dt], (8.5) 
i-0.5 

where yo.b{t) = {y{t + T)\/T e [-0.5,0)}, and P{t),Q{t,T) along with a 
function R{t, r, 9) form the unique solution of the following set of Riccati-type 
functional-differential equations in the domain O = {(f,r,^) : t S [0,2],T e 
[--0.5,0], 616 [-0.5,0]} 

dP{t)/dt = - 2 F ( t ) - 2Q{t, 0) + e-^P^j-^) _ i^ p(2) = 0, (8.6) 

{d/dt - d/dT)Q{t, r ) = [e~2p(i) - l]Q(i, r ) - R{t, 0, r ) , Q(2, r ) - 0, 
(8.7) 

{d/dt-d/dT-d/de)R{t, r, 6) ^ e-'^Q{t, T)Q{t, 9), R{2, r, 9) = 0, (8.8) 

Q(i , -0 .5) = 2P(i), P ( i , - 0 . 5 , T ) = P(<,T, ^0.5) = 2Q(t,T). (8.9) 

Although all equations of this set are scalar, its solution is a complicated task, 
especially, for e -^ 0. 

Let construct the suboptimal control for (8.1)-(8.2). By control transforma­
tion (4.1) in (8.1)-(8.2) and asymptotic decomposition of the resulting (trans­
formed) problem, one obtains the slow subproblem, which consists of the equa­
tion t;s(t) = 0,i e [0, 2] andtheROP/Q^y^(t)dt -^ miny^ yielding the solution 
y*{t) = 0, i e [0,2]. The fast subproblem is the scalar version of (5.19)-(5.20) 
with Dy — M — 1 yielding the optimal control f}[y/(0] ~ "VfiO- Us­
ing these solutions of the slow and fast subproblems, and (6.5) and (7.1), we 
obtain the simple analytical memoryless expression for the suboptimal control 
Uso[y{t),yo.5{t),t] = -e-^y{t). 

Let J* J,, {k = 1, 2) be the optimal values of the cost functional in (8.1 )-(8.2) 
with initial conditions (8.3) and (8.4), respectively. Let JJ"^, (/c = 1, 2) be the 
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values of the cost functional in (8.2) obtained by employing Uso\-] in (8.1) with 
initial conditions (8.3) and (8.4), respectively. In the following table, these 
values are presented for some values of e. 

Table 1. Values J*i, J^l and J*^, J^i 

e 
Jk 
JSO 

- ' e l 

j ; 2 

js 

0.1 
0.434 
0.562 
0.346 
0.404 

0.08 
0.311 
0.383 
0.256 
0.287 

0.06 
0.202 
0.243 
0.177 
0.192 

0.04 
0.122 
0.136 
0.109 
0.114 

0.02 
0.054 
0.057 
0.050 
0.051 

By using Table 1, the following inequalities are obtained: 
JSO -J*2 < 0.68e2[| |(^o|, W2\\L° 
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DIFFERENTIABLE LOCAL BARRIER-PENALTY 
PATHS 

C. Grossmann ^ 
TUDresden, InstitutfiirNumerischeMathematik, D-01062 Dresden, Germany, grossm@math.tu-
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Abstract Perturbations of Karush-Kuhn-Tuckerconditions play an importantrole forprimal-
dual interior point methods. Beside the usual logarithmic barrier various further 
techniques of sequential unconstrained minimization are well known. However 
other than logarithmic embeddings are rarely studied in connection with Newton 
path-following methods. A key property that allows to extend the class of meth­
ods is the existence of a locally Lipschitz continuous path leading to a primal-dual 
solution of the KKT-system. In this paper a rather general class of barrier/penalty 
functions is studied. In particular, under LICQ regularity and strict complemen­
tarity assumptions the differentiability of the path generated by any choice of 
barrier/penalty functions from this class is shown. This way equality as well as 
inequality constraints can be treated direcdy without additional transformations. 
Further, it will be sketched how local convergence of the related Newton path-
following methods can be proved without direct applications of self-concordance 
properties. 

keywords: Perturbed KKT-systems, general barrier-penalty embedding, dif-
ferentiable path, path-following methods, interior point methods 

1. Barrier/penalty functions and primal-dual paths 
Barrier/penalty methods and its path-following variants form an important 

class of numerical methods for constrained optimization problems via a fam­
ily of unconstrained ones (cf. [2], [8], [9]). While large classes of classical 
barrier/penalty methods are well studied already in [3] path-following methods 
mainly restrict to log-barrier terms. The aim of the present paper is to provide 
a convergence concept for a wide range of path-following Newton methods un­
der strong regularity assumptions. The concerning results are derived in detail 
in [5]. In addition, following [6] for the log-barrier method we discuss the 
relaxation of the LICQ regularity assumption by MFCQ. In this case we show 
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that the study of the behavior of the log-barrier method applied to a locally 
linearized problem provides full information upon the convergence properties 
of the approximated duals of the original nonlinear problem. 

Considered are nonlinear programming problems 

f{x) -^ min ! 

s.t. a; e G := { a; 6 i?" : gi{x) = 0, i e I^, gi(x) < 0, z G /«} , 

where 
I<^ := {l,...,q}, I^ := {q + l,...,m}, I ~ P U I^ 

and f, Qi : BP- -^ R, i e I denote twice Lipschitz continuously differentiable 
functions. Let abbreviate g : K^ ~* R"^ with g — {gi,..., gmY "̂"̂  

Gg ~ {x e i?" : gi{x) = 0, i G 7^}, G° := {x G R"" : gi{x) < 0, i G r } . 

Problem (1) is supposed topossess some local solution x* G G that satisfies the 
linear independence constraint qualification (LICQ). In particular, this implies 
that a uniquely defined multiplier vector y* G R^ exists such that the KKT-
conditions 

9i{x*) < 0, Vi* > 0, i G 7", v*'^g{x*) = 0. 

hold. In addition to LICQ we assume strict complementarity, i.e. 
y^ j^ 0 <=> i e IQ and that x* satisfies the well-known second order suf­
ficiency condition. Here denotes IQ := 7o(a;*) := {i G 7 : gi{x*) = 0 } . 
Further, let V^;!/, V^^.^ be the partial gradient and Hessian, respectively, of 
the Lagrangian L. Taking into account strict complementarity second order 
sufficiency condition simplifies to (2) and 

v'^Wl^L{x*,y*)v > Q \JveR", Vgi{x*fv = 0,ieIo,v^O. (3) 

Further, we notice that LICQ also implies Gg n G° 7̂  0 which allows to 
apply classical barrier methods locally to all the inequality constraints of the 
optimization problem (1). 

In barrier/penalty-methods the constraints of the original nonlinear program­
ming problem (1) are incorporated into the objective in such a way that violations 
of the constraints are asymptotically avoided by extra costs. Instead of problem 
(1) we consider the related unconstrained auxiliary problems 

F{x,s) := f{x) + Yl (t)i{gi{x),s) -* min ! 

s.t. a; G i?s := { x G i?" I 4>i{9i{x),s) < -|-oo, i G 7}. 
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Here (j)i{-, •) : Rx i?+_|_ —^R,i£l, denote barrier/penalty-functions which 
depend upon the barrier/penalty-parameter s > 0. Let 

R+ := {te R: t>0}, R++ := {t e R : t > 0}, i? := i?U{+oo}. 

To ensure differentiability of the local path throughout this paper we assume that 
for any s > 0 the barrier/penalty-functions ^j(-, s) : i? —+ i? are differentiable 
in dom (/'i(-, s) and satisfy 

— 0i(t,s) = ^ J - j \/te dom (pi{-,s), s>0, (5) 

with some ^Ji : R -^ R, i e I^, i^i : R-^ H, i e T, iJi ^ 0, i e I. The 
functions Tpi we call the generating functions for the barrier/penalty-method. 
The relation (5) between barrier/penalty-functions and their generating func­
tions was proposed in [4] for path-following algorithms applied to inequality 
constrained problems. 

REMARK 1 The same structural assumption (5) was considered by Auslender 
et. al. [1] for saddle point problems. The following supposed properties, 
however, differ from those made in [I] due to our goal to establish convergence 
of path-following Newton methods. 

Assumed properties for ipi, i e I'^ : 
Ul: doxnipi = {—oo, di) with some di e R and lim ipi{r) = -|-oo. 

U2: ipi : R -^ R convex, differentiable in dom xl)i with ip[ locally Lipschitz 

WiiPi) - i^[{p2)\ < Li{r)\pi -p2\ ypi, P2<r<di 

and 

1 1 

Pi P2 

with some nondecreasing Li(-), L2{-) : R++ -^ R++-
\]3'. ijj'Ar) > 0 Vr S Aormpi, lim tpi{r) = Q, lim r"^ip'Ar) exists 

r—»—oo r—*—oo 

and is finite. 
Assumed properties for V'i, i e I^ : 

Gl: doTaipi = R, R = •(/'i(dom?/),). 
G2: ipi differentiable with V'i locally Lipschitz continuous 

li'Kpl) ~ ^^''^ip2)\ < L3{r)\pi-P2\ V | ; 9 I U P 2 | <r 

with some nondecreasing Lz{-) : R++ -^ R++-
G3: ip'iir) > 0, WeR and tpi(r) ^ 0 = » ipUr) > 0. 

mpi)^^'i{p2)\<L2ir) y Pi, P2<r < minjO, d j . 
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Examples for generating functions are: 

[ +00 , if r > di, 
in case dj = 0: p = 1 log-barrier, p = 2 Fiacco/McCormick's SUMT; 
otherwise shifted version. 

• 'i/'i(r) := maxP~^{0, r } , r G R, 
p>2 corresponds to p-th order penalty function. 

• i'iir) = exp(r), r e R 
exponential penalty. 

• t/Jiir) = sign(r)|r|P~^, r e R 
with fixed p > 1, (penalty for equality constraints). 

We notice that strict complementarity, LICQ and the second order sufficiency 
conditions guarantee that the wanted minimizers of F(-, s) can be characterized 
by the necessary and sufficient local optimality condition 

x{s) e B, : Vf(x{s)) + Y.y^{s)Vg^{x{s)) = 0 
iei 

with the so-called barrier/penalty multipUers yi{s) := tpii^^y^)- The main 
result concerning stability behavior of the specific perturbation of the KKT-
system is 

T H E O R E M 2 Under the made assumptions, there exist some s > 0, (5 > 0 
such that for any s S (0, s] the parametric system 

V/(a;(s)) + E Viis) '^9^{x{s)) = 0 
iei (6) 

yi{s) - ipi{gi{x{s))/s) = 0, z e / 

possesses a unique solution {x{s) ,y{s)) with x{s) £ i?<j D f/̂  (x*), and we have 

\\m{x{s),y{s)) = {x*,y*). 
s—>0+ 

With 
x(0):=x*, y{0)-y*, (7) 

the functions x(-), y{-) are continuously dijferentiable in (0, s], possess right 
sided derivatives at s = 0 and these derivatives are bounded for s -^ 0+. 

The proof of this theorem essentially rests on the implicit function theorem 
applied to the following perturbed KKT-system 

V/(a;(s,r)) + E y^{s,r)Vgi{x{s,r)) = r, 
i€lo 

sip~^{yi{s,r)) = gi{x{s,r)), i € IQ-
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For this the main property (see [5]) is the regularity of the matrix 

/ V^^L(x(s),y(s)) Vgi{x{s)) • • VgUx{s)) \ 

His) r-
^ / ( a iM£) ) )V5 i (a ; ( s ) f - s 0 • 0 

^^ (MM2))) vp2(a;(s)r 0 -s • 0 

(̂  ^/^ ( iU£M)) V5„^(x(s)^ 0 0 • -s 

for sufficiently small s > 0. 
As a direct consequence of Theorem 2 holds 

COROLLARY 3 Under the given assumptions there exist some constants SQ e 
(0, s] and c > 0 such that 

| |a ;(s)-x(t) | i < cAs~t\ 1 
V s , t e [ 0 , s o ] . (8) 

2. Log-Barriers Under Weaker Assumptions 

In this section we follow widely [6] and restrict us to inequality constrained 
optimization problems, i.e. to 

/ (x ) -^ min ! s.t. x e G ^ {x e K" : gi{x) < 0, i G / " }. (9) 

To this problem we apply log-barrier embedding and obtain the auxiliary prob­
lem 

F{x, s) •- fix) - s ^ \ni-giix)) -> min ! s. t. x G G°. (10) 

In contrast to the first part of the paper, now the regularity assumptions are 
relaxed as follows: 

(Al) X* is some local minimizer of (9). 

(A2) MFCQ is satisfied at X*, i.e., 

U° ~ {u e i?" : Vg^ix*)'^u < 0 Vi G /Q} 7̂  0. 

(A3) the strict complementarity condition w.r. to Y* holds, i.e., 

3j/* G y* with y* > 0 Vi G /Q. (11) 
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For a general study of regularity conditions and stability in nonlinear program­
ming we refer to [7]. 

Next we introduce a locally linearized problem and show that log-barrier 
methods applied to it behave asymptotically like log-barrier methods applied 
to the original problem. Let denote 

A:= {... Vgi{x*)... )ieio (column-wise) 

Related to x* with d = x — x* we study the locally linearized problem 

Vf{x*fd -^ min ! s.t. d E 7^(A), A^d < 0. (12) 

Here Tl{A) stands for the range of A. Notice that the point d* = 0 forms the 
unique solution of problem (12). Log-barriers applied to (12) yield the auxiliary 
problems 

<fs{d) = Vf{x*fd-s E H~Vgi{x*fd) - . min ! 
ie/o (13) 

s.t. d€D° = {de'JZ{A) : A'^d<0}. 

For these we have 

LEMMA 4 For any s > 0 problem (13) possesses a unique solution d{s). 
Further, there is a unique solution d* of the problem 

iS/o ^ ' 

and it holds d{s) — t^d* with some ts > 0 for all s > 0 as well as 
\\d(s)\\ = 0{s). 

THEOREM 5 The log-barrier method (13) yields for the barrier multipliers 
y{s) related to the solutions x{s) that 

—s 
yi{s) := , , , . ,. = iii, i G /o, (15) 

9i{x{s)) 
where 

1 Vf(x*)'^d* 
Ml := V7 r *\Tj*' ^ ^ -̂ 0 andd* solves (14). (16) 

Setting jii — Q'ii E Ii, 11 is a multiplier of the original problem (9). 

Next we study the nonlinear problem 

m 
F{x, s) = f{x) - s E ln(-5j(x)) ^ min ! 

i = l 

s. t. X e G^ := {x e -R"- : gi{x) < 0, i = 1 , . . . ,TO, ||x - x*|| < e}, 
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In addition to (Al), (A2), (A3) assume: 

(A4) Thie second-order optimality condition holds: 

u^Vl^L{x*,y)u > 0 for all yeY* and a\lueU*,u^O, 

where 

U* := {u : Vf{x*fu = 0, Vgi{x*fu < OVi G /Q} 

is the critical cone for x*. 

T H E O R E M 6 There are s > 0 and e > 0 such that for all s G (0, s), the func­
tion F{-, s) on G^ has a global minimizer x{s) which is the unique stationary 
point ofF{-,s) on G^. The associated multipliers y{s) converge to (j, given in 
Theorem 5 where 

dist((a;(s),y(s)),(a;*,y*)) < C*s withsome C* > 0, 

theHessianV'^F{x{s), s) is uniformly positive definite and x{-) is continuously 
differentiable on (0, s). 

3. Path-Following Primal-Dual Methods 
We consider the convergence of Newton's method applied to the complete 

primal-dual system (6). Unlike in primal methods its first part stabilizes the 
approximation of the duals. However, as in the primal approach system, (6) 
also becomes increasingly ill-conditioned as s -^ 0+. 

Let denote 

y 

the vector of all primal and dual components. Further, let T : Z ^> Z denote 
the mapping 

-(-'=( (̂1:1,) 
with 

T i ( ^ ) : = V , L ( x , y ) , T^iz, s)-.^ i^ {^-^^ - y. 

With these notations (6) can be written as the following parametric system of 
nonlinear equations 

T(z,s) = 0. (17) 

For a fixed barrier/penalty-parameter s > 0 a single Newton-step maps an old 
guess z e Z to a new approximate z e Z of the solution z{s) of (17) by 

T'{z,s){z~z)+T{z,s) = 0. (18) 
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Taking into account the structure of (6), the Jacobian has the form 

DB' -I 

with 
Q ••= Q{x,y):=Vi^L{x,y), 

B := B{x):=i\/gi{x),...,V9m{x)), 

D := !?(.):= diag{l^,'(^)}^^^. 
Since system (6) is increasingly ill-conditioned for s ^ 0+ an adapted analysis 
for the Newton system is required to obtain sharp error bounds. In connection 
with log-barrier interior point methods, self-concordance (cf. [8], [9]) forms 
a common tool. We apply a different approach (cf. [4]) that analyzes such 
ill-posed systems directly in the Euclidean norm. 

Let remark that in case of log-barriers we have ^ ( r ) = 1/r which allows to 
rewrite the second part as 

9i{x)yi - s = 0, i e I. 

A similar transformation is possible recommended if ipi is strictly monotone 
in domtpi. This transformation stabilizes the numerical process, but does not 
remove the generic asymptotic singular behavior of the system (17) for s -^ 0-1-. 

In path-following Newton methods for a fixed barrier/penalty-parameter 
Sk > 0, and known z^ e Z, we define the new iterate z^^^ G Z, by only 
one Newton-step, i.e. 

T'{z\ sfe)(z'=+i - z^) + T{z\ Sk) = 0 (19) 

and update the parameter by s^+i = j Sk with some 7 e (0,1). This yields 
the long-step version of a 

Path-Following Algorithm 

Step 1: Select parameters e, c, SQ > 0, and u e (0,1). 
Find a;° s Bgg such that 

l k° -^ ( so ) l i < cso. (20) 

Set k := 0. 

Step 2: Determine ẑ "*"̂  e Z via the linear system 

r{z\sk)d'' = -T{z\sk)) 
^k+l . ^ ^k _|_ ^k 

(21) 
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Step 3: If Sfc < e then stop. Otherwise set s^+i := v Sk and go to Step 2 
with k •.= k + 1. 

T H E O R E M 7 For sufficiently small SQ > 0 and c > 0 there exists some pa­
rameter V s (0,1) such that then the given path-following algorithm is well 
defined and generates iterates z-^ ^ Z that satisfy 

\\z''-z{sk)\\ < csk, & = 0 , 1 , . . . • (22) 

Furthermore, the algorithm terminates after at most k* := [ln(e/so)/ln(i^)] 
steps and the estimate 

\\z^' -z*\\ < {cL + c)e (23) 

holds, where ci denotes the Lipschitz constant from Corollary 3. 

For the proof as well as for further details we refer to [5]. 
To ensure a larger range of convergence the given path-following algorithm 

has to be endowed with an additional step size procedure in step 2, i.e. we apply 

with some a^ > 0 appropriately defined, e.g. by Armijo's rule. 
An additional stabilization can be obtained by the use of the available ap­

proximations of the Lagrangian multipliers. The basic idea rests on 

M—-—)«yi(s)^j/i, I el-

Taking into account gt{x*) = 0, i e IQ the generating function is modified by 

shifts to satisfy 
MO) = y^{s), i e /o. (24) 

Standard IP-methods like log-barrier do not allow this, but shifted methods that 
are also covered by the assumed properties of ipi do. 

Consider shifted log-barrier, i.e. 

,l,(r-\ — / ^/(di-r) , i{r<di, 
"^^^"^^•"1 4-00 , if r>di, 

In this case this leads to the update 

di = l/viis), i€lo, (25) 

with Jo approximately identified via the magnitude of yi(s). 

The case of shifted quadratic loss penalties 

tpi{r) — max{0, di + r} 

leads to 
di = yi{s), i & lo- (26) 

This is directly related to augmented Lagrangian techniques. 
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FOR SET SYSTEMS 
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Abstract The paper investigates stationarity and regularity concepts for set systems in a 
normed space. Several primal and dual constants characterizing these properties 
are introduced and the relations between the constants are established. The 
equivalence between the regularity property and the strong metric inequality 
is established. The extended extremal principle is formulated. 

keywords: nonsmooth analysis, normal cone, optimality, extremality, sta­
tionarity, regularity, set-valued mapping, Asplund space 

1. Introduction 

Starting with the pioneering work by Dubovitskii and Milyutin [2] it is quite 
natural when dealing with optimality conditions to reformulate optimality in 
the original optimization problem as a (some kind of) extremal behaviour of a 
certain system of sets. An easy example is a problem of unconditional mini­
mization of a real-valued function ip : X —> R. If x° G X one can consider 
the sets 0,% = epi (p = {{x,n) e X x R : ip(x) < n} (the epigraph of ip) and 
O2 = X X {/i : yU < ¥'(x°)} (the lower halfspace). The local optimality of a;° 
is then equivalent to the condition Oj n int Vt2 H Bp{x°) — 0 for some p > 0. 

Besides extremality, stationarity and regularity concepts for set systems can 
be defined in a natural way. Regularity properties of set systems are closely re­
lated to similar properties of multifunctions. They can play the role of constraint 
qualifications in optimization problems. 

The paper is organized as follows. Several primal constants characterizing 
the mutual arrangement of sets in a normed space are introduced in Section 2. 
Based on these constants the extremality, stationarity and regularity properties 
for the set system are defined. Two special cases are considered in Section 3: 
a system of convex sets and a system of (not necessarily convex) cones. In 
Section 4 two more primal constants based on comparing point-to-set distances 
are introduced. They give rise to another two regularity properties: the metric 
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Volume 202, Systems, Control, Modeling and Optimization, eds. Ceragioli, F., 
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inequality and the strong metric inequality. The latter one appears to be equiv­
alent to the regularity property defined in Section 2. Section 5 is devoted to 
the dual constants and dual criteria of stationarity and regularity. The extended 
extremal principle is formulated. 

Mainly standard notations are used throughout the paper. The ball of radios 
p centered at a; in a normed space is denoted Bp{x). We write i3p if a; = 0, and 
simply Bifx — Q and p = 1. If Q is a set then int O denotes its interior. 

2. Definitions 

Let us consider a system of closed sets fii, fi2> • • • ,^n{n> 1) in a normed 
space X with x° e Cii^i^i-

The following constant can be used for characterizing the mutual arran­
gement of sets Oi, ̂ 2 , . . . ,fln near x° ([9, 10]): 

6p[ni,...,nn](x°) = s u p { r > 0 : 
fi 

n i ? p ( x ° ) ^ 0 , V a , e i ? , } . (1) 

It shows how far the sets can be "pushed apart" while still intersecting in a 
neighborhood of a;°. Evidently 0p[fii , . . . , ^n]{x°) is nonnegative (and can be 
equal to -l-oo) and nondecreasing as a function of p. 

A slightly more general form of (0) can be of interest ([11]): 

6lp[0i, . . . ,rj„](wi,. . , ,cj„) = sup{r > 0 : 
n 

([^{n,~u)i~ai)){^Bp^%,'ia^eBr]. (2) 

This constant corresponds to the case when instead of the common point 
x° e n"^;^Oj each of the sets Jlj is considered near its own point Wj e fi,, 
i = 1,2, . . . , n. The sets do not need to be intersecting. It is equivalent to 
considering the system of translated sets Jli — wi, 5̂ 2 ^ <̂2> • • •, ^n ^ ^n 
near 0: 

0p[Oi, . . . ,O„](a; i , . . . ,w„) = 9p[Q.i - w i , . . . , r i „ - w„](0). 

If wi — UJ2 — ... •= ujn = x° then, of course, 

ep[Q.i, . . . ,Q,n]{iOi, . . . ,u;n) = 6p[9.i,...,nn]{x°). 

If (0) or (1) is positive more precise estimates of regularity/stationarity can 
be obtained based on using the "linearized" constants: 

e[n^,..., QnKxn = liminf Opini,..., f2n](x°)/p, (3) 
/o—»+0 

d[Ql,...,Q„]{u>i,...,U)n) = 

= liminf OplQi,... ,Qn]{^i, • • • ,^n)/P- (4) 
p-*+0 



Stationarity and regularity 207 

Finally, one can define one more limiting constant based on (4): 

e[ni,...,nn]{x°) - llminf 0[fii , . . . ,f i„](c^i, . . . ,w„). (5) 

The notation to -^ xva (5) means that w —> a; with a; e H. 
The constants (3)-(5) are in a sense derivative-like objects. (3) and (4) can 

be considered as analogs of the usual derivative, while (5) has some properties 
of the strict derivative: it accumulates information about local properties of the 
sets not only at a given point but also at all nearby points. 

All the constants (0)-(5) are nonnegative. When investigating extremality-
stationarity-regularity properties of the set system one needs to check whether 
the corresponding constant is zero or strictly positive. 

DEFINITION 1 The system of sets Hi, O2, . . . , 0„ is 

(i) extremal at x° if9p[fli,..., J7„](a;°) = 0 for all p > 0. 

(ii) locally extremal at x° if0p[Cli,..., 0„](a;°) = 0 for some p > 0. 

(Hi) stationary at x° ifO[ni,..., 0„](x°) = 0. 

(iv) weakly stationary at x° if9[Q,i,..., f2„](x°) = 0. 

(v) regular at x° ifO[Q.i,..., 0„](x°) > 0. 

PROPOSITION 2 (i) =» (H) => (Hi) => (iv) in Definition 1. 

Opposite implications are not true in general. 
The notion of (local) extremality of the set system was introduced (in a 

different but equivalent way) in [12], where dual necessary conditions were 
formulated. This result currently known as the extremal principle has had 
numerous applications to different optimization problems (see [13]). 

Conditions (iii) and (IV) give natural extensions of the notion of local ex­
tremality. Condition (iii) corresponds to the traditional concept of stationarity 
in optimization theory, while (iv) means that arbitrarily close to x° there exist 
points whose properties are arbitrarily close to the traditional stationarity prop­
erty. The first version of the weak stationarity property was defined (under a 
different name) in [6] (see also [7, 8]). 

Stationarity and regularity properties of set systems were considered in [10, 
11]. 

Regularity of the set system is a natural counterpart of the weak stationarity 
property. It is closely related to the metric regularity of multifunctions [4,5] and 
can be used e.g. when formulating constraint qualifications in mathematical 
programming. 
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The condition 9\VLI, ..., f2„] {x°) > 0 also defines a kind of regularity which 
is weaker than the one defined in part (iv) of Definition 1. It can be referred to 
as weak regularity. We will not use this concept in the current paper. 

The next proposition gives an equivalent definition of regularity. 

PROPOSITION 3 The system of sets Oi, U2, • • •, fin is regular at x° if and 
only if there exists an a > 0 and a 5 > Q such that 

n 

({^{ni^uJi^ai))^Bp^$ (6) 

for all p e (0, 5], ŵ  £ $7̂  fl Bs{x°), â  e Bap, i = 1,2,... ,n. 
0[f2i,. . . , ^n] {x°) equals to the exact upper bound of all such a. 

3. Stationarity and regularity of convex set and cone 
systems 

In the convex case, as one could expect, the concepts of extremality and local 
extremality coincide and appear to be equivalent to both stationarity and weak 
stationarity. 

PROPOSITION 4 (SEE [10]) LetVLi, D.2, • • •, f̂ n be convex. 

(i) IfOppi,..., 9.n]{x°) > 0 for some p>0 then 0p[ni,..., 0„](a;°) > 0 
for all p > 0. 

(ii) TTie function p -^ Op[i^i, • •. ,fln]{x°)/p, considered on the set of positive 
numbers, is nonincreasing. 

(Hi) e{^i, . . . , 0 „ ] ( X ° ) = SUp^>o ^pl^U •••, ^n]{x°)/p. 

(iv) e[ni,...,nn]{x°)^e\VLi,...,oj(x°). 
(v) (i) <» (ii) <4> (Hi) <^ (iv) in Definition 1. 

(vi) If int fii 7̂  0, i = 1, 2 , . . . , n — 1, then the first four conditions in Defi­
nition I are equivalent to 

n i n t O i n f i n = 0, (7) 

while condition (v) is equivalent to 

n-l 
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As it follows from part (v) of Proposition 4, under the assumption that all but 
one sets have nonempty interior, all defined above extremality and stationarity 
notions reduce in the convex case to the traditional condition (7). Note that the 
initial definitions make sense for convex sets even without the assumption that 
the sets have nonempty interior. 

PROPOSITION 5 ( S E E [10]) Letfli, 02, • • •, 0„ be cones, 

(i) IfiOi e rii, i — 1,2,... ,n, and p > 0 then 

ep[Q.i,..., O n ] ( w i , ...,LOn) = pO\[^l,- • .,0,n\{LO\/p, • . .,OJn/p)-

In particular, p -^ Op[Q.i,..., On](0) is positively homogeneous: 

0p[Oi,...,n„](o) = p0i[Oi,...,o„](o). 

(ii) IfuJi G Oj, i = \,2,. .. ,n, then 

6[Q.i,... ,f2„](wi,... ,iOn) = liminf 6ii[r2i,. . . ,0„] ( twi , . . . , tu;„). 

In particular, 6[Q,i,... ,O„](0) = Oi[VLi,... ,O„](0). 

(Hi) ^ [Oi , . . . , On](0) = infâ ĝHi 6i[Vli,... ,rLn]{uJi,..., a;„). 

(iv) Ifx° — 0 then (i) <^ (ii) <=> (Hi) in Definition 1 and these conditions are 
equivalent to 

ei[fii,...,O„](0) = 0. 

(v) The system of sets Q.\, O2, . . . , f2„ « weakly stationary at 0 if and only if 

inf 0i[Qi, . . . , f ]„](wi, . . . ,a ;„) = 0. 

(vi) The system of sets Oj, O2, . . . , n„ « regular at 0 if and only if there 
exists a > 0 such that 

d\[^l, • • • ,0.n]{uJi, . . . ,U)ri) >a VW, e fij. 

4. Metric inequality 
Some other approaches based on comparing distances can be used for char­

acterizing stationarity/regularity properties of set systems. Let d{-,-) be the 
distance function in X associated with the norm. We will keep the same nota­
tion for point-to-set distances. Thus, d{x, Vi) = inf^^gn \\x — u;|| is the distance 
from a point a: to a set Vt and d{x, 0) = 00. The following constant can be 
useful: 

•Ol^li,... ,0„](x°) = limsup d{x, P | Vti) I max d{x,VLi) 
! ! \<i<n t = l 

(8) 
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The "extended" division operation (•/•)o is used in (8) to simplify the defi­
nition. It makes division by zero legal. The formal rules are as follows: 

1 (a//3)o = a//3,if/3 7^0; 

2 (a/0)o = +00, i f a > 0 ; 

3 (a/0)o = ^oo, if a < 0; 

4 (0/0)o = 0. 

The fourth rule is the most important one here. In the case x° e int n"^j 0^ 
it automatically leads to ^ [ f i i , . . . , 17„](x°) = 0. Otherwise, all the points 
X G n"_jOi can be ignored when calculating the value of the upper limit in (8). 

The "strict" version of (8) looks a little more complicated: small perturba­
tions (shifts) are applied to the sets. 

7?[f2i,..., f̂ „] (a;°) = lim sup 
X—^X^ 

xi-^a 

' ' 1 < ' i '< ' 'n l < i < n 
1 = 1 ~ 

(9) 

When investigating the properties of set systems it can be important to know 
whether the corresponding constant (8) or (9) is finite. 

PROPOSITION 6 The following assertions hold: 

(i) t9[0 i , . . . , D,n]{x°) < oo if and only if there exists a P > 0 and a 5 > 0 
such that 

n 

d{x, nni) <I3 max d{x, Q^) (10) 
1=1 

for all x e Bs{x°). 
i9[0i , . . . ,Qn]{x°) coincides with the exact lower bound of all such p. 

(ii) iJIOi, . . . , fln\{x°) < CO if and only if there exists a /? > 0 and a5 > 0 
such that 

n 

d{x, P I {Q,i — Xi)) < P max d{x -\- Xi, fi,) (11) 
I ' l < i < n 
1 = 1 

for all X e Bs{x°), Xj G Bg, i = 1,2,. . . , n. 

'd[fli,..., 0„](x°) coincides with the exact lower bound of all such p. 

The condition formulated in part (i) of Proposition 6 is equivalent to the 
regularity condition known as the metric inequality [3, 4, 16] (some authors 
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consider the sum of distances instead of the maximum in the right-hand side of 
(10)). The condition in part (ii) can be considered as the strong metric inequality. 
If (10) is vahd for all x then the system of sets is said to be linear regular [1,15]. 
This property is important when investigating convex optimization problems. 
One can consider some other regularity properties of set systems with interesting 
relations to Unear regularity (see [15]). 

(11) is certainly stronger than (10) even in the convex case. Take for instance 
Vli = VL2 = {{x,y) e R^ : V ^ 0}. Then (10) holds true for all x (with /3 = 1) 
while (11) does not. 

The next theorem proved in [10] gives the relation between (9) and (5). It 
allows to use (9) for characterizing stationarity and regularity properties of set 
systems. 

T H E O R E M 7 i9[r2i,..., f7„](x°) = l / ^ [ r ] i , . . . , 0„](2;°). 

COROLLARY 8 The system of sets Oi, Q.2, • . . , firi is regular at x° if and only 

It follows from Corollary 8 that regularity of a set system implies the metric 
inequality. 

5. Dual criteria 
The stationarity and regularity properties of set systems were defined above 

in terms of primal space elements. When the sets are closed these properties 
admit some dual characterizations in terms of "normal" elements. 

Let X* denote the space (topologically) dual to X and (•, •) be the bilinear 
form defining duality between X and X*. Recall that the (Frechet) normal 
cone to a set O at x° G O is defined as 

N{x°\n) =\x* &X* : limsup ^^*'^ ~ ^°^ < 0 i . (12) 
V. x~^x° ) 

In the rest of the section the sets f^i, ^2, • • •, ^n are assumed closed. 
Define a "dual" constant: 

ri[Q,i,... ,Q,n\{x°) = lim inf E<ii/Eii<i 
i = i / i = i 

x*eN{xi\^^), XieVLir\Bs{x°),i^l,...,n\. (13) 

Another "extended" division operation (•, •)^ is used here. It differs from the 
(•, •)o operation, which was used in (8), (9), in the fourth rule definition: 
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4. (0/0)oo = oo. 

This allows one to exclude the case a;* = a;2 = • • • = x* = 0 when calculating 
the exact lower bound in (12). If this is the only case {x° G int n"^i fii) one 
automatically gets ri[Q,i,..., n„](x°) = oo. 

Using(12)onecandefine(akindof)stationarityforthesetsystemr2i, O2, • • •, 
. . . , f2„ by the condition r/[fii , . . . , f2„](a;°) = 0 while the inequality r7[0i,. . . 
. . . , 0„](x°) > 0 can be considered as a regularity condition. As it follows 
from the next proposition the dual stationarity condition can be considered as 
some generalization of the separation property (for nonconvex set systems). 

PROPOSITION 9 (i) r][Q.i,..., f2„](x°) — 0 if and only if for any 5 > 0 there 
exist elements 

uji e ninBs{x°), X* G N(uJ^\n,), i = l , 2 , . . . , n , 

such that 

x:i i<i i=i , \\f^x*\\<5. 

(ii) ri[fli,..., r2„](x°) > 0 if and only if there exists a 7 > 0 and a 5 > 0, 
such that 

n n 

^x*|| >^Y.\\x* 
i = l 1=1 

for all X* e N{xi\Q,i), Xi e Ô  n ^^(x"), i = 1,. . . , n . 
r;[f2i,..., 0„](x°) equals to the exact upper bound of all such 7. 

The relation between primal and dual stationarity/regularity conditions is 
given by the next theorem. 

THEOREM 10 ( S E E [9]) (ij ^[f i i , . . . ,n„](x°) < 77(^1,... ,0„](x°). 
(ii) IfX isAsplund and ^ [Oi , . . . , 0„](x°) < 1 then 

, [ 0 , . . . , 0 . ] ( x ° ) < ^[^^ '•••-^»](-°) . (14) 
^ ^̂  ^ - l - ^ [ O i , . . . , 0 „ ] ( x ° ) 

COROLLARY 11 rjl^li,..., r2„](x°) = 0 then the system of sets Qi, Q2. • • •, 
flji is weakly stationary at x°. 

(ii) If X is Asplund then the Extended extremal principle is valid: 
The system ^i, O2. • • •, fin is weakly stationary at x° ifandonlyifri[fli,..., 

. . . ,n„](x°)=0. 

Due to Proposition 2 it follows from the second part of Corollary 11 that in 
the Asplund space setting the equality r][Cli,..., f2„](x°) = 0 is a necessary 
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condition of local extremality of the set system. This result first proved in 
[12] for spaces admitting an equivalent Frechet differentiable norm and then 
extended in [14] to general Asplund spaces, is currently known as the Extremal 
principle [13,14] and is one of the main tools for deducing necessary optimality 
conditions in nonsmooth and nonconvex problems. 

Taking into account the extremal characterizations of Asplund spaces in [14] 
one can conclude that asplundity of the space is not only sufficient but also 
necessary for the Extended extremal principle to be valid. This gives another 
proof of the well known fact that, being a rather rich subclass of general Banach 
spaces (see [17]), Asplund spaces provide the appropriate framework for using 
Frechet normals and subdifferentials. 

THEOREM 12 The following assertions are equivalent: 

(i) X is an Asplund space, 

(ii) The Extremal principle is valid in X. 

(Hi) The Extended extremal principle is valid in X. 
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INTRINSIC MODELING OF LINEAR THERMO­
DYNAMIC THIN SHELLS 

C. Lebiedzik ^ 
Wayne State University, Department of Mathematics, Detroit Ml USA, kate@math.wayne.edu* 

Abstract We consider the problem of modeling dynamic thin shells with thermal effects 
based on the intrinsic geometry methods of Michel Delfour and Jean-Paul Zolesio. 
This model relies on the oriented distance function which describes the geome­
try. Here we further develop the Kirchhoff-based shell model introduced in our 
previous work by subjecting the elastically and thermally isotropic shell to an 
unknown temperature distribution. This yields a fully-coupled system of four 
linear equations whose variables are the displacement of the shell mid-surface 
and the thermal stress resultants. 

keywords: Intrinsic shell model, dynamic thermoelasticity 

1. Introduction 

In this paper we continue the development of a Kirchhoff-based shell model 
using the intrinsic-geometric methods introduced by Michel Delfour and Jean-
Paul Zolesio [6, 5]. The aim of this method is to produce a coordinate-free 
version of the shell equations, in contrast to the classical equations which re­
quire explicit representation of the nonconstant coefficients. With the intrinsic 
approach, one can exploit the underlying geometry of the shell to derive equa­
tions in which the nonconstant coefficients are written in the form of tangential 
operators. This enables us to better modify and apply known techniques that 
were developed for use in the constant-coefficient case (flat plate models). 

In our previous work [ 2 ^ ] we have developed a linear dynamic model of the 
thin shell and shown several interesting stability/controllability results. How­
ever, as thermal effects are very important in many applications of engineering, 
we wish to include them in our shell model. We proceed in the development 
of a (linear) thermoelastic shell model based essentially on similar assump­
tions to those which are used in the derivation of classical linear thermoelastic 
plate models (see, e.g. [7]). As such, we subject the elastically and thermally 

*Paper written with financial support of the National Science Foundation under Grant DMS-0408565. 

Please use the following format when citing this chapter: 
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Volume 202, Systems, Control, Modeling and Optimization, eds. Ceragioli, P., 
Dontchev, A., Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), pp. 215-225. 
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isotropic shell to an unknown temperature distribution. Eventually this yields a 
fully-coupled system of four linear equations whose variables are the displace­
ment of the shell mid-surface and the thermal stress resultants. The form of 
these equations is familiar - in fact it looks very similar to a 'linear' version 
of the well-known Von Karman system [7]. However, it must be noted that all 
the operators are tangential operators and thus the curvature of the shell is very 
much in evidence. 

2. Preliminary Considerations 

In this section we present a brief overview of the oriented distance function 
and the intrinsic tangential calculus that forms the basis of our shell model. In 
addition, we introduce the set of hypotheses on the shell that will be in force 
for the rest of this paper. 

2.1 Overview of the intrinsic geometry 

In order to improve readability we here include a brief discussion of the 
oriented distance function and the intrinsic geometric methods of Delfour and 
Zolesio. Since by necessity this overview will lack detail, the reader is referred 
to [5, 6] for a definitive exposition on this topic. 

Consider a domain O C R^ whose nonempty boundary dO is a C^ two-
dimensional submanifold of E?. Define the oriented (or signed) distance func­
tion to O as h{x) = do{x) ~ dj(i\p{x) where d is the Euclidean distance from 
the point x to the domain O. In other words, 6(a;) is simply the positive or nega­
tive distance to the boundary dO. It can be shown that for every x G dO, there 
exists a neighborhood where the function V6 = v, the unit outward external 
normal to dO [6]. 

Consider a subset F C dO which will eventually become the mid-surface 
of our shell. We define the projection 'p{x) of a point x onto F as 'p(x) = 
X — b{x)Wb{x). Then, we define a shell Sh of thickness h as 

Sh{T) = [xeR': p{x) e F, i6(x)| < h/2} . (!) 

When F 7̂  dO, the shell Sh has a lateral boundary S/j(F) = {x e R^ : p{x) e 
T, \b{x)\ < h/2} where T = 5F denotes the boundary of F. A natural curvi­
linear coordinate system (X, z) is thus induced on the shell Sh, where the 
coordinate vector X gives the position of a point on the mid-surface F, and 
z € ( ^ | i I ) gives the vertical (normal) distance from the mid-surface. We 
also define the "flow mapping" T^{X) as T^{X) = X + zVb{X) for all X and 
z'mSh- The curvatures of the shell will be denoted H and K. These can be 
reconstructed from the boundary distance function b{x) by noting that at any 
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point {X,z), the matrix D'^b has eigenvalues 0, Ai, A2. The curvatures are 
then given by ii{D'^b) = 2H = Xi + X2 and K = A1A2 . 

Next, we mention briefly some useful aspects of the tangential differential 
calculus. Given / G C^(r), we define the tangential gradient Vr of the scalar 
function / by means of the projection as 

V r / - V ( / o p ) ( x ) | r . (2) 

This notion of the tangential gradient is equivalent to the classical definition 
using an extension F of / in the neighborhood of F, i.e. V r / = VF|p — ^u 
[6]. Following the same idea we can define the tangential Jacobian matrix of a 
vector function w G C^{T)^ as D^v = D{vop)\^ 01 {Drv)ij = (VrWj)j ,the 
tangential divergence as divrw = div(u op)|p , the Hessian i>p/of/ G C^(F) 
as D^f = I ? r ( V r / ) , the Laplace-Beltrami operator of / G C^iT) as A r / = 
divr ( V r / ) = A ( / o p)\^ , the tangential linear strain tensor of elasticity 
as er{v) = \ {Drv + *Drij) — e (f op) |p , and the tangential vectorial 
divergence of a second-order tensor A as divpA = div(^ °p)\r ~ divrAj . 
Using these definitions one can derive Green's formula in the tangential calculus 
[6]: 

/divr?;dF+ [{Vrf,v)dr^ f {fv,u)dT + 2 f fH{v,Vh)dT (3) 
r JT JT JT 

where v is the outward unit normal to the curve T. From [6, 5] we have that 
(Vrw, V6) = 0 and DrvVb = 0 by definition for any scalar w and vector v. 
In addition, if we consider a purely tangent vector v = vr, i.e. ( IT , V5) = 0, 
we can take the tangential gradient of both sides of this expression and derive 
that D^bvf + *DrfrV6 = 0. Finally, throughout this paper we will use 
(•, •) to denote the scalar product of two vectors and A..B to denote the double 
contraction of two matrices - i.e. A..B — tr{AB). 

2.2 Model hypotheses 
ASSUMPTION 1 We impose the following assumptions on the shell. 

(i) The shell is assumed to be made of an isotropic and homogeneous material, 
so that the Lame coefficients A > 0 and ^ > 0 are constant. 

(ii) The thickness h of the shell is small enough to accommodate the curva­
tures H and K, i.e. the product of the thickness by the curvatures is small as 
compared to 1. Asa consequence we shall drop terms of order equal or greater 
than 2 in the series expansions. 

(Hi) (Kirchhoff Hypothesis) Let T be a transformation of the shell Sh, and 
let e = (er,w) be the corresponding transformation of the mid-surface. In 
the classical thin plate theory named after Kirchhoff, the displacement vectors 
T and e o p are related by the hypothesis that the filaments of the plate ini­
tially perpendicular to the middle surface remain straight and perpendicular 
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to the deformed surface, and undergo neither contraction nor extension. In the 
intrinsic geometry we have T = e o p — 6( *£'ro^ V6) o p . 

(iv) We will assume the boundary T consists of two open connected regions 
To and Tj , with T = TQ U Ti and 0 = To n Ti. We will clamp the shell on 
To, and allow Tito be free. 

(v) The shell is assumed to be subject to an unknown temperature distribution 
T(X, t) which is measured from a reference temperature. The shell is assumed 
to be thermally isotropic, the change in r is small compared to the reference 
temperature TQ of the shell, and the thermal strain is assumed to be linear Thus 
the thermal strains of the shell are given by £^{T) = arl, where a is the 
coefficient of thermal expansion. 

We denote by e the transformation of the shell mid-surface and by ep and e„ 
the tangential and normal components of e in local coordinates. We define w 
to be the magnitude of the normal displacement. As such, we have that 

w={e,SJb), en=u)Vb, er = e - e„ . (4) 

The variable r denotes the temperature in the shell body, as measured from 
a reference temperature TQ, taken to be the absolute temperature of the body. 
Because of the assumptions of thinness of the shell and linearity of the ther­
mal strains (Hypothesis 1 (ii) and (v)), it is reasonable to suppose that the 
temperature varies linearly with respect the thickness of the shell, 

T = Tl O p + 6 T2 O p , (5) 

with Ti, T2 variables defined on the mid-surface of the shell F. Note that n 
corresponds physically to the thermal energy of stretching (membrane energy), 
whereas T2 corresponds to the thermal effect of shell bending. The final form of 
the equations of the shell will not involve n, but instead will naturally involve 
the thermal stress resultants 0 and (/?, defined as 

ip = an, e = aT2, (6) 

where a is the coefficient of thermal expansion. 
Here we list the following definitions and properties derived in [2]: 

LEMMA 2 The following strain-displacement relation holds for a shell mod­
eled in the intrinsic geometry under Hypothesis 1 (i)-(iii). 

e{T) = (er(er) + wD^b + Vper) ° P (7) 

- 6 (-er{D'^ber) + Cper + Srw + Grw + w{D'^bf) o p, 

where er is the tangential linear strain tensor of elasticity and 

Cru = ^{D'^b *Dru + DruD%) 
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VyU 

Grw 

{{DH u)<S)Vb + Vb® {D% u)) 

((V5 (g) VTW)D% + DH{VTW ® Vb)) 

2 , . . I * n 2 „ S^W = -{Df^W+ *D^W). (8) 

Cr and VT are Ist-order and 0-order operators, respectively, that in practice 
operate on a tangential vector u. Gp is a Ist-order operator, and Sr is the 
symmetrization of the Hessian matrix of a scalar function w (the Hessian matrix 
is not symmetric in the tangential calculus [6]). Define the space V 

V e e [H\T)\^ ^ H'^{V) ep = ID = TT-w = 0 on To 
ov 

(9) 

3. Thermoelastic shell model 

THEOREM 3 Define the following operator C acting on a matrix A: 

C{A) ^ Xti{A) I + 2^1 A, 

the expression x 
X = C'rer ~ £r{D 6er) 

(10) 

(11) 

^ , and 77 = ,ctro the parameters (5 = {X + ^ji)"'^, C, — /3{-r^fi + X), K ~ pcaii' 
Here p is shell density, c is specific heat, and AQ is thermal conductivity. 

Then, the displacement e S C([0, oo); V) and thermal variables 9, (p E 
C([0, oo); L2{T)) satisfy the following system of shell equations which holds 
onT X (0, oo); 

dttw - jArdttw + Apw + -divr(D^69tter) (12) 

-CAr6i - C(4ij2 - 2K)e - 2(1''^Hp + Pi(er) + Qtiw) = 0 

{I + j{D%f)dtter - Ph'^divrC{er{er)) + D^divrCix) (13) 
~diYr{D'^bC{x))] + C(divr(I?^66') - DHVrO) + C7"^Vr<^ 

P2{'w) + Q2ier) = 0 -^D^Wrdttw 

where P\ denotes coupling terms and Qi denotes lower order terms in the plate 
equation; and P2, Q2 in the wave equation: 

Pi(er) = /3[2Ai/7-Mivrer + 2/L<7~Hr(Z326er(er)) 

-2fj,{{D'^bf..D^b, er) + 2/Lidivrdivr(x) + 4:ijHtr{D%er D%) 

- A A r ( 2 V r i / , er) - A(4if2 - 2K){2VrH, er) 
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Qi{w) = PlkjW + 4ijdwr{{DHfVrw) + XAr{{4H'^ - 2K)w) 

+2ijdwrdivr{iDHfw)+2fidivr{KVrw)+X{AH^-2K)Arw] 

+2fitr{Srw{DHf) + A^iHti{{DHfw) 

-P2H = /3[-2A7-^Vr(Ftw)+2/i7-idivr(wD^6) 

+A2Vri?(Arw - (4ff2 _ 2K)w) - 2ii{D'^bf ..D^bw] 

~-2fidivr{D'^bSrw) + 2fiD'^bdivr{Srw) 

Q2{er) = ^2f]fij-\Ker + 2{D^bfer) 

The thermal variables ip and 9 satisfy the following coupled heat-like equations: 

1 
— I 

K 

1 

'-dt^ - Ar¥5 - 2He + r]{2HdtW + divr^ter) = / i (14) 

-dtO - Ar6i - vi^rdtw + tx{Crdter) - divriD^bdter) (15) 
K 

+ (4^2 ~ 2K)dtw) = /2 

where fi and f^ represent heat sources or sinks. We have the following free 
boundary conditions on Tj x (0, co); 

(C{w D% + £r(er)) - Cv' / ) • ^̂  = 0 

((A/3Vr, ti{Dher)) + A^i|3{DHfVTW + 2HI3KVTW - Vr(Arw;)j^ 

+{-f{DHdtteT-2Vrdttw)+2p,pBl{Crer - eT{D%er) + {D'^bf w),v) 

-(/3AVr((4if2 - 2K)w) ~ CVT9, V) + 2[iBlw = 0 

A/?tr(L>36er) + A / 3 ( 4 F 2 - 2K)w - Ari« - C6' 

+2/i/3((Crer - er(^^&er) + {DHf)v,v) + 2^i3B\w = 0 

(^,i/) = - A 2 ( 0 - ^ ) , (</?,z.) = A2(v?~<^) 

clamped boundary conditions on To x (0,00); 

a 
w = —w; = 0, er = 0, 6* = w = 0 (16) 

Here A2 is the coefficient from Newton's law of cooling, and 9 = afi , ip = af2, 
where f is the temperature of the external medium of the shell. 

Proof: Elastic Equations. We begin with tlie stress-strain relationships for a 
general shell body. Let T be a transformation of the body Sh- We have that the 
stress 

(J = es{T) - Ce''{T), (17) 

where e'^ denotes the thermal strain. By Hypothesis 1 (v), we can write that 
e'^ = oiT I, where r is the temperature and a is the coefficient of thermal 
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expansion. Next, we note that the body is assumed to be isotropic, so that 
C{A) = Atr(A) + 2^A where A and ji are the Lame coefficients. Finally, we 
use all this information to compute the potential energy 

~v [ t r(£(r))aT 
JSh 

JSh JSh I Sh JSh 

where A + | / i 

REMARK 4 At this point in the computation of the elastic energy, it is custom­
ary to impose the hypothesis of plane stresses: a..{Vb (S> V&) — 0 (which in 
local coordinates is denoted CT33 = Oj. As is well understood (see, e.g. [1]), 
this assumption implies a change of Lame coefficient A to jz^' while ji re­
mains unchanged. The same situation arises in the case of plates, we refer to 
[7] for further details. This modified expression for A is more in line with both 
experimental evidence and asymptotic models. This does not affect any of the 
mathematical arguments to follow, so the imposition of this hypothesis is left to 
the discretion of the reader. 

Let us denote £p — £p_e + £p,t^ with the elastic contribution to the potential 
energy £p^e given as calculated in [2] using Lemma 2 as 

Sp^e = h- \2Hw + divrerli^(r) + h/j J ti [(er(er) + D^bw + Vter) 

+ / i - ^ Arto + tr(Crer) - dWriD'^ber) + (4iJ^ - 2K) KJ 
2 \ V ^ W XV w V y l ^ ^ ^ j , ^ 

dT 'jji^h I tr STW + Crer - eriD'-ber) + Grw + w{D%f' ^ 

where 7 = f j ' ^ ^ compute the thermal contribution Sp^t explicitly from 
Lemma 2, the expansion of r (5), and the definition of ^p and 0 (6): 

h 

£p,t^'^ f ^<£{T))aT='^ (\ f t r ( e ( r ) ) a ( r i o p + 2T2op) (18) 

- 2 / _ ! lii^<siT))Oi op) o T,)Jiz) + {{ztx{e{T))e2op) o n)j{z). 

after using the Federer decomposition and a change of variable. Now, Hypoth­
esis 1 (a) allows us to say j{z) « 1; and noting that the functions p and Tz are 
inverses by definition and evaluating the 2-integral, we have 

£p,t ^ ~ j (divrer + 2Hw)<p (19) 

+ ~ f (Arw + tr(Crer) - divr{D^ber + (4//^ _ 2K)w)9. 
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Thus, collecting (17) and (19) gives the desired expression for the potential 
energy of the shell. For the kinetic energy of the shell we have, from [2] and 
the Kirchhoff hypothesis: 

£k = Y ^ | a t e r | 2 + |atw;|2 (20) 

phi 
2 Jr 

The kinetic energy of the thermal variables will be discussed later. 
Among all kinematically admissible displacements, the actual motion of the 

shell will make stationary the Lagrangian 

£(e) = / 4 ( e ) - £p,e{e) + £p,t{e) • 
Jo 

Note that we take the variation with respect to e only: ^C{e + ipe)\ = 0 . 

This results in the following weak form of the equations: 

/ \D^bdter\^ + \VTdtw\'^ + \D%dter - Vr9tw;|^ 

j [^p[2{dteT, dtev)T + 2ji{D^)dter, iD^b)dter)r 

-j(Vrdtw, {D%)dter)T 

-j{{D'^b)dteY, Vrdt'w)r + 2{dt'w, dtw)v + 2'y{\/rdtw, Vrdtw)r] 

2A7(Arw, Aru;)r + 4/^7 / tr((5rw + Grw){Srw + Grw)) 

+2A(divrer ,d ivrer ) r+ 4/Li / tr(£r(er)er(er)) 

-2/i(D^6 er, D'^b er)r + 4X{Hw, divrer)r 

+4A(divrer, Hw)r + 4/i(w, tr(er(er) D'^b))r + 4^(tr(er(er) D'^b),w)r 

+2Lfk^w, \ft^u))r + 2A7(divr(I?26er),divr(I?^6er))r 

+4/^7 / tr(£r(i>'^6er)£r(-D ^'e'r)) -2A7(divr(I?-^&er),tr(Crer))r 

^2A7(tr(Crer),divr(I?^6er))r + 2A7(tr(Crer), tr(Crer))r 

+4/Lt7 / tr(Crer Crer) - A^i-y / t r (Cre r£ r (^^^e r ) ) 

-4/^7 j t r (£r(D^6er)Crer) - 2A7(tr(£»^&er), Ari())r 

-2A7(Arw,tr(D35er))r (21) 

+4^7 / tr(Crer Syw) + 4^7 / t r (5rw Crer) 

-4/Li7 j t r(5rw£r(i5^^er)) - 4/i7 j tr(£r(D^6er)S'rW') 
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-2A7((4i:/2 _ 2K)w,tx{D^beT))r 

-2Xj{tr{D^ber), [AH"^ - 2K)w)r 

+2A7((4i?2 - 2K)w, Arw)r + 2Xj{Arw, [AH'^ - 2K)W)T 

+4/^7(w, tx{STw{DHf))T + Aii-i{ix{STw{DHf), W)T 

+2i'{tp, divrer)r + 4 '̂((/3, H w)r + 29^(9, Aru))r 

+2z?7(^, t r (Crer)r - 2i77(6i,divr(D^6er))r 

+2Dj{{AH'^ - 2K)0,w)r] dt = 0 

We integrate the expression (20) in order to derive the equations (12) and (13) 
of Theorem 3. These calculations are presented explicitly in [3], so we omit 
the details. We note that the regularity of the weak solution e is high enough 
to permit the necessary integration by parts to derive the strong form - this is 
proved in Proposition 4.2 of [3]. After this, inspection of (20) reveals that there 
are two fourth-order terms in w. The first, (Apw, A^w), will yield the required 
tangential biharmonic operator Ap in the strong form. However, the next term 
is also fourth-order, and we would Uke to combine the two in analogy to the 
case of plates, where the second term becomes the biharmonic plus a boundary 
integral. In fact, in [3] we show that 

I tT{{Srw + Grw){Srw + Grw))dT = f ArwArwdT 

+ [ {KWrw, Vrw) dT + 2 f {DHVTW, oHVyw) dT 

f d 
+ / (B}^w~w - Blww) dT 

Jr ov 

with BY and B^ being defined as 

B^w = -~{T ® T)..{Srw + Grw) 

Blw = {VT{{.T®V)..{STW + GTW)),T). (22) 

The operators B^ and By are simply the tangential versions of the same oper­
ators which appear in the modeling of Kirchhoff plates [7]. One can show this 
explicitly by choosing a local basis v = (^i, 1̂ 2); ''" = {—1^2,1^1) and substitut­
ing appropriately. The additional boundary operator B^ which appears in the 
free boundary conditions of Theorem 3 is given by 

BIA = dt{T, Av) + (divrA, v) = (Vr(T eg) v..A), r ) + (divr>l, v). (23) 

This operator comes from integration of cross-terms involving SYW. 
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Thermal Equations. Next, we must obtain the equations of motion for the ther­
mal variables ip and 9. Recall that r is the temperature of the body, measured 
from a reference temperature TQ. By combining Fourier's law of heat conduc­
tion, the entropy balance law, the second law of thermodynamics for irreversible 
processes, and using the fact that the change of temperature is small to linearize, 
we have the following equation for heat transfer in a three-dimensional isotropic, 
elastic body (see [7], p. 29, and [8], Chapter 1): 

(24) 
K a AQ 

with 

(25) 

where AQ > 0 is the coefficient of thermal conductivity (assumed to be constant), 
c is the specific heat, p is the density of the material, and H are heat sources 
and sinks inside the body. 

Recalling the definition (5), the equality (2), re-writing the thermal loads as 
H = Til o p + b'H2 ° p (justified again by the assumption that the change in 
temperature is small), and substituting gives 

A ( T I OP) + A ( 6 T 2 op) 9i(ri op + 5T2 op) 

- - 9 t ( d i v r e r + 2Hw) op + ^dt{b(Arw + t r (Crer) 
a a 

-dxyriDh er) + {4:H^ - 2K)w) o p) = - ^ ^ ^ - 5 ^ ^ . 
Ao Ao 

Expanding A ( 6 T 2 ° p) = bA{T2 o p) + T2 o pAb + 2(V5, V ( T 2 op)) and 

multiplying by a gives 

A{ip op) + bA{0op) + 2H9op + 2(V&, VO op) (26) 

dtif op-\-bO op) ~ ?y5t(divrer -h 2Hw) op + ridt{b (Arui 
K 

-htr(C'rer) - dWr{D^ber) + {iH'^ - 2K)w)op) = fiop + bf2op 

after defining / , = ^ ^ ^ - Notice that equation (26) is of the form Ap o p + 
bAs op = fi op + bf2 op where Ap denotes the thermal change due to the 
flexure of the shell, and AB the change due to bending of the shell. This gives 
us two coupled equations on the three-dimensional body: 

[(A - ~dt)bip + 2He]op + 2(V6, V9 o p) 

~rjdt{d\vr^T + 2Hw) o p = fi o p 
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(A dt)0 o p + T]dt{{Arw + t r (Crer) 

-divriD'^b ep) + (477^ _ 2K)w) o p) = /s o p . 

Restricting these to tlie midsurface gives immediately that 

ArVJ + 2H8 dtip - r7at(divrer + 2Hw) = / i 
K 

Are--dte-r]dt{Arw + t r (Crer ) -d iv r (D^6er ) + (4i72 ^ 2K)w)=f2 
K 

as desired, since (V&, Vr^) = 0. Finally, the boundary conditions on (/? and 9 
are given by Newton's law of cooling. 

T H E O R E M 5 (WELL-POSEDNESS) The thermoelastic shell model presented 

in Theorem 3 generates a CQ semigroup of contractions \ e > on the space 

n = H'^{V) X H]{T) X [H\T)f X [L2{r)f x L2(r) X L2{T) 

Therefore for initial data x° = [w^, w^,e^, e\, 6^, (j)^] G H, the solution 
x(t) = [w, dfW, er, dtCr, 9, 0] is given by x(f) = e^^'xP. 

Proof: Straightforward calculations show that A is maximal dissipative - that 
is, (AX, X)-H < 0 and (A*X, X)-H < 0 for all X GH. Thus, by the Lumer-
Phillips theorem, the system of equations (12)-(16) is well-posed. 
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DISCONTINUOUS CONTROL IN BANACH SPACES 

L. Levaggi^ 
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Abstract The application of state-discontinuous feedback laws to infinite-dimensional con­
trol systems, with particular reference to sliding motions, is discussed for linear 
systems with distributed control. Using differential inclusions a definition of 
generalized solutions for the discontinuous closed loop system is introduced. 
Sliding modes can both be defined as viable generalized solutions or by extend­
ing the equivalent control method to infinite dimensional systems. Regularity 
properties of the sliding manifold under which the two methods are equivalent 
are investigated. Then, a comparison between classical results obtained for finite 
dimensional spaces and properties of infinite dimensional sliding modes is made. 

keywords: Variable Structure Systems; Infinite Dimensional Systems; Slid­
ing Mode Control. 

1. Introduction 

Variable structure control methods and in particular sliding mode controls, 
are by now recognised as classical tools for the regulation of systems gov­
erned by ordinary differential equations in a finite dimensional setting. For an 
overview of the finite-dimensional theory see [21]. While being easy to design, 
they possess attractive properties of robustness and insensitivity with respect to 
disturbances and unmodeled dynamics. These characteristics are all the more 
important when dealing with infinite-dimensional systems. Recent research 
has been devoted to the extension of sliding mode control and therefore the use 
of discontinuous feedback laws, to the infinite-dimensional setting. The early 
works [14, 15, 17] were confined to some special classes of systems, but at 
present both theory and application of sliding mode control have been extended 
to a rather general setting [18, 16, 19]. In particular in [18] the key concept of 
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equivalent control is extended to evolution equations governed by unbounded 
linear operators that generate Co-semigroups. 

The application of a state-discontinuous feedback law brings about the ques­
tion of how to define what is the meaning of solution for the resulting closed 
loop. This issue becomes crucial for sliding mode control, since one seeks to 
constrain the evolution of the system to belong to the feedback discontinuity 
manifold. For ordinary differential equations the problem is solved by introduc­
ing Filippov solutions [4]. In the Banach space setting a generalised solution 
concept has been proposed in [10, 9] and a relationship between the equivalent 
control method and generalised solutions of infinite-dimensional systems with 
discontinuous right-hand side has been established, under some regularity as­
sumptions. In Section 3 these results are extended to a more general setting 
by requiring less stringent hypotheses on the interaction between the evolution 
operator and the sliding surface. This allows for more flexibility in the construc­
tion of the sliding manifold and this is of primary importance for application 
purposes. 

2. Generalized solutions for affine discontinuous 
control systems 

The setting of the paper is the following: we consider controlled differential 
equations of the form 

x{t) = Ax{t) + Bu{x{t)) 

where x is the state variable and u is the control variable. 

ASSUMPTION 1 The following conditions are assumed to hold: 

(i) A : X>(A) C X -^ X is the infinitesimal generator of a Co-semigroup 
K{t), t >0, on the reflexive Banach space X; 

(ii) U is a Banach space and B : U ^ X is a continuous linear operator; 

(Hi) u : V{u) C X ^> U is a densely defined function that satisfies the growth 
condition 

\\u{x)\\ < M\\x\\ +N, Vx G V{u) (2) 

for some positive constants M and N. 

Following [10, 9] we introduce the following multivalued function F 

F{x) =- P I CO BU{B{X, e) n V{u)), x € X, (3) 
e>0 
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where B{x, r) is the closed ball of center x and radius r. We call generalized 
solution of (1) a mild solution of the differential inclusion 

±{t) - Ax{t) e F{x{t)) 
x(0) = xo, ^ ' 

A continuous function x : [0,T] ^ X is called a mild solution of (4) if there 
exists g G L^{0, T; X) with g{s) G F{x{s)) for almost all s G [0, T] such that 

x{t) = K{t)xo + I K{t- s)g(s) ds, t G [0, T] 
Jo 

(see i.e. [22,2] and references therein for a discussion about mild solutions and 
existence theorems). 

THEOREM 2 [10] Ifu satisfies (2), F{x) is a non void, closed, convex and 
bounded subset of X for all x G X. Moreover, F is strongly-weakly upper semi-
continuous and locally bounded and therefore there always exist mild solutions 
of(4). 

In what follows, we will be particularly interested in the following class of 
solutions: if 5 is a subset of X and XQ G 5 a mild solution of inclusion (4) that 
satisfies x{t) G S for alH > 0 is called viable on S. 5 is a viable domain for 
(4) if for any XQ G 5 there exists a viable solution of the differential inclusion 
starting from XQ. A generalized viable solution of (1) is a viable solution of (4). 
The results by Carja and Vrabie in [2, 3] can be applied to our differential 
inclusion, so that we have necessary and sufficient conditions for the existence 
of viable generalized solutions. 

3. Sliding modes on linear sliding manifolds 
From now on the attention is restricted to a particular class of control func­

tions u. 

ASSUMPTION 3 Let Y be a Banach space, C : X -^ Y a continuous linear 
operator, C ^ 0 and V{u) = X \ 5, 5 = ker C. 

Thus 5 is a proper linear subspace of X, with void interior and 2?(u) is dense. 
A sliding mode is attained when, upon reaching the surface S, the state is 
henceforth constrained to remain (slide) on it. From the control view point the 
choice of C has to be done in such a way that, once the evolution is constrained 
on the sliding surface, the control goal is fulfilled. Let us suppose that S 
has been selected and the existence of the sliding mode has been proved (this 
can generally be done using Lyapunov-like techniques). Mimicking the finite 
dimensional case, an equivalent control can be defined as a feedback law that 
selects a constrained motion on S from those allowed by the system (1) with 
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XQ e S. As in the classical theory existence and uniqueness of such a control 
law is necessary for well-posedness (in some sense), we require it also in this 
context. Therefore it is assumed that 

ASSUMPTION 4 The operator CB : U --> CB{U) C Y is continuously 

invertible and X = S (B B{U) 

(observe that, since C is not given by the problem, but is a control tool this just 
poses restrictions on the construction of S, not on the class of control systems 
under consideration). Then define 

u, ,gq(x) := -{CB)-^CAx, \/x e S, (5) 

and call Q = B{CB)~^C, P = I - Q the projections on B{U) along S and 
vice-versa respectively. The projected equation obtained by substituting Ueq in 
(l) is 

X = (A - QA)x 
xiO) =xoeS. ^^ 

The above differential equation is well-posed in a "classical sense" (see [5] 
for a discussion about this issue) whenever the operator A — QA generates 
a strongly continuous semigroup K{t), t > 0 on S. The following result 
gives a condition under which the equivalent control method just described is 
meaningful and relate it to the generalized solutions of Section 2. 

T H E O R E M 5 Let S n 'D{A) be dense in S and suppose that Assumptions 1, 
3 and 4 hold. Suppose moreover that QA is a perturbation of Miyadera-Voigt 
type, i.e. that there exist io > 0 and g < 1 such that 

f " \\QAK{t)x\\ dt < q\\xl \/x G V{A). (7) 
Jo 

Then A = A — QA generates a Co-semigroup K{t), t > 0 on S. 
Moreover the trajectory on S obtained through the equivalent control method 
is a generalized solution of (I) viable on S if and only if Bueq{x) G F(x) for 
allx e SnV(A). 

P R O O F . Condition (7) assures that A — QA generates a Co-semigroup H{t), 
t > 0 on X by the perturbation theorem of Miyadera and Voigt (for a proof see 
for example [5], Section III.3.c). It is easy to prove that S is //(t)-invariant, 
so that the restriction K{t) of H{t) on 5 is a semigroup on S generated by A. 
The invariance of H{-) is equivalent to this property: there exists u) £ JR such 
that for any A > w one has n(X; A - QA)S c S ([20] Theorem 5.1 p. 121). 
If y = "T̂-CA; A — QA)x for some x e S, then Xy — Ay + QAy — x. Applying 
C we get XCy — 0, therefore y e S if X ^ 0 and thus A — QA is a generator 
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onS. 
For the second part of the proof, we need the following results: 

LEMMA 6 (COROLLARY 3.16 IN [5]) Let A generate the CQ-semigroupK{t), 
t > 0 on X and Q be a continuous linear operator such that QA satisfies con­
dition (7) for some IQ > 0 and q £ [0,1). Then the semigroup H{t), t > 0 
generated by A — QA satisfies 

H{t)x = K{t)x + f K{t~- s)QAH{s)x ds (8) 
Jo 

r'\\QAH{s)x\\ds<-^—\\x\\, (9) 
Jo 1 - Q' 

for all X G 'D{A), and any i > 0. 

LEMMA 7 ( T H E O R E M 4.8.3 AND COROLLARY 4.8.1 IN [1]) SupposeX 

is a reflexive Banach space and f : [0, T] —+ X is in L^(0, T; X). Then there 
exists a unique function x : [0, T] —> X which is weakly continuous and such 
that for each y G ̂ {A*) one has 

{x{t),y) ^ {xQ,y) + f {xis),A*y)ds+ f {f{s),y)ds, 0<t<T 
Jo Jo 

(10) 
and this function is given by 

x{t) = K{t)xo+ I K{t-s)f{s)ds. 
Jo 

Let us go back to the proof of the theorem. By the density assumption there 
exist a sequence {xn} in I?(A)n 5 such that Xn —> x. Setting2„(i) = K{t)xn, 
by (8) and (10) one has 

{zn(.t),y) ^ {xn,y) + / {z„{s),A*y)ds- / {QAzn{s),y) ds, 
Jo Jo 

for all t > 0 and y G V{A*). As K(t), t > 0 is a Co-semigroup it follows that 
||2;„(t) — z{t)\\ —> 0 uniformly on compact subsets of [0, +oo), therefore 

i im 
n—>+oo 

f {QAzn(s),y)ds = -~{z{t),y) + {x,y)+ I {z{s),A*y)ds. (11) 
Jo Jo 

For any i > 0 and any x the vector /Q ^ ( s ) x d s is in 'D[A) c V{A) and 
k{t)x — X = A JQ K{S)X ds, thus 

[\z{s),A*y)ds = {{A + QA) f z{s)ds,y) 
Jo Jo 

= {z{t), y) - {x, y) + {QA f z(s) ds, y). 
Jo 
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Combining the above results, by the density of T>{A*) it follows that 

t ft 
QAznis) ds-^QA z{s) ds, for all t > 0. (12) 

0 -'0 

Note that this just depends on the fact that ^ is a generator and a perturbation 
of A. Condition (9) will now be exploited to show that the above convergence 
holds also in the abstract Sobolev space VK̂ '̂  (0, T; X), thus proving the thesis. 
To simplify notations let fn{t) = /Q QAzn{s) ds and f{t) = QAJQ Z{S) ds 
for t > 0. Obviously /„ S AC{0, T; X) for any n and T > 0 by the absolute 
continuity of the Bochner integral. Moreover by (9), for T < to and any n, m 

Wfn - fm\\L\0,T;X) = / \\QAK{s){Xn " Xm)\\ ds < - l | a ; „ - Xm\\. 
Jo J- — 9 

Therefore {/4} is a Cauchy sequence in L^(0, T; X) and since this space is 
complete, there exists/i e L i ( 0 , r ; X ) such that/^ -> hmL^{0,T;X). Using 
the same arguments it is easy to see that {/„} is convergent in L^{0, T; X) and 
by (12) the limit has to be / . The only thing to prove now is that in fact / is 
absolutely continuous and h — f almost everywhere. This can be done by a 
standard argument involving derivatives in the distribution sense, applied to the 
abstract setting. In fact let T>'{0, T; X) be the space of X-valued distributions 
on(0,r) , i .e . V'{0,T;X) = C{V{0,T),X). The derivative ofa distribution in 
I>'(0, T; X) is defined in the usual way and for / G L^{0, T; X), ip G 25(0, T) 
it gives 

Therefore for 
il.') <-' - -

any(^GD(0 , r ) 

Jo 
f{s)ip'is)ds 

- / (^ ' ) 

r 

r 

:= - f fis)^'{s)ds. 
Jo 

fT 
lim - / fn{s)ip'{s) 

fT 
lim / fn{sMs)ds 

ds 

T 
h{s)<f{s) ds, 

0 

theitisf' = hmL\0,T;X). 
From (11) it then follows that 

{z{t),y) ^ {x,y) + f {z{s),A*y)ds- / (/i(s),y) ds, 
JO Jo 

where heL^{0,T;X) 

h{s) ^ ^QA r z{r) dr, a. e. s G [0, T] 
ds Jo 
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and the thesis follows from Lemma 7. A 

REMARK 8 Observe that the condition on the equivalent control stated in the 
above result is also necessary in the finite dimensional setting in order that a 
sliding mode on S is feasible once the control law u has been chosen. 

Theorem 5 extends similar results in [10,9], considerably enlarging the class of 
control systems for which the stated equivalence is valid. In [10] the operator A 
was assumed to generate a compact semigroup, while in [9] the requirement was 
the extendibility on S of the operator QA. Suppose that U is finite-dimensional, 
or for simplicity that the control is scalar. Then Cx = (7, x) for some 7 e X* 
and QA admits an extension iff 7 e 'D{A*), while this condition is not required 
for (7) to be verified. For example let X = L^(0,1) and A be the unbounded 
operator associated to the heat equation with Dirichlet boundary conditions, i.e. 
Ax = x" with V{A) = H^{0,1) n H^{0,1). The input operator is Bu = ub 
with u G M, b G X while C is chosen as above; to simplify matters suppose 
that 7 G L^ (0,1) is such that (7, b) — 1, where (•, •) is the usual scalar product 
in X. Therefore Qx = 6(7, x) and we have 

\\QAK{t)xr = / b'{0{l,AKit)xydC = \\br{j,AK(t)xy 
Jo 

so that 

\\QAK{t)x\\ = \\b\\ f \(j,AK{t)x)\dt. 
0 Jo 

Recall now that A is the generator of an analytic semigroup, therefore frac­
tional powers of A are well defined. Let 7 e 'D{A^/'^). Then (7, AK{t)x) — 
(yl^/^7, A^I'^K{t)x) and exploiting classical results about fractional powers of 
operators (see i.e. [20]) we get 

( \{-(,AK{t)x)\dt<\\A^I'^-f\\ f \\A^^^K{t)x\\dt<C\\x\\ f r^l'^dt 
0 Jo Jo 

for small h. Since the right-hand side tends to zero for h tending to zero, there 
exist to and q so that condition (7) is satisfied. Note that in this case a continuous 
extension of Q ^ would require 7 G ̂ {A) C V{A^/'^). 
Observe also that in the finite dimensional case the equivalent control is defined 
everywhere on S and is continuous, therefore although the chosen feedback law 
is discontinuous, its effect in sliding motion is equivalent to the enforcement of 
a continuous control Ueq{x). This is no more tiue for general Banach spaces. 
Now Meq is only densely defined and A-bounded. The equation of motion on S 
is regulated by i = ~Ax + QAx and QA is an unbounded perturbation. The 
control giving the constrained motion is not continuous, thus the application of 
a discontinuous control law in (1) results in an evolution obtained through an 
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unbounded perturbation of the generator A. In the next example we show now 
how it is possible to interpret the equivalent control as a boundary feedback. 
Let H = L^(f2) with Q C M^ open, bounded with "smooth" boundary T. 
Consider the differential problem 

r zt{t, 0 - A{^, d)z(t, e) = 0 in (0, T]xn 

[ z{t,a) = iz{t,-),cv)g{a) i n ( 0 , T ] x r 

where A{^,d) is a second order elliptic differential operator, ZQ £ H and 
g G -^^(r). Let 7 be the trace operator of restriction on T and 'D{A) — 
H^{Q.) n ker7, (Ax)(C) = A{^,d)x{i) on V{A). Then -A generates a Co-
semigroup on H. Let 

D : L2(r) -> I?(AV4-e) ^ ^1 /2-2 . 

be the Dirichlet map v = Dg iff A{£^, d)v = 0, 7^ = g. 
The differential problem can be reformulated in semigroup form (see results in 
[6] for the parabolic case and [7] for hyperbolic systems) 

i = Apz, z{Qi) — ZQ 

where 

Now as yl = 

Apz = ~~A[I - Dg{z,u;)] 

V{AF) = {ZGH : z-Dg{z,oj)eV{A)}. 

= A* 

A*p = -Ax + {Ax, Dg)u), V{A*p) = V{A*). 

Let us now consider a scalar sliding mode control for the abstract system 

X + Ax — bu, u G M, b & H 

with sliding surface S — {x e H : (x, c) = 0} with (6, c) = 1. From the 
application of the equivalent control method the evolution in sliding is governed 
by the projected differential equation 

X = —Ax + (Ax, c)b. 

The relation with the Dirichlet boundary feedback problem above is now straight­
forward by considering as u) the function b corresponding to the input operator 
B and choosing c as the relevation Dg of an L^(r) function. 

REMARK 9 Note that in the above case, using the stated generation result of 
the feedback operator Ap, we can require weaker regularity on the function c 
in order that the equation of the sliding mode is well-posed, as opposed to the 
application of Theorem 5. Consider, however, that the above improvement of 
the result is strongly related to the analyticity properties of the semigroup that 
governs the evolution, while Theorem 5 is valid for a larger class of systems. 
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Abstract The argument of Razumikhin-type has been well developed and showed signif­
icant advantage for the stability of stochastic functional differential equations 
in finite dimensions. However, so far there have been almost no results of 
Razumikhin-type on the stability of mild solutions of stochastic functional differ­
ential equations in infinite dimensions. The main aim of this paper is to establish 
Razumikhin-type stability theorems for stochastic functional differential equa­
tions in infinite dimensions. By virtue of these new criteria, we can establish 
the exponential stability of stochastic delay differential equations and stochastic 
delay partial differential equations. 

Key words: Lyapunov function; Razumikhin-type theorem; Stochastic func­
tional differential equations in infinite dimensions. 

1. Introduction 

Stochastic functional differential equations in infinite dimensional spaces are 
motivated by the development of analysis and the theory of stochastic processes 
itself such as stochastic partial differential equations with some hereditary char­
acteristics on the one hand, and by such topics as wave propagation in random 
media, turbulence, population biology and stochastic control in applications on 
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the other. The analysis and control of such systems then involve investigating 
their stability, which is often regarded as the first characteristic of dynamical 
systems (or models) studied. 

The purpose of this paper is to investigate stability of mild solutions for cer­
tain infinite dimensional stochastic functional differential equations. Roughly 
speaking, we shall consider the following stochastic functional differential 
equations in a certain Hilbert space H with norm ||-||^ : 

du (t) = Au (t) dt + F (i, u (t), ut) dt + G (t, u (t), ut) dW (t), t> 0, 

uo = ^ e C ^ „ ( [ - r , 0 ] ; J f ) , (1) 

where A is the infinitesimal generator of a certain Co-semigroup {T (t), i > 0} 
of bounded linear operators on H and F : R+ x H x C ([—r, 0];H)"^H 
and G : R+ x H x C ( [-r , 0];H) -* £ {K, H) are two measurable non­
linear mappings. Here K is some real separable Hilbert space and ut = 
{u{t + 6) : —r <9 <Qi} is regarded as a C ([—r, 0]; if )-valued stochastic 
process. The family of all bounded, JTQ-measurable, C ([—r, 0]; iJ)-valued ran­
dom variables is denoted C^jr^ {[—r, 0]; H). The process {W (0}i>o î  some 
given ii'-valued, Q-Wiener process with tr (Q) < oo and ^{t) : fix [—r, 0] -^ 
H, r > 0, is a given initial datum such that S, (t) is Jx)-measurable and 

SUP-r<t<oE\\Ht)\\'H < °°-
Stochastic evolution equations in Hilbert spaces have been studied by many 

authors over the last several years. For instance. Da Prato and Zabczyk [3] 
and Pardoux [4] (amongst others) have established results on the existence and 
uniqueness of solutions for a certain class of infinite dimensional stochastic 
evolution equations. For variable delay case, the similar problems have been 
studied by Real [5] for stochastic linear evolution equations and by Caraballo 
and Liu [6] and Caraballo, Liu and Truman [7] for nonlinear cases. On the 
other hand, under various circumstances there exists an extensive literature on 
stability of infinite dimensional stochastic differential equations. In particular, 
we like to refer to [2,8] on the stability of mild solutions for infinite dimensional 
stochastic functional differential equations. 

In infinite dimensional setting, for the purpose of deriving stability results, 
a suitable construction of Lyapunov functionals rather than functions is a natu­
ral generalization of the Lyapunov direct method in finite dimensional spaces. 
We present below a Lyapunov functional type of argument of stability to show 
that the situation in treating (1) by this approach could become very com-
pUcated. Suppose u {t; ^) is the solution of (1) tiirough (0, ̂ ) and ut {0 = 
{u (t + 6; ̂ ) : —r < 9 < 0}. Let us study a typical stability result which is a 
direct stochastic version of Theorem 2.1 in Chapter 5 in [9]. The reader is 
referred to [9] for more details. 

PROPOSITION 1 Let p > 2 and the standard hypothesis (HI) imposed in 
Section 2 hold. Suppose v {•), I {•) : R"*" —> R"*" are two continuous nonde-
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creasing functions, v (s) and I (s) are positive for s > G, v (s) is convex and 
I (s) (5 concave with v (0) — I {0) — 0. If there is a continuous functional 
F : R X Cd-r, 0]; iJ) -^ R such that 

viW^mi'n) < V{t,^)<l{M\l), V ^ e C ( [ - r , 0 ] ; F ) 

EV{t,ut{0) < EV{s,Us{0), V t > s > 0 . 

Then the (mild) solution of(l) is p-th moment stable. 

In spite of the formal simplicity of the above result, it is hard to apply this 
proposition directly to practical problems even though H is finite dimensional, 
e.g., H = R". The reason is twofold. On the one hand, instead of the usual 
Lyapunov functions in finite dimensional spaces, a Lyapunov functional as 
above must be constructed properly, a case which is usually not easy to handle. 
On the other hand, the conditions as above are difficult to justify because of the 
inclusion of the solution itself which is not known explicitly in most situations. 
This proposition certainly loses the advantage of the Lyapunov direct method 
in the sense that it is unnecessary to solve the equations explicitly in order to 
determine the stability of solutions. 

One of the most effective ways to deal with these problems is a method orig­
inated by Razumikhin [10, 11]. The argument of Razumikhin-type has been 
well developed and showed significant advantage for the stability of (stochas­
tic) functional differential equations in finite dimensions (see [9, 12,13]). The 
Lyapunov functions of Razumikhin-type have been shown to be rather powerful 
to treat functional differential equations, and as a consequence, that they really 
bring forth the advantage of Lyapunov direct method. In [13] Mao has shown 
a smart argument of Razumikhin-type to exponential stability of finite dimen­
sional stochastic functional differential equations. However by virtue of Mao's 
argument, it is not trivial to treat the case in infinite dimensions, because there 
is not Ito's formula applicable to mild solutions of stochastic functional differ­
ential equations in infinite dimensions. So far there have been almost no results 
of Razumikhin-type on the stability of mild solutions of infinite dimensional 
stochastic functional differential equations. To the best of our knowledge this 
is the first time the possibility of using Lyapunov functions of Razumikhin-type 
to determine sufficient conditions of stability for stochastic functional differen­
tial equations in infinite dimensions has been explored. By virtue of the new 
criteria derived later on, we can show the exponential stability of stochastic de­
lay differential equations and stochastic delay partial differential equations. In 
particular, by using the results derived in this paper we may essentially improve 
some stability results in [1,2]. 
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2. Preliminary results 

Let (fi, J^, {J^t}t>o ! -P) be a complete probability space with a filtration 
{^t}t>o satisfying the usual conditions (i.e., it is right continuous and J^Q con­
tains all P-null sets). Let i^ be a real separable Hilbert space. With the symbol 
{W (t) ,t> 0} we denote a i^-valued {jF^jj-^g-Wiener process defined on the 
probability space (fi, J^, {^t}t>o > ^) ^i^b covariance operator Q, i.e., 

E (W (t), x)^ {W {s), y)^ = (i A s) {Qx, y)^ Vx, y e K, 

where Q is a nonnegative finite trace class operator from K into itself. In 
particular, we call {W (i)}t>o ^ -f̂ -̂valued Q-Wiener process with respect to 

{•^t}t>o-
Let H be a real Hilbert space and we denote by (•, •) its inner product and 

ll'll^ its norm, respectively. Assume r is a given positive constant. In the 
present paper, we shall consider the following infinite dimensional stochastic 
functional differential equation on J = [—r, T], (here T > 0 and t e [0, T]) 

du{t) = Auit)dt + F{t,u{t),ut)dt + G{t,u{t),ut)dW{t), 

uo = ^ e ( 7 ^ „ ( [ - r , 0 ] ; i f ) . (2) 

Throughout this paper, we shall impose the following assumptions: 

(HI) A is the infinitesimal generator of a Co-semigroup {T(t) , i > 0} of 
bounded linear operators on H satisfying | | r ( t ) | | < M • e'̂ * for some 
M > 1, A e R ^ The coefficients F : R+ x if x C ([-r , 0];H)-^H 
and G : R+ X iJ X C {[~r, 0];H) ^ £ {K, H) are two measurable 
nonlinear mappings satisfying the following Lipschitz condition 

| | F ( t , x , y ) - F {t,x',y')\\^ + | | G ( t , x , y ) - G {t,x',y')\\^ 

<k[\\x-x'\\jj + \\y-y'\\^) , (3) 

for some constant fc > 0 and arbitrary x, x', e H,y,y' e C ([—r, 0]; H) and 
t e R+.Here ||-||2 denotes the Hilbert-Schmidt norm of anuclear operator, i.e., 
\\Git,x,y)g = triG{t,x,y)QGit,x,y)*),x e H, y e Ci[-r,0];H). 
Denote by C^^ {[—f, 0]; H) the family of all bounded, JFQ-measurable, 
C([—r, 0] ;ii)-valued random variables. For p > 2 and i > 0, denote by 
Lyr^ ([—r, 0]; H) the family of all .Ft-measurable C ( [-r , 0]; iJ)-valued ran­
dom variables (j) = {(j) (9) : —r < 9 < 0} such that 

sup E\\(f>{9)fjj<oo. 
-r<e<o 

We introduce two kinds of solutions of (2) as follows similarly to [14]: 
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DEFINITION 2 A stochastic process u (t), t e I, is called a strong solution of 
(2) if(i) u (t) is adapted to J-'t; 

(ii) u (t) is continuous in t almost surely; 
(Hi) u{t) e V (A) on I X Q, with /Q \\AU {t)\\jf dt < co almost surely and 

u{t) = i{<d)+ I {Au{s) + F{s,u{s),Us))ds + 
Jo 

'G{s,uis),Us)dW{s), 
0 

u{t) = ^{t), te[~r,0], 

for allt e I with probability one. 

In general, this concept is rather strong and a weaker one described below is 
more appropriate for practical purposes. 

DEFINITION 3 A stochastic process u (t), t Q I, is called a mild solution of 
(2) if(i) u (t) is adapted to J^t; 

(ii) u (t) is measurable with Jg \\u (t) | |^ dt < co almost surely and 

u{t) = T(t)C (0) + / T{t-s)F(s,u (s),Us)ds 
Jo 

+ f Tit-s)Gis,u{s),Us)dW{s), 
Jo 

u(t) = e W , i e h r , 0 ] , 

for alltGl with probability one. 

Note that if {u (t) ,t e 1} is a strong solution of (2), then it is also a mild 
solution. The following existence and uniquness theorem can be obtained sim­
ilarly by an adapted argument from [6] or [15]. The reader is referred to them 
for further details on this aspect. 

THEOREM 4 Let {^ (t) ,t E [—r, 0]} be a given J^Q-measurable initial datum 
with sup_r<t<o E \\£, {t)\\^ < OD. Suppose the hypothesis (HI) holds, then (2) 
has a unique mild solutionu {t; ^), or simply u (t), inC (0, T; L^ (O, J^, P; H)). 

For ourpurposes, we can introduce Ito's formula which will play an important 
role in our stability analysis as follows. 

Let C^ (iZ X H) denote the space of all real-valued functions V on'R. x H 
with properties: 

(i) V (t, x) £ C^ (R X H) is twice (Frechet) differentiable in x and once 
differentiable in t; 
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(ii) Vx {t, x) and Vxx {t, x) are both continuous in H and £ (H) = £ {H, H), 
respectively. 

T H E O R E M 5 (ltd'sformula)Suppose F G C^ (R x F ) and {u {t) ,t > 0} is 

a strong solution of (2), then 

V (t, u (t)) = F (0, C (0)) + f CV (s, u (s) , Us) ds 
Jo 

+ f (K {s,u is)) ,G{s,u (s),Us) dW (s)) , 
Jo 

whereVxeViA), y e C{[-r,0];H), i > 0, 

CV{t,x,y) = Vt{t,x) + {Vx{t,x),Ax + F(t,x,y)) 

+ ltr {Vxx {t, x) G {t, X, y) QG* (t, x, y)). (4) 

Since Ito's formula is only applicable to strong solutions, we introduce the 
following approximating systems of (2), for i > 0, 

du{t) = Au{t)dt + R{n)F{t,u{t),ut)dt 

+Rin)G{t,u{t) ,ut)dW{t), 

u{t) = R (n) £,{t)eV{A), te l-r, 0] (5) 

where no <n e p (A), the resolvent set of yl and R (n) = nR (n, A), R {n, A) 
is the resolvent of A. A similar operator £„ to (4) in correspondence with this 
equation is 

LnV{t,x,y) = Vt(t,x) + {Vx{t,x),Ax + R{n)F{t,x,y)} 

+ ltr {Vxx {t, x) R (n) G {t, x, y) Q {R (n) G {t, x, y))*), 

Wx e r»(A), yeC{[-r,0];H), t>0. 

THEOREM 6 ([15]) Under the hypotheses of Theorem 4, (5) has a unique 
strong solution u" (t) in G (0, T; L^ (Q, J", P ; H)) for all T > 0. Moreover, 
u^ {t) converges to the mild solution u (i) of (2) in G (0, T; L^ (O, T, P; H)) 
as n ^> oo, i.e.. 

\\mE\ sup | | M " m - z i ( i ) | | i = 0 . 
"-*°° \te[o,T\ ) 

3. The main results 
In this section, we shall carry out an argument of Razumikhin type to study 

the stability of the mild solutions of (2) in the sense of p-th moment and pathwise 
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with probability one. Based on the ideas of constructing Lyapunov functions 
rather than functionals, we study the stability of the equation (2) in the spirit of 
Razumikhin in finite dimensions. 

Let C^'^ {[—r, oo) x H; R+) denote the family of all nonnegative functions 
V (t, x) on [—r, oo) x H which are continuously twice Frechet differentiable 
in X and once differentiable in t. Then for V G C^'^ {[—i', oo) x H; R"*"), we 
can introduce, similarly to (4), an operator C on C^'^ ([—'', oo) x H; R+) by 

CV{t,^(0) ,ip) = Vt {t,<p(0)) + ( K {t, V(0)), A^(0) 

+ ltr [V,, {t, ^ (0)) G {t, if (0), ^) QG* {t, ^ (0), <^)], (̂  (0) eV{A). 

Here i > 0. We furthermore assume that F {t, 0,0) s 0 and G {t, 0,0) = 0, 
we can assert the following the exponential stability for (2). 

T H E O R E M 7 Let the standard hypothesis (HI) hold and p > 2, X, c, ci all 
be positive numbers and q > 1. If there exists a continuous function V & 
(71,2 ([-r^ 00) X H] R+) satisfying 

c\\xfH > V{t,x) + \\x\\j^\\V^{t,x)\\jj + \\x\\]j\\V^:,{t,x)\\H 

ci\\x\fH < y{t,x), V{t,x) e[-r,oo)x H, (6) 

and for arbitrary i > 0 

ECV{t,<l){t),ct>)<^XEV{t,ct>{0)), (7) 

whenever cp = {4){e) :-r <e <0) & L ,̂̂  ( [-r , 0]; V {A)) satisfies 

EV{t + e,4>{6)) <qEV{t,(t>{0)),forall ~ r < 6 < 0. 

Herefor(f)eLP^^{[-r,0];V{A)), </> (0) S P (yl), t > 0 

£V (t, 4> (t) A) = Vt {t, cf> (0)) + {V, {t, 4, (0)), A4> (0) + F (i, </) (0), </-)) 

+\tr[V^. {t, 4> (0)) G {t, (f> (0), 0) QG* {t, (f> (0), <!>)]. 

Then the mild solution u (t) of (2) is p-th moment exponentially stable, i.e., for 
aineC'jr^{{-r,0];H) 

E\\u{t;OrH<-EUrc^~'''' ^t>0, 
Cl 

where 7 = min I A, "̂J*̂ -̂  >. 



244 PROCEEDINGS, IFIP-TC7, TURIN 2005 

Proof. Fix the initial data ,̂  e C^^ ([-r , 0]; H) arbitrarily and write n (t; S,) — 
u (t) simply. Let e £ (0,7) be arbitrary and set 7 = 7 ~ e. Define 

U (t) = max [e'^(*+^)£;^ (t + 9,u(t + 8))] , for t > 0. 
-r<e<o L " ' J 

Obviously U (t) is well defined and continuous. We can claim that 

D+f/(t) = l i m B u p ^ ^ ^ ^ ± % - ^ < 0 , V t > 0 . (8) 
h-*o+ n 

To show this, for each fixed to > 0, define 

^ = max {0 e [-r, 0] : [/ (to) = e'f^^^+^^EV {to + ^,«(to + ^))} • 

Obviously, 9 is well defined, 0 e [—r, 0] and 

U (to) = e^(*o+^")£;y (to + 0,u {to + e)) , a.s.. 

If ^ < 0, for all ^ < 6* < 0 one has 

^m+0)EV (to + 0,u {to + 9)) < e^(*"+^")Ey (to ^9,u {to + 9)) . 

It is therefore easy to observe that for any h > 0 small enough 

eJito+h)EY (̂ ^ ^ f^^ ^ (̂ ^ _,_ /j)) < ^i{to+o)Ev {to + 9,u{to + 9)). 

Hence 
U{to + h)<U (to) and D+U {to) < 0. 

If ^ = 0, then 

e7(*o+e)^y (to + 9,u {to + 9)) < e^^'EV {to, u (to)), V^ G [-r, 0]. 

So 

EV{to + 9,u{to + 9)) < e-^'^EV{to,u{to)) 

< e^''EV{to,u{to)), V 0 e [ - r , O ] . (9) 

Note that either EV {to, u (to)) == 0 or EV {to, u (to)) > 0. In the case 
of EV {to, u (to)) = 0, (6) and (9) imply that u (to + e*) = 0 a.s. for all 
9 G [-r, 0]. Recalling the fact that F {to, 0,0) EE 0 and G {to, 0,0) EE 0, it 
follows that u{to + h) = 0 a.s. for all h > 0, hence U {to + h) = 0 and 
D+U (to) = 0. On the other hand, in the case of EV {to,u{to)) > 0, (9) 
implies 

EV{to + 9,u{to + 9)) < e^^EV{to,u{to)) 

< qEV{to,u{to)), V 9 G [ - r , 0 ] , 
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since ê ** < q. Let P = q — e^"^ > 0. It follows from the continuity of 
EV {to, u (to)) and (6) that for some h > 0 sufficiently small 

EV (to + 0,u (to + 9)) < (e^' + 0 EV (to, u (to)), VO e [0, h]. 

Now we need to introduce the strong solutions M" (t) of (5). By virtue of (HI), 
(6) and Theorem 6, there exists a sub-sequence of {n} in p (A) (still denote 
by {n} ) such that M" (t) -^ u (t) almost surely as n —> oo in C (0, T; H) 
uniformly with respect to t e [0, T]. Consequently, for some positive constant 
5 e (0, j ^ - E ^ (^0,"" {to))), there are a sufficiently small constant h> 0 and 
a large number N > Q such that for n> N, one has that for any s e [to, to + h] 

EV{s,u{s)) > EV{tQ,u{to))-S>0, 

EV{s + e,u{s + e)) < EV{to + e,u{to + 0)) + 5, V0G[- r ,O] , 

e^''EV{to,u{to)) < e"'''EV{s,u{s)) + 5, 

£^y(s ,u"(s)) > EV{s,u{s))~-S>0, 

e'^''EV{s,u{s)) < e^ ' '^F (s, w" (s)) + (5, 

EV{s + 9,u'^{s + 0)) < EV{s + 9,u{s + 0))+S, V 6 ' e [ - r , 0 ] , 

which immediately imply 

EV{s + e,u''{s + 9))<qEV{s,u''{s)), V6 i e [ - r , 0 ] . (10) 

By the condition (7), (10) implies that 

£;/:y(s,u"(s),o <-A£;F(S,U"(S)), Vse [to,to + /i]. (ii) 
Applying Ito's formula to the function e^*F(t,M) along the strong solutions 
u" (t) of (5), one can derive that for any h e [0, h], 

e^" [jEV (s, u" (s)) + ECnV (s, u" (s) , < ) ] ds 

e^^ [jEV {s, -u" (s)) + ECV (s, w" (s), < ) ] ds 
'to 
rto+ft 

e^^E (K (s, ti" (s)) , {R (n) - I) F (s, ^" (s) , < ) ) ds 
/«o 

+- / e^^£;tr [y, , {s, u^ {s)) R (n) G {s, u" (s) , < ) 
^ -'to 

Q ( i ? ( n ) G ( s , n " ( s ) , 0 ) * ] d s 

- - / e^^Etr [V,, (s, n" (s)) G (s, w" (s), < ) QG* (s, w" (s) , < ) ] ds. 
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By virtue of (11), one can deduce 

e^i^°+'^)EV [to + h,u'' {to + h)) 
fto+h 

< e^^°EV {to, u" (to)) + (7 - A) / e'^'EV {s, ti" (s)) ds 
Jto 

fto+h 
/ e'^'E {V, (s, u"^ (s)) , {R (n) - I) F (s, u^ (s) , < ) ) ds 

Jtn 

e^'Etr[V,^ {s, u^ (s)) R (n) G (s, u" (s) , < ) 

'to 
I rto+h 

Q(i?(n)G(s,M"(s) ,0)*]ds 
1 fto+h 

- - / e^^i?tr[T4,(s,w"(s))G(s,w"(s),0QG*(s,w"(s),0]ds, 
^ Jto 

which, letting n ^ oo, immediately yields 

e'fito+h)EV{to + h,u{tQ + h)) < e^'''EV{to,u{to)) 
fto+h 

+ {^'-X)e'^'EV{s,u{s))ds 
Jto 

< e^'°EV{to,u{to)). 

Then it follows that 

e^'EV (s, u (s)) < e^^^EV {h, u (to)), Vs e [to, to + h]. 
So it must hold that EU (to + /i) = £^0' (to) for any /i > 0 sufficiently small, 
and hence D+C/ (to) = 0. Since to is arbitrary, the inequality (8) is shown to 
hold for any t > 0. It now follows immediately from (8) that U (t) < U (0), 
for any t > 0. Also, (6) implies that 

e'^^EV {t, u (t)) <U{t)<U (0) < cE ||^||^ , Vt > 0. 

Note that e is arbitrary, it thus follows that 

EV{t,u{t))<cE\\£,\\le''<\ Vt > 0, 

which, by virtue of (6), immediately yields that 

E\\u{t)\\l<-Emle-<\ Vt>0 . 
c\ 

Therefore the desired result is obtained. The proof is complete. 

By virtue of the above theorem we can give the almost sure exponential 
stability for stochastic functional differential equations, similarly to Theorem 
2.2 in [13]. We thus omit it at the moment. 
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Abstract As a starting point of this paper we present a problem from mammographic image 
processing. We show how it can be formulated as an optimal control problem for 
PDEs and illustrate that it leads to penalty terms which are non-standard in the 
theory of optimal control of PDEs. 

To solve this control problem we use a generalization of the conditional gra­
dient method which is especially suitable for non-convex problems. We apply 
this method to our control problem and illustrate that this method also covers 
the recently proposed method of surrogate functionals from the theory of inverse 
problems. 

Keywords: generalized conditional gradient method, surrogate functionals, 
image processing, optimal control of PDEs 

1. Motivation from medical imaging 

For many years medical imaging has aimed at developing fully automatic, 
software based diagnostic systems. However, the success of those automatic 
systems is rather limited and the human expert is as much responsible for the 
final diagnosis as in previous years. Hence, growing effort has been devoted to 
enhancing the techniques for presenting the medical images as well as additional 
information. 

In Germany a particular effort is made in mammography, i. e. X-ray scans 
of the female breast for early detection of breast cancer. The process of exam­
ination by the medical experts is divided into a very short recognition phase 
(< 1 sec.) and a second verification phase (w 1 min.). 

During the recognition phase, the expert first recognizes the coarse features, 
then more and more fine features. Tests have shown, that the experts usually 
form their decisions during this very short recognition phase. Nevertheless, the 
verification phase is the more critical one. The critical and difficult cases, where 
the recognition phase does not end with a preliminary diagnosis, most often 
applies to women in the early stages of cancer. During the verification phase 
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the expert shifts forwards and backwards, thereby alternating in examining 
small details and in catching an overall impression of the location of critical 
patterns within the organ. 

This process can be supported by presenting the expert different versions 
of the original image during close up and normal subphases. More precisely, 
the expert sees a version with contrast enhanced small details in a close up 
phase ('fine scale'), while he sees an image which preserves all major edges 
but smoothes within regions ('coarse scale') during the normal phase. For 
enhancing fine details in mammography images a variety of algorithm have been 
proposed. Many of them are based on the wavelet transform due to its property 
of dividing an image into different scale representations, see for example [8] 
and references therein. 

In this work we deal with the development of an optimized presentation 
for one cycle of the verification phase. To put the problem in mathematical 
terms, we start with a given image yo assumed to be a function defined on 
fi := [0,1]^. The fine scale and the coarse scale image are denoted yf and yc 
respectively. Under the natural assumption of finite energy images we model 
them as functions in 1/^(0). The goal is, to produce a movie (i.e. a time 
dependent function) y : [0,1] —> L^(r2), from the given images ya, yj and yc 
such that 

• the movie starts in yo, i. e. yifi) = yo, 

• the movie sweeps to the fine scale image and to the coarse scale image, 
e. g. y{t) « yf for t G [.2, .4] and y{t) « y^ for t e [.6, .8], 

• the movie sweeps in a "natural" way. 

An example for a mammography image, a fine scale, and coarse scale image is 
shown in Figure 1. As a first guess one could try to make a linear interpolation 
between the fine scale and the coarse scale representation. This method has one 
serious drawback: It does not take the scale sweep into account, i. e. all fine 
details are just faded in rather than developing one after another. 

Hence, more advanced methods have to be employed. In this article we show 
a solution of this presentation problem based on optimal control of PDEs. To 
simplify the presentation we only model a sweep between two images in the 
following. 

2. Modeling as an optimal control problem 

2.1 PDEs and control problems in image processing 
Parabolic partial differential equations are a widely used tool in image pro­

cessing. Diffusion equations like the heat equation [15], the Perona-Malik 
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1 
Figure 1. A mammography image. Left: original image j/o, middle; fine scale image y/, 
right: coarse scale image j/c 

equation [11] or anisotropic equations [14] are used for smoothing, denoising 
and edge enhancing. 

The smoothing of a given image yo e Z/̂ (f2) with the heat equation is done 
by the solution of the equation 

yt-Ay = 0 in [0,1] x O 

y^ ^ 0 on [0,1] X dfl 

2/(0) = yo 

where yi^ stands for the normal derivative, i. e. we impose homogeneous Neu­
mann boundary conditions. 

The solution y : [0,1] —> L^(ll) gives a movie which starts at the image yo 
and becomes smoother with time t. This evolution is also called scale space 
and is analyzed by the image processing community in detail since the 1980s. 
Especially the heat equation does not create new features with increasing time, 
see e. g. [6] and the references therein. 

Thus, the heat equation is well suited to model a sweep from a fine scale 
image t/j to a coarse scale image t/c- Hence, we take the image yj as initial 
value. To make the movie y end at a certain coarse scale image j/c instead of 
its given endpoint y{l) we propose the following optimal control problem: 

Minimize 

subject to 

Jiy^u) = -J\y{l)-yc\ 

yt-Ay = u in [0,1] x 0 
yu = 0 on [0,1] X dQ 

y{0) =- yf-

'dx + -III 
0 n 

u\ dxdt 

In other words, the diffusion process is forced to end in yc with the help of a 
heat source u. 
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2.2 Adaption to image processing 
The above described problem is classical in the theory of optimal control 

of PDEs, though not well adapted to image processing. The solution of this 
problem may have several drawbacks: The control u will be smooth due to the 
regularization and have a large support. This will result in very smooth changes 
in the image sequence y and, more worse, in global changes in the whole image. 
To overcome these difficulties, different norms can be used for regularization. 
A widely used choice in image processing is to use Besov norms because they 
are appropriate to model images. Besov norms can be defined in different 
ways, e. g. in terms of moduli of smoothness [13] or in terms of Littlewood-
Paley decompositions [7]. Here we take another viewpoint and define the Besov 
spaces via norms of wavelet expansions [3,10]. For a sufficient smooth wavelet 
^ the Besov semi norm of a function / on a set M c R"' is defined as 

g/p 

I/IB,1„(M) = E 2^''2^'^^"'^'^'E !(/'^'.^>)!" 
i.k 

where j is the scale index, k indicates translation and i stands for the directions. 
The Besov space B^ JM) is defined as the functions / e U'{M) that has a 
finite Besov semi norm. See [7,10] for a more detailed introduction to wavelets 
and Besov spaces. 

One particular Besov space plays a special role in image processing: the 
space B-y'-^ (M). This is because it is close to the space of functions of 
bounded variation BV{M) which used to model images [12]. Especially one 
has Bf^^{M) c BV{M). In the following we use the scale ^^^^([0,1] x Q) 
of Besov spaces and the wavelet norms 

with the weighting sequence Wj = 2^-'P2-'^P^^)'^/^. 

2.3 The solution of the PDE and the control-to-state 
mapping 

The solution of the heat equation is a classical task. If we assume that the 
initial value yf is in L'^{n) and the control u is in L^([0,1] x f2) the solution 
y is in L'^{Q, 1, H^{fl)) n C([0,1], ^^(fi)). Especially y is continuous with 
respect to time and the point evaluation y{l) makes sense, see e. g. [9]. 

In our case the solution operator u t~^ y is affine linear, due to the non-zero 
initial value. We make the following modifications to come back to a linear 
problem: We split the solution into two parts. The non-controlled part y"' is the 
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solution of 

y^-Ay^ - 0 

2/"(0) = yf 

and the homogeneous part y'^ is the solution of 

y» = 0 ^'^ 

(both with homogeneous Neumann boundary conditions). Then the solu­
tion operator G : u >-^ y^ of equation (1) is linear and continuous from 
L2([O, 1], L2(J7) ) to L 2 ( 0 , 1, H^{n)) n C([0,1], L 2 ( ^ ) ) . With the help of the 
point evaluation operator we have the control-to-state mapping K : u<-^ y^{l) 
linear and continuous from i^([0,1], L^(Jl)) to L^(f2). Then the solution is 
y = y" +y'^ and we can focus on the control problem for y^. 

Together with the thoughts of the previous subsection we end up with the 
following minimization problem: 

minimize J{u) = -\\Ku ~yc + 2/"(l)||i2(n) + "NlB|^^x[o,i]xn)- (2) 

3. Solution of the optimal control problem 
The minimization of the functional (2) is not straightforward. The non-

quadratic constraint leads to a nonlinear normal equation which can not be 
solved explicitly. Here we use a generalization of the conditional gradient 
method for the minimization. 

3.1 The generalized conditional gradient method 
The classical conditional gradient method deals with minimization problems 

of the form 
mm F{u), (3) 
«sc 

where C is a bounded convex set and F is a possible non-linear function. One 
notices that this constrained problem can actually be written as an "uncon­
strained" one with the help of the indicator functional 

With $ — Ic, problem (3) thus can be reformulated as 

min F{u) + $(«). (4) 
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To illustrate the proposed generalization, we summarize the key properties 
of F and $: F is smooth while ^ may contain non-differentiable parts. The 
minimization problem with $ alone is considered be solved easily while the 
minimization of F is comparatively hard. The influence of $ is rather small in 
comparison to F. 

With these assumptions in mind, the conditional gradient method can also 
be motivated as follows. Let u E H be given such that $(w) < oo. We like to 
find an update direction by a linearized problem. Since $ is not differentiable, 
we only linearize F: 

min{F'{u)\v)+<^{v). (5) 
veH 

The minimizer of this problem serves as an update direction. 
So this "generalized conditional gradient method" in the (n + l)-st step reads 

as follows: Let w„ e / / be given such that $(««) < co-

1 Determine the solution of (5) and denote it u„. 

2 Set s„ as a solution of 

n i i n F{Ur,, + s{Vn - « „ ) ) + $ ( u „ + s{Vn - Un))-
se[0,i\ 

3 L e t Un+l = Un + Sn{Vn - Un). 

To ensure existence of a solution in Step 1 we state the following condition: 

ASSUMPTION 1 Let the functional $ : i? —> ]—oo,cx)] be proper, convex, 
lower semi-continuous and coercive with respect to the norm. 

Standard arguments from convex analysis yield the existence of a minimizer 
in Step 1 of the algorithm [5]. So if F is Gateaux-differentiable in H, the algo­
rithm is well-defined. The convergence of the generalized conditional gradient 
method is analyzed in detail by the authors in [2]. The main result there is the 
following theorem. 

T H E O R E M 2 Let $ satisfy Assumption 1 and let us assume that every set 
Ft = {u € H \ ^{u) < t} is compact. Let F be continuously Frechet 
differentiable, let F + ^ be coercive and UQ be given such that $(uo) < co. 
Denote (un) the sequence generated by the generalized conditional gradient 
method. 

Then every convergent subsequence of{un) converges to a stationary point 
ofF + ^. At least one such subsequence exists. 

Two remarks are in order: First, we notice that the theorem is also valid if 
the functional F is not convex. Second, the theorem only gives convergence 
to a stationary point which may seem unsatisfactory, specially if one wants to 
minimize non-convex functions. But this does not have to be a drawback, as 
we will see in the next section: 
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3.2 Application to the control problem 
To apply the generalized conditional gradient method to the optimal control 

problem (2) we split the functional J into two parts as follows: 

F{u) = - | | ^ w - 2 / * | l i 2 f m - ol l^ '" - | | / \ u - y |lL2(n) - ^ll"llL2([0,l],i2(f2)) 

A, , 
'""L2([o,l],L2(n)) + "l"WrB|p([o,l]xn) ^{u) = ^| | t( | l i2no.iix2m))+"l"(*)r 

where y* = yc^y"( l ) and A > 0. The non-differentiable part $ clearly fulfills 
Condition 1. Moreover, the level sets Et are compact, if s > 3(2 — p)/{2p) 
because then the embedding i?p_p([0,1] x 0) c -/^^([0,1] x Q.) is compact. 

The derivative of F is given by 

F'{u) ^K*{Ku-y*)-^Xu, 

and hence the minimization problem in step one of the generalized gradient 
method reads as 

mm {K*{Ku - y*) - Xu\v) + ^\\vf + abWI^»_^([o.iixn)-

which can be written as in terms of wavelet expansions 

™j" Y^ ( {K*{K{u - y*) - Xu\tiJij^k){v\'ipi,j,k) 
i,j,k \ 

+ •^{'"\^i,3,k? + awj\{v\iPij^k)\A-

This minimization problem is equivalent to 

mm Y. \^\{K*{K{u - y*) -Xu- A^lt/;^,,,^)^ + awj\{v\iji^,^k)? 
i,j,k \ 

Now the minimization problem reduces to pointwise minimization in the basis 
coefficients of f. This can be done analytically by the expression 

V = Sawj/\iu) = J2 ^awj/x{{u " X~'^K*{Ku - y*)\lpij,k))'^i,j,k 

where Sa is the a shrinkage function given by 

G~Ux) p > 1 
"^ ' ' sign(x)max(|x| — a,0) p=l 
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with Ga,p{x) — X + apsign{x)\x\P~^. 
To sum up, the generaUzed conditional gradient method for the control prob­

lem reads as: 

• Initialize with UQ and choose parameter A > 0. 

• Calculate direction Vn = S^w-/\{''J-n) 

• Calculate step size Sn such that Jiu^i "l~ ^ni'^n ~^ '^n)) ŝ minimal. 

• Update Un+i = Un + Sn{vn — w„) and set n ^- n + 1. 

REMARK 3 The choice of the step size can be done analytically for p = 2 
and p = 1 easily with just one evaluation of the operator K (again we refer to 
[2] for details). Furthermore, one can choose an approximate step size which 
decreases the functional J nevertheless. This is always the case is the step size 
is small enough. 

3.3 Equivalence with the method of surrogate functionals 
In this subsection we will point out, that the above proposed algorithm for 

minimization problems of the form 

J{u) = \\\Ku-ff + a\u\% 

is an extension of the method of surrogate functionals as proposed recently 
by Daubechies, Defries, De Mol [4]. This method is based on the so called 
surrogate functional 

J{u, a) = J{u) - h'lKu - Kaf + h\u~- af. 

One notices that J{u, u) — J{u). The minimization of J is done by alternate 
minimization of J with respect to the variables a and u. Since minimization 
with respect to a just gives u = a one can rewrite this iteration as 

Un+i = argmin J{u, Un). 

In [4] it is proved, that this minimization leads to the iteration 

Hence, the method of surrogate functionals produces the same sequence as the 
generalized conditional gradient method with A = 1 and step size equals to 
one. Furthermore, in [4] is it proved, that the produced sequence converges 
strongly to a minimized of J if the sequence of weights Wj is strictly bounded 
away from zero. 

Our result shows, that the method of surrogate functionals can be interpreted 
as a gradient descend method. Again, we refer to [2] for a more detailed 
description. 
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Figure 2. Images used for illustration. Left: fine scale image, right: coarse scale image. 

4. Application 
Here we show the application of the above described methodology. Since 

the effects can be seen more clearly in artificial images, we will not use original 
images. The artificial images we used are shown in Figure 2. 

For illustration we use the values p — 1 and s — 3/2 + e > 3/2 in the 
minimization problem (2), since this is close to the i?y-norm and we have 
-BM^"^^([0, 1] X fi) C L2([O, 1] X f2) compactly. 

The results are presented in Figure 3. The figure shows a comparison of the 
linear interpolation, the pure result of the application of the heat equation and 
the result of the optimal control problem. One sees that the linear interpolation 
is only fading out the details. In the uncontrolled result (middle column) the 
details are vanishing one after another but the process does not end in the desired 
endpoint. The result of the optimal control problem (right column) exhibits both 
a nice vanishing of the details and end in the given endpoint. 

5. Conclusion 
We have seen that the application of the theory of optimal control of PDEs 

to image processing problems is a fruitful field of research. Besides promising 
result, even for easy models like the linear heat equation, new interesting math­
ematical problems arise, like the treatment of non-quadratic penalty terms. For 
future research, better adapted PDEs (like the anisotropic diffusion equations) 
could be investigated. 
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Figure 3. Comparison of different movies. Left column: linear interpolation between yf and 
Pc from Figure 2. Middle column: Solution of the heat equation with initial value j / / . Right 
column: Solution of the optimal control problem (2). 
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Abstract Two types of problems for parabolic inclusions, namely, problems of robust 
control under the action of uncontrolled disturbances and problems of dynamical 
identification of inputs, are discussed. Algorithms for solving such problems 
stable with respect to informational noises and computational errors are presented. 
The algorithms oriented to computer realization allow one to simulate a solving 
process in the "real time" mode. They adaptively take into account inaccurate 
measurements of phase trajectories and are regularizing in the following sense; 
the more precise is incoming information, the better is algorithm's output. The 
algorithms are based on the method of auxiliary positionally-controUed models 
[1,2,4-7]. The basic elements of the algorithms are represented by stabilization 
procedures (functioning by the feedback principle) for appropriate Lyapunov 
functionals. 

keywords: parabolic inclusions, feedback control, reconstruction 

1. Introduction 

Let a dynamical system be described by the parabolic inclusion 

x{t) + dLp{x{t))3Bu{t)-Cv{t) + f{t), teT=[tQ,^]. (1) 

Here H = H* is a real Hilbert space with the norm | • 1̂^ and scalar product 
(•; •)H, /(•) e L2{T; H) is a given function, ip : H -^ R = {r e R : -CXD < 
r < +00} is a lower semicontinuous convex function, dip is the subdifferential 
of ip. Let x{to) = XQ £ D{ip) — {x G H : (p{x) < +00} be an initial 
state. Let (f/, | • \u) and (V, | • |y) be uniformly convex Banach spaces; B G 
C{U\H), C G C{V\H) be linear continuous operators. It is known that 
there exists (for any {u{-),v{-)} G L2{T; U) x L2{T; V)) a unique solution 
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x{-) = 
[3, 8]: 
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x{-;to,xo,u(-),v{-)) of inclusion (1) with the following properties 

x(-) e W{T), x{t) e D{ip) MteT, t -> ^{x{i)) e AC{T). 

R, Here AC{T) is the set of absolutely continuous functions z{-) : T 
W{T) = {z{-) e L2(T; H) : zt{-) G L2{T; H)}. 

The paper is devoted to two problems: the problem of robust control and 
the problem of dynamical reconstruction of an input. Now we formulate the 
problems and we outline the ideas used in the solution. Let a uniform net 
^ = {'^ilt^O' '̂ i ~ •^i-1 + S, TQ = to, Tm — -d with diameter 5 = (5(A) = 
'Ti — Ti~-i be fixed on a given time interval T. Let a solution of inclusion (1) 
x{-) = a;(-;io:2;o,'"(-)i''^('))<iepend on a time-varying control •«(•) e L2{T;U) 
and an unknown disturbance v{-) e L2(T; V). The function x(-) is unknown. 
At moments T̂  € A the phase state x{Ti) is inaccurately measured. Results of 
measurements $,^ & H,i e [0 : m — 1] satisfy the inequalities 

\^^ -^ x{n)\H < h. (2) 

Here, h € (0,1) is a level of informational noise. 
The problem of robust control consists in the following. A nonempty set 

N C H and a number e > 0 are given. It is required to construct an al­
gorithm of feedback control u = u{t) £ P, t € T, of inclusion (1) provid­
ing fulfillment of the following condition. Whatever an unknown disturbance 
v{-), V — v{t) e Q, t € T, may be, the distance between the phase state 
x{t) — x{t] to, xo,u{-),v{-)) at the moment t = ^ and the set N should not 
exceed the value of e. Here P and Q are given bounded and closed sets from 
spaces of controls U and V, respectively. 

The problem of dynamical reconstruction of an input is as follows. Let in 
inclusion (1) control u — u{t) — 0,t eT. li is required to design a dynamical 
algorithm of reconstruction of an unknown input v = v{-) in the "real time" 
mode. 

The scheme of algorithm for solving the problem of robust control is given 
in the figure below [1, 4, 5]. 

M-) 

u 

i\ 1 

u''{-)==u{-,^'',w) 

v{-) 

7r(.) 

(1) 
^^{•) 
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In the beginning, an auxiliary system M (called a model) is introduced. The 
model has an input 7r(-) and an output w(-)- The process of synchronous 
feedback control of inclusion (1) and M is organized on the interval T. This 
process is decomposed into (m — 1) identical steps. At the i-th step carried 
out during the time interval 5i = [T ,̂ TJ+I) , the following actions are fulfilled. 
First, at the time moment r^, according to the chosen rule U, the element Ui — 
U{Ti, 4^, Wi) is calculated. Then (till the moment n+i) the control u{t) = Ui, 
n < t < Ti+i, is fed onto the input of inclusion (1). The values ^^-i and 
Wj+i = i(;(Ti+i) are treated as algorithm's output at the i-th step. 

An analogous scheme is applicable to solving reconstruction problem. In 
this case, an auxiliary system M (a model) is also introduced. The problem 
of reconstruction is substituted by the problem of designing an algorithm of 
feedback control of the model. This algorithm is identified with a function U, 
which is chosen in such a way that the control u ~ u^{-) approximates the 
unknown disturbance v{-): u'^{t) = Ui = U{Ti, ̂ ^, w{t)), t e 5i. 

2. Statement of the problems 

Before we pass to the mathematical formulation of the problems, let us give 
some definitions. Denote by Uafi(-) a function u{t), t e [a, b]. The symbol 
Pa,b{') stands for the restriction of a set Pr(-) onto the segment [a, b] c T. 
Elements of the product T x H x H are called positions and denote by p. 
Any possible function (multifunction) U: TxHxH—fP is said to be a 
feedback strategy. Feedback strategies correct controls at corresponding time 
moments. Any strongly measurable (by Lebesgue) functions u{-) : T ~-f P 
and v{-) : T ^> Q are called an open-loop control and a disturbance, and are 
denoted hy UT{-) and VT{-), respectively. Let a model M be described by the 
inclusion 

w{t) + dip{w{t))^TT{t) + f{t), teT, w{to)^xo, (3) 

where 7r(-) G L^iT; H) is an open-loop control. Hereinafter, denote a solu­
tion of inclusion (3) by the symbol 'w{-) = w{-] to, XQ, TT{-)). A solution x{-) 
of inclusion (1) starting from an initial state (t*,a;*) and corresponding to a 
piecewise constant control u(-), 

u{t) =Uie U{pi) eU, te [r̂ , T ,+I) , i G [O : m - l], 

Pi'={Ti,(.^,Wi), Wi=w{Ti;to,Xo,TT{-)), \^^ ~ x{Ti)\H < h, 

and to a disturbance v{-) : [i*,a?] —> Q is called an (h, A, w)-motion 
^A u)('' ^*' ̂ * ' ^ ' '̂t»,i?(-)) generated by a positional strategy ZY on a partition 
A. The set of all (/i, A,ui)-motions is denoted by X^i^^^j{U,x^,U,h, A, w). 

The problem of robust control (Problem 1) consists in constructing an open-
loop control 7r(-) G Pr(-) in the model and a feedback strategy U : T x H x 
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H -^ P with the following properties: whatever a value e > 0 may be, one 
can indicate (explicitly) numbers ft* > 0 and 5* > 0 such that the inequalities 

dist{xi^^{'d),N)<e •Vxi^^{-)eXT{to,xo,U,h,A,w) (4) 

are fulfilled uniformly with respect to all measurements ^^ with properties (2) 
if/i < h^ md 5 = 5{A) < 6^. 

Here the symbol dist(a;, A )̂ denotes the distance from x to A'', i.e., dist(a;, N) = 
infyeiv{|a;^y|H}. 

Let us turn to the problem of reconstruction. In this case, a disturbance 
v{-) to be reconstructed is an element of the space L2{T; V). The solution 
of (1) generated by a disturbance v{-) G L2{T;V) is denoted by the symbol 
x(-) = x{-;to,xo,v{-)) (wehave w(-) = 0 in (1)). A model M i s described by 
the relation 

w{t) + dip{w{t)) 3 -Cu^{t) + fit), t e T, w{to) = XQ. (5) 

Let us a family of partitions 

Aft = {n,/i}™ft=0' 'Ti,h = n-i,h + S, To^h = ^0, r-^h.h = 1? (6) 

with fixed diameters S = 5(h) be fixed. The control M''(-) is defined as follows: 

u'^it) ^ u{pi) eV, te 5i^h = [n,h. n+^^h), (7) 

where the position pi — {Ti^h,^^',w{t)) for t e 5i^h- Let v^,(-;x{-)) be a 
minimal L2{T; l/)-norm element of the set K(a;(-)) of all functions v{-) G 
L2(T; V) generating the solution x(-): V;(x(-)) = {v{-) e L2{T] V) : x{-) = 
x{-,to,xo,v{-))}. 

The problem of dynamical reconstruction (Problem 2) consists in construct­
ing a feedback strategy U: TxHxH—^V such that the control w = n''(-) 
defined by (7) possesses the property 

u^{-)-^v4-,x{-))mL2{T;V) as h-^ 0. 

3. Algorithm for solving Problem 1 

In this section, an algorithm for solving Problem 1 is designed. This algo­
rithm is based on constructions of the theory of guaranteed control [1, 4, 5]. 
Let the following condition be fulfilled. 

Condition 1 ("Entire domination") There exists a closed set D C H such that 
BP:^CQ + D. 

Here we use the following notation: BP — {Bu : u € P}, CQ = {Cv : 
V e Q}, CQ + D =^ {u : u = ui + U2, ui e CQ, U2 S D}. 
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Let us describe the procedure used in tlie construction of the (h,A,w)-
motion x'^^{t;to,xoM,vtg^t{-)) corresponding to a fixed partition A and a 
strategy U of the form: 

U{t,x,w) = argmin{(a; — w{t),Bu)H • u e P}. (8) 

We assume UQ G P in the interval [to, r i ) . Under the action of this control as 
well as of an unknown open-loop disturbance wjo.ri (•)> some {h, A, ti;)-motion 
{^A,wi'j ^0, xo,UQ, vtQ^Ti(•))}to,Ti is realized. At the moment ^ = ri we find 
ui from the condition 

WieW(pi) , Pl = ( r l , e ^ ^ ( r l ) ) , \^'l-xX^{Ti)\H<h. 

Then we calculate the realization of the (/i, A,'u;)-motion {X'}^^{-]TI, 

^A,w(''"i)''"i''"Ti,T2(-))}ri,T2- Let the {h,A,w)-mo\xon x^^^{-) be defined in 
the interval [fo, T^], (TJ = Ti,h)- At the moment t = TiV^t assume 

u1 e U{p^), Pi - in,^^,win)), |4'̂  - xi^jTi)\H < h. 

As the result of the action of this control and of an unknown open-loop dis­
turbance fri,n+i(-) the {h, A,u))-motion of system (1) {x^ ,„(•; n, x%^^{n), 
'"?i^T-i,n+i('))}n,Ti+i is realized in the interval [Ti,Ti+i]. The procedure of 
forming the (h. A, 'u;)-motion stops at the moment T9. 

Let W{t; to, xo) be the set of attainability for inclusion (3), i.e., 

W{t; to, xo) = {w{t) : w{t) = w{t; to, xo, nta,t{-)),TTto,t{-) G Ao,t(-)}. 

DtoA-) = M-) G L2([to,t]; H) : U{T) e D for a. a. r e [to, t]}. 

THEOREM 1 If WD{'d\to,xo)(^N ^$ then Problem 1 has a solution and the 
positional strategy U: TxHxH-^P defined according to (8) solves this 
Problem. Otherwise, Problem 1 does not have a solution. 

Proof (outline). The proof of the first part of this theorem is performed 
according to the known scheme (see, for example, [4]). The basic elements of 
the algorithms are represented by stabilization procedures (functioning by the 
feedback principle) for appropriate Lyapunov functionals. Let7r*(-) G DT{-) 
be an open-loop control with the following property: w{'d] to, XQ, 7r*(-)) G N. 
Herew(-) = «;(•; io,a^o,'T"*(-))denotesthesolutionof(3)for7r(-) = 7r*(-). The 
cornerstone is the proof of "smallness" of variation of the Lyapunov functional 
e{t) — |x^,y(t) —w(i)||^ in the interval r . Namely, the strategy W (8) provides 
fulfillment of the inequalities 

e(t) < ein) + at - n){h + (i - nf'^) 
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for t e [r ,̂ Tj+i], i G [0 : m — 1]. The inequalities, in turn, imply the estimate 
e(t) < C{h + 5), where a constant C does not depend on x\^{-) and w{-). 
Hence, in virtue of condition 1, it follows that relation (4) is true. 

Let us prove the second part of the theorem. For this purpose, it is sufficient 
to indicate a rule V: TxHxH~^Q forming a disturbance v{-) such that, 
for any feedback control tt(-), the solution of inclusion (1) avoids the set N at 
the moment ?̂. Along with inclusion (1), we consider the inclusion 

y{t) + d^{y{t)) 3 Bu%t) - Cv'it) + fit). (9) 

We construct the procedure of synchronous feedback control of (1) and (9). Let 
us fix a partition A of the interval T. In the interval [t^, TI] , we assume u^ (t) = 
u(°) e P, v'^{t) = w(°) e Q, v{t) = VQ G Q, where u^^\ vo are arbitrary 
elements from the sets P and Q,v^°^ is an element such that Bu^°^ — C'v^°'> e D. 
Under the action of these constant controls and of an unknown control uto,Ti{-), 
some solution {x{-;to, XQ, Uto,Ti (•)> •'̂ o)}to,Ti of inclusion (1) and some solution 
y^(i) = y{t]tQ,XQ,u^^\v^^'>), to < t < T\, of inclusion (9) are realized. By 
analogy with (/i, A, ty)-motion x\ ^, the former is denoted by x\^y and is 
called an (/z, A, y)-motion: x\ {•) = x{-]tQ,XQ,Uto^^{-),V) and the latter 
is called an [h, A)-motion of the model. The set of all x\ (•) is denoted by 
XT{tQ,XQ,V, A,y). Letthe(/i, A)-motionty^(-) and(/i, A,y)-motionx^ (•) 
be defined in the interval [to,Ti]. To form {2/A(-)}ri,n+i, {a^A.j/COIri.n+i, we 
proceed in the following way. At the moment t = Tiwe find u^^\ v^^\ and Vi 
from the rule 

t i« = argmin{(yi(r ,) ~ ^'1,BU)H :ueP}, |4^ - xijn)\H < h, 

t)(*) is an arbitrary element from the set Q such that Bu^^^ — Cu^*) e D, 

Vi&V{t,(,ly\{n)), 

V{n,x,yX(Ti)) = aTgmm{{y'l{Ti) -X,CV)H --V eQ}. 

After that, we assume that u'^{t) = u^^\ v'^'^^ (t) — f (') for t e [r̂ , Ti+i) in (9), 
then we calculate the {h, A)-motion in the interval [r ,̂ Ti+i]: y'^{t) = y{t; Ti, 
y^(rj),u( '\t)( ')), Ti < t < Ti^^i. Simultaneously, the control i'(t) = Wj 
for t e [Ti,Ti+i) is fed onto the input of (1). As a result of the action 
of this control and of an unknown control Un^n+i (•)> some (/i, A, t/)-motion 
{a^A,y(-;Ti,a;A,j,(Ti),iin,Ti+i(-)>^i)}Ti,n+i is realized in the interval [n^Ti+i]. 
This procedure stops at the moment -d. Analogously to [4], we establish that 
for every e e (0, e*) one can indicate (explicitly) numbers hi = hi (e) > 0 and 
5i = 8i (e) > 0 such that the inequality 

dist(x^_y(a9), N) > e yxXj-) e Xrito, xo, V, A, y) 
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is fulfilled if /i < hi, 5 = < (̂A) < 5i. Toward this aim, the Lyapunov 
functional e^'^\t) = \x\ [t] — y\{t)\^fj is estimated in the interval T, and its 
"small" variation is established. The theorem is proved. 

4. Algorithms for solving Problem 2 

Let us describe algorithms for solving Problem 2. Recall that we consider 
inclusion (1) with unknown v{-) and u{-) = 0. In this section, we assume that 
[/ is a Hilbert space with the scalar product (-,•)[/• Constructions described 
below are based on the approach developed in [2, 6, 7]. 

Let a partition A/j of the form (6) and a function a{h) : (0,1) -^ i?+ be 
fixed. Let the following condition be fulfilled: 

a{h) -^ 0, 5{h) -> 0, d{h)a-^(h) -^ 0, (10) 

h^5~\h)a-\h) -^ 0 ds h ̂  0. 

A positional strategy U:TxHxH—*Vis defined by the rule 

Uip,) = a-\h)C*{^^-w{t)), (11) 

where pi = (r„ ^^, w{t)) is the position for t e 5i = [n, r^+i), n = Ti^h, w{-) 
is the solution of inclusion (5) with u(-) defined by (7), (11). 

T H E O R E M 2 Let condition (JO) be fulfilled. Then the positional strategy U of 
the form (7), (11) solves Problem 2. 

The proof of this theorem is performed according to the scheme from [2]. 
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Abstract In many engineering and biomedical problems there is a need to identify parame­
ters of the systems from experimental data. A typical example is the biochemical-
kinetics systems describing oncogenic hyperplasia where the dynamical model is 
nonlinear and the number of the parameters to be identified can reach a few hun­
dreds. Solving these large-scale identification problems by the local- or global-
search methods can not be practical because of the complexity and prohibitive 
computing time. These difficulties can be overcome by application of the non-
search techniques which are much less computation- demanding. The present 
work proposes key components of the corresponding mathematical formulation 
of the nonsearch paradigm. This new framework for the nonlinear large-scale pa­
rameter identification specifies and further develops the ideas of the well-known 
approach of A. Krasovskii. The issues are illustrated with a concise analytical 
example. The new results and a few directions for future research are summarized 
in a dedicated section. 

keywords: nonlinear dynamic system, non-search parameter, identification, 
Krasovskii method, biochemical kinetics 

1. Introduction 

In many engineering problems there is a need to identify parameters of sys­
tems from experimental data. This is equally true for both simple and complex 
systems (the latter are common in biomedical technology). A typical exam­
ple is the biochemical-kinetics systems describing oncogenic hyperplasia (e.g., 
[1] - [3]), the first and therefore inevitable stage in development of any solid 
tumor. Oncogenic hyperplasia is a complex process related to many differ­
ent types of molecules interacting with hyperplastic cells. In particular, these 
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interactions include the autocrine mechanism where the transforming-growth-
factor-a molecules bind to the epidermal-growth-factor receptors at the cell 
surfaces (e.g.,[4]). 

Oncogenic hyperplasia is also implicated in many other proliferative diseases 
(e.g., vascular, gastrointestinal, endocrine). The existing detailed models for 
the above phenomenon are ordinary differential equation (ODE) systems with 
a hundred or more equations (e.g., see the 104 equations in [4], Tables 1-3). 
These systems usually include hundreds of parameters to be identified. In other 
words, if p is the vector of the parameters in the ODE system, then in the case 
of oncogenic hyperplasia 

dimension m of vector p is on the order of a few hundreds. (1) 

This feature is also common in many in biomedical and engineering systems. 
Under condition (1), the parameter identification (sometimes applied to bio­
chemical kinetics [5], [6]) based on the local or global search can not be practical 
because of the complexity and prohibitive computing time. The problem can be 
resolved by application of the techniques much less demanding in terms of the 
required computations. One of them is the nonsearch parameter-identification 
strategy. 

The purpose of the present work is to present the nonsearch paradigm (i.e. 
the basic aspects of the mathematical formulation) for dynamical systems that 
have property (1) and which are related to oncogenic hyperplasia. The lat­
ter inevitably leads to nonlinear systems (e.g., [4]). Subsequently, the above 
paradigm should correspondingly extend the nonsearch settings well known 
(e.g., [7]) for linear and simple systems. 

2. Model 

The present work considers the following nonlinear ODE system 

dx/dt = f{t,x,p) (2) 

where t e R = (—oo, oo) is the time, x e R" (n > 1) is the state variable of 
the system under consideration, p G R*" (m > 1) is the vector of the system 
parameters discussed in Section 1, and / is the n -vector function sufficiently 
smooth on R"+'^+^. As a rule, ODE (2) at every fixed p possesses the following 
two properties: 

• it is asymptotically stable in the Lyapunov sense in the large; 

• moreover, it has the unique generally nonstationary solution, say, ips {t,p), 
usually called the steady state solution, which is uniformly bounded for 
allied. 
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The above stability implies that, if(p{t, p, to, XQ) is the solution of ODE (2) with 
initial condition 

X |t=to= xo (3) 

where to G R and XQ G R"', then 

ips(t,p) = lim ip{t,p,to,xo) , p e R"*, Xo e R". (4) 

A discussion and references on ODE (2) with the above features can be found 
in [8]. The generalization of (ps{-,p) for the diffusion stochastic processes is a 
nonstationary invariant DSP (paper [9] summarizes the results on these invari­
ant processes). 

Remark 1. In many cases, solution ips{-,p) can be obtained by means of 
the limit relation (4). Alternatively, one can determine Lps(t,p) as the unique 
solution of certain_^njte (i.e. nondifferential) equation (see [8]). The simplest 
approximation for it is 

f{t,x,p) = 0,teR, (5) 

which is the quasi-stationary version of ODE (2). 

The next section proposes the necessary condition for the parameter identi­
fication to be meaningful. 

3. Identification and uniqiuiness of parameters. 
Identification of the parameter vectorp in ODE (2) is commonly implemented 

in the following way. One obtains the measurement data Xg for the steady-state 
solution fsit,-) of (2), and then determines the actual value Ps of p (i.e. the 
value corresponding to the measured time dependence) by solving equation 

Xs = ^s{t,Ps) , i e R , (6) 

forps. 

Remark 2. The above extraction of ps from the steady-state solution 
makes pg independent of initial value XQ in (3). 

System (6) of n equations is assumed to be uniquely solvable for m entries of 
vector Ps, no matter what the values n and m are. Theory of nonlinear-system 
identification not always can deal with the question whether this is possible or 
not. To fill the gap, one can prove the following proposition. 

Proposition 1. If function ips is sufficiently smooth and equation (6) is 
solvable forp^, then the equation has the only solution, if for any p / , p / / e R™ 
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suchthatp/ ^ P77,vectors J ^^^^^^^^^^i+^iPusiPiyi.dkJ = 1, ...,m, as functions 
0 ^' 

of t, are linearly independent for all t G R (scalars pi are the i-th entries of 
vector p). 

The proof is based on the notion of a linear independence of vectors and 
representation 

1 
^s{t,Pii)-V>s{t,Pi) = {pii - PI) I {d^s[t,Pi + k{pii - pi)]/dp} dk, 

0 

which results from the well-known formula (e.g. [10]). Criteria for the unique­
ness in parameters similar to Proposition 1 are of a fundamental importance 
because it is impossible to consider the ODE-related identification in a mean­
ingful way without a criterion of this kind. 

4. Nonsearch approach to the parameter identification 
In the nonlinear nonsearch approach (e.g. [11]), one obtains the measure­

ment data X on the solution of initial-value problem (2), (3) where p is equal to 
its actual value Ps, i.e. 

X = Lp{t,Ps,tQ,XQ) , (7) 

dx/dt = f{t,x,ps) . (8) 

To identify the parameter vector, i.e. to determine pg, one implements the non-
search procedure below. 

Remark 3. The nonsearch procedure: 

• allows p in ODE (2) to depend on time t; 

• describes the t -dependent p with a dedicated ODE, say, 

dp/dt = g{t,x,p) (9) 

with initial condition 

P | t=to=Po, (10) 

where g is the m -vector function sufficiently smooth in R^+'^+i and 

Po e R'"; 

• and ensures certain stability of ODE system (2), (9) which provides the 
behaviors 

l im(x—5: )=0 , \irap — ps, (11) 

of the solution {x, p) of a problem (2), (9), (3), 10) for any initial vector 
{xo,Po). 
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The above recipe yields ps by the limit relation (11) thereby avoiding using 
any search technique. 

This in principle resolves the problem associated with the high- number- of-
pammeters feature (1) typical in oncogenic hyperplasia (see Section 1). 
In the above recipe, the stability is the key property to be assured. This can be 
done with the help of the theorem below. 

Theorem 1. Let the following assumptions hold. 

(A) Hypothesis of Proposition 1 is valid. 

(B) ODE (2) is asymptotically stable in the Lyapunov sense in the large at any 
i-dependent sufficiently smooth p, and det [df{t, x,p)/dx\ ^ 0. 

(C) State X relaxes faster than parameter p and there exists the integral mani­
fold, say, M for the \slow" variable p. 

(D) ODE (9) is asymptotically stable in the Lyapunov sense in manifold M, 
and vector lim \t-.tQ^oo P exists and is finite. 

Then the nonsearch-identification recipe in Remark 3 is applicable. 

The proof is not complicated. We only mention that the second equality in 
(11) follows from assumptions (A) and (D), and obvious relation limt^oo x = 
Xs , which stems from assumption (B) and equality (8). 

Remark 4. In assumption (C) of Theorem 1, the manifold corresponds to 
the function (ps {t, p) in Section 1. It can be obtained as the solution of the finite 
equation resulting from the two-groups-of-components version of the method 
in reference [8], p.459 (cf.. Remark 1). The simplest approximation for this 
equation is (5). 

In the literature, there are no practical or even constructive criteria to verify or 
provide asymptotic stability in the large of general nonlinear ODEs. If function 
g in (9) is nonlinear, it is especially difficult to design this function such that 
assumption (D) of Theorem 1 is assured. This is possible only in some particular 
cases. 

In the general case, certain features critical to assumption (D) can be provided 
by the ideas of A. Krasovskii [11]. This topic is discussed in the next section. 

5. Specification of the Krasovskii method and new issues 
related to it 

The main relation in the method of Krasovskii is {[11], eqn. (3), (5), (6)} 

dp/dt = g{t, x,p) = -dH/dp (12) 
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where H {[11], pp. 1852, 1856} is the strictly convex function of x — x and 
dH/dp (cf., [11], eqn. (11)) is the derivative along trajectories in the \slow"-
variable integral manifold M. Note, however, that the manifold idea in the 
Krasovskii paradigm is recognized but not formally developed (for instance, 
the corresponding derivation in reference [11], eqn. (12), (13), is not valid 
when p depends on t). Following the above settings, for iJ in (12) we consider 
the expression 

H{t,x,p) = - \^{x -xf^ B{t,x,pa){x ~x) + [p - psf A{t,x,ps){p - ps)]^ 
(13) 

where both matrices A{t,x,Ps) and B{t,x,ps) are symmetric and positive 
definite. In contrast to (13), Krasovskii's expression for H does not include 
either the second term in the brackets or the value ps, which is unknown (cf., 
assumption (D) of Theorem 1). Vector ps in (13) is replaced below with a 
self-consistent predictor which is in a certain sense more accurate than p. 

The derivative in (12) along trajectories in the \slow "-variable integral man­
ifold M is evaluated as 

dH{t,x,p)/dp= {dx/dpYBit,x,ps){x -x) + A{t,x,Ps){p-Ps) 

where the term dx/dp on the right-hand side is estimated according to Remark 
4 and equation (5). This results (see (12)) in 

dp/dt = ~{[C{t,x,p)f B{t,x,p,){x -x) + A{t,x,p,){p - Ps)}, (14) 

where 

c{t,x,p) - ~[df{t,x,p)/dx]-^df{t,x,p)/dp . (15) 
Equation (14) (see also (15)) generalizes the well-known Krasovskii equation 
{[11], eqn. (16)}. 

Reformulating (14) to answer the question if assumption (D) of Theorem 1 
holds, one applies: 

• the first equality in (11), which stems from assumption (B) of Theorem 
1 and 

• the approximate expression x — x = C{t,x,Ps){p — Ps), which stems 
from Remark 4, equation (5), and the first equality in (11). 

The resulting form of (14) is 

dp/dt=^~{A{t,x,p,) + [C{t,x,Ps)fB{t,x,p,)Cit,x,p,)}{p~^Ps) (16) 

This is the specific version of the parameter ODE (9). 
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Remark 5. The last term on the right-hand side of (14) is missing in the 
Krasovskii equation {[11], eqn. (16)}. If it is not included in equation (16), this 
equation cannot be asymptotically stable when m > n (since, in this case, ma­
trix [C(t, X, Ps)]'^B{t, x,Ps)C{t, X, ps) is singular, even if matrix C{t, x, ps) is 
of the full rank, i.e. its rank is n). 

Equation (16) is a linear ODE with time-dependent coefficients. Subse­
quently, its stability can be analyzed with the corresponding methods of the 
stability theory. Matrices A{t,x,ps) and B{t,x,Ps) are to be determined to 
assure, firstly, the stability and secondly, the fact that vector p in ODE (16) 
relaxes slower than vector x in ODE (2) (which is required in assumption (C) 
of Theorem 1). We retain these topics for future research. 

6. Time average of parameters as a self-consistent 
predictor of the actual values 

Actual value Ps is obtained (see (11)) as the time limit of p from the solution 
of initial-value problem (2), (14), (3), (10). However, in the process of solving, 
Ps is unknown and hence can not be employed in ODE (14). For this reason, 
Ps in (14) is replaced with 

t 

q=^jlj-Jp-ds (17) 
to 

that results in 

dp/dt = -{A{t,x,q) + [C{t,x,q)fB{t,x,q)C(t,x,q)}{p~q) . (18) 

Vector g is a self- consistent predictor for pg. Indeed, in contrast to the well-
known additional assumptions inherent in the parameter-shift technique (e.g. 
[7], Remark 8.4.1(ii) on p. 564), representation (17) involves only the time 
dependence of p without extra assumptions. Predictor q is also more preferable 
than any instantaneous value of p because of the following. 

Within the treatment based on the Theorem 1, vector x in (18) is the measured 
value of the \fast"-variable x in ODE system (2), (18) whereas vector p in (18) 
is the \slow"variable in the system (c.f., assumption (C) of the Theorem 1). In 
view of the coupling of (18) with the \fast"-variable x, the \slow"variable p is 
generally prone to rapid but comparatively short-living changes. Subsequently, 
the advantage of the \time-average"form of (17) of predictor q for Ps is that it 
\filters out"fast variations in the time dependence of instantaneous value p. 

Also note, that q defined by (17) is the solution of ODE 

dq/dt = {p-q)/{t-to) (19) 
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with initial condition 

q |t=to=Po • (20) 

This description is equivalent to (17) and, thus, can be used instead of it. 
Initial-value problem (18), (19), (10), (20) is the model developed in the 

present work to determine actual value ps = Yiuit^oo P and to deliver it to the 
initial- value problem (2), (3). This model is intended to serve as a computa­
tionally efficient alternative to the search-based parameter identification. It is 
probably the only practice-relevant option in the high-number-of-parameters 
case (1). Also note that ODE (18) is the more specific form of ODE (9) of 
Theorem 1 derived within a generalization of the ideas of [11]. 

7. Example 
The specific model below exemplifies the analyses in this section and Sec­

tion 5. Let the identical molecules of concentration x and identical cells of 
concentiation u be suspended in a dispersion medium (e.g., the blood plasma). 
Assume that the cells release certain molecules, the time-dependence u{t) of 
u is known, and the molecules are disintegrated in the medium. Then these 
processes can be described with ODE (2), where n = 1 (xi = x), m = 2, and 
f(t,x,p) — —pix -|- P2u{t), where pi and P2 are the parameters. The problem 
is a determination of these parameters (generally dependent on the properties 
of the dispersion medium) from the measured data x — x{t) (cf., (8)) on x. 

According to the proposed treatment, the general model is system (2), (18), 
(19). In the example under consideration, the specific form of (2) is mentioned 
above. The form of (19) is fixed, independent of specific phenomena. The only 
issue is the specific form of (18). One can show (with the help of (15)) that this 
form is 

Pi' 
P2' 

Ai 0 \ , B f im? -u{t)x{t) 
0 ^2 y ^ V '^U{t)x{t) {U{t)f 

Pi -Qi 
P2 -q2 

where scalars Ai > 0 and A2 > 0 are the diagonal entries of symmetric 
and positive definite matrix A{t,x,ps), which is assumed constant, and scalar 
i? > 0 is the 1x1 symmetric and positive definite matrix B(t,x,ps). The 
mentioned scalars can be chosen as discussed in the text below Remark 5, 
in particular, involving the well-known results of stability theory (e.g. [12]]. 
However, to begin with, one can estimate them in line with the issues in ([7], 
Chapter 4). 

Also note that the manifold in assertion (C) of Theorem 1 exists and is de­
scribed as X = jt^ I exp — jl {p\{v))~^ dv\ P2{s)u{s) \ ds. The condition 
when this manifold is the one for "slow" vector (pi,P2) can be obtained by 
means of results of [8]. 
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The above example illustrates the proposed innovative method, based upon 
the ideas of Theorem 1. The new approach presents nontrivial extension of the 
well+known techniques available in the literature (e.g., [7], Chapter 4). 

8. Concluding remarks and directions for further 
research 

The main new results developed in the present work include: 

• Proposition 1 (on the uniqueness in the parameters); 

• Theorem 1 (on the qualitative features of the model for the nonsearch 
identification of parameters of nonlinear systems); 

• three new issues on a specification of the Krasovskii method: 

- the multi-aspect role of the \slow"-variable manifold, 

- the dissipative term in the ODE for the parameter vector, 

- the self-consistent predictor for the actual values of parameters; 

• a generic model for the nonsearch identification of nonlinear-system pa­
rameters (initial-value problem (2), (18), (19), (3), (10), (20)). 

A few directions for future research are: (1) application of the present results 
to numerical parameter identification in biochemical kinetics of oncogenic hy­
perplasia in can-cer and other proliferative diseases, (2) generalization to Ito's 
stochastic nonlinear differential equations taking into account the influence of 
random noises (this can make use of the analytical-numerical methods devel­
oped for high-dimensional nonlinear stochastic systems [13]), and (3) extension 
of the stability-based nonsearch optimization/idenfifica-tion to new areas such 
as self-navigated truly autonomous (fully GPS-independent) robots capable of 
delivering light load, or intercepting mobile targets (e.g., [14]). Future rigorous 
analysis of the mathematical formulation proposed in this work will contribute 
to specification of the details which can facilitate practical application of the 
present approach. 
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Abstract We state uniqueness and stability results for the inverse problem of determining 
a rigid inclusion inside an isotropic elastic body Q, from a single measurement 
of traction and displacement taken on the boundary of Q. 

Keywords: inverse problems, linearized elasticity, rigid inclusion. 

1. Introduction 

In this paper we consider the inverse problem of identifying a rigid inclusion 
inside an elastic body from boundary measurements of traction and displace­
ment. This kind of problems arises, for instance, in non-destructive testing for 
damage assessment of mechanical specimens, which are possible defective due 
to the presence of interior rigid inclusions. More precisely, let the elastic body 
be represented by a bounded domain Cl inR^, or R^, inside which a possible 
unknown rigid inclusion D is present. Our aim is to identify D by applying a 
traction field (p at the boundary dfl and by measuring the induced displacement 
field on a portion S c dfl. 

Working within the framework of the linearized elasticity, where C denotes 
the known elasticity tensor of the material, the displacement field u satisfies the 
following boundary value problem 

div(CVu) = 0, in O \ S , 

{cyu)iy = ^p, on an, (i) 

coupled with the global equilibrium condition 

I {CVu)v • r = 0, for every r e 7^, (2) 
JdD 
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where TZ denotes the hnear space of the infinitesimal rigid displacements r(a;) = 
c + Wx, where c is any constant n-vector and W is any constant skew n x n 
matrix. We shall assume C strongly convex and of Lame type. Problem (l)-(2) 
admits a solution u £ H^{n\D), which is unique up to an infinitesimal rigid 
displacement. In order to specify a unique solution, we shall assume in the 
sequel the following normalization condition 

u=^0 on dD. (3) 

Therefore, the inverse problem consists in determining the unknown rigid in­
clusion D, appearing in problem (l)-(3), from a single pair of Cauchy data 
{u, {CVu)iy} on 5fi. 

The indeterminacy of the displacement field u and the consequent arbitrari­
ness of the normalization (3) which we have chosen, lead to the following 
formulation of the uniqueness and stability issues. 

Uniqueness issue. 
Given two solutions Ui to (I)~(3) when D = Di, z = 1, 2, satisfying 

{CVui)v = (̂ , on 90 , (4) 

ui - U2\^ e 7^, (5) 

does Di = D2 hold? 
Stability issue. 
Given two solutions Ui to (l)-(3) when D — Di, i — 1,2, satisfying 

{CVui)v == ip, on 90 , (6) 

min \\{ui — U2) — ^11^2(3) < e, for some e > 0, (7) 
reft 

to evaluate the rate at which the Hausdorjf distance between Di and D2 tends 
to zero as e tends to zero. 

In this note we present the uniqueness and stability results obtained in [4], 
to which we refer for the proofs. 

In particular, we have obtained uniqueness under the assumption that dD is of 
C^ class, see Theorem 1. The proof of uniqueness is mainly based on the weak 
unique continuation principle for solutions to the Lame system (first established 
by Week [5]), the uniqueness for the corresponding Cauchy problem, (see, for 
instance, [2] and [3]), and geometrical arguments related to the structure of 
the linear space 7?. which involve different techniques according to the space 
dimension. 

This inverse problem is severely ill-posed from the point of view of stability 
and, therefore, only a weak rate of convergence, under some apriori information 
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on the unknown boundary dD, can be expected. In [4] a constructive stability 
estimate of log-log type, assuming C^'" regularity ofdD, 0 < a < 1, has been 
proved, see Theorem 2 for a precise statement. 

The key ingredients to prove stability are quantitative versions of the unique 
continuation principle, precisely: a three spheres inequality for solutions to the 
Lame system, which was obtained in [1]; stability estimates for solutions to the 
Cauchy problem, obtained in [3]; a stability estimate of continuation from the 
interior for a mixed boundary value problem obtained in [4]. The complications 
of geometrical character arising in the proof of uniqueness, due to the general 
form of the condition (7), become significantly harder in the stability context, 
see the geometrical Lemma 7.1 in [4]. 

2. A priori information 

In the sequel we use the following notation. 
Let O be a bounded domain in R". Given k, a, with k e'N,0 < a < l ,we 

say that a portion S of dQ is of class C'^'" with constants po, MQ > 0, if, for 
any P £ S, there exists a rigid transformation of coordinates under which we 
have P = 0 and 

nnBp,{0)^{x = {x',Xn)eBp^{0) I Xn>t^{x')}, 

where x' — {x[, ...,x'n_i) G R"^^ and ip is a. C'^'^ function on B'p^{0) = 
Bp^{0) n {xn = 0} C R " - i satisfying 

^(0) = 0, 

VV'(O) = 0, when k>l, 

IIV'IIC'=."(B;,^(O)) < MQ. 

When A; = 0, a = 1, we also say that S is of Lipschitz class with constants po, 
Mo. 

We denote by M"* ̂  " the space of m x n real valued matrices and by £ (X, y ) 
the space of bounded linear operators between Banach spaces X and Y. When 
m — n,we shall also denote M" = M"^". 

Foreverynxnmatrix^andforeveryC G £(M",M") , we use the following 
notation: 

n 
{CA)ij ~ 2_j CijkiAki- (8) 

Let us introduce the linear space of the infinitesimal rigid displacements 

7̂  = ^r{x) = c+Wx, ceTC, W eM", W + W'^ = o], (9) 
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where x is the vector position of a generic point in R". 

Let us list here the a priori information needed for stability. 

i) A priori information on the domain. 
We assume that Q is a bounded domain in R" such that 

\n\ < Ml, (10) 

for some Mi > 0, where |0 | denotes the Lebesgue measure of Jl. 
For the sake of simplicity, we assume in the sequel that 

dO. is connected, (11) 

but we emphasize that all the results stated in the next Section continue to hold 
in the general case when (11) is removed. 

We assume that fi contains an open, connected, rigid inclusion D such that 

Q \ Z> is connected, (12) 

91? is connected, (13) 

and 
dist(i:>,an) >po- (14) 

Moreover, we assume that we can select an open portion S within 9 0 (repre­
senting the portion of the boundary where measurements are taken) such that 
for some Po G S 

aonBp„(Po)cs. (15) 
Regarding the regularity of the boundaries, given a, MQ, 0 < a < 1, MQ > 0, 
we assume that 

dVl is of class C" '̂° with constants po, MQ, (16) 

dD is of class C^'°' with constants po, MQ, (17) 

and, moreover, that 

E is of class C^'" with constants po, MQ- (18) 

ii) Assumptions about the boundary data. 

On the Neumann data (p appearing in problem (1) we assume that 

( ^ G F - ^ ( a O , R " ) , v ? ^ 0 , (19) 
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the compatibility condition 

tp • r — Q, for every r eTZ, (20) 

< F. (21) 

Ian 

and that, for a given constant F > 0, 

Hi) Assumptions about the elasticity tensor. 
We assume that the elastic material is isotropic, that is the elasticity tensor 

field C = C(x) G £(M",M") has components Cijki given by 

Cijkiix) = X{x)5ij5ki + iJ,{x){5ki5ij + 5ii5kj), for every x e Q, (22) 

where A = A(a;) and fi = JJ.{X) are the Lame moduli. Moreover we assume that 
the Lame moduli satisfy the C^'^ regularity condition 

ilMllcM(n) + PllcM(n) < M. (23) 

and the strong convexity condition 

p{x) > Qfo, 2ii{x) + n\{x) > Po, for every x e 0,, (24) 

where M, ao, /?o are given positive constants. 
We shall refer to the set of constants a, po, MQ, MI, F, OQ, /?O, M as to the 

a priori data. 
By standard variational arguments it is easy to see that problem (l)-(3) admits 

a unique solution uE H^{^\D, R") such that 

ll«llHi(n\I5,R") ^ ^^\'P\\H-h{an:SCy ^^^^ 

where C > 0 only depends on ao, Po, po, MQ and Mi. 

3. Main results 
Theorem 1 (Uniqueness) 
Let O be a bounded domain satisfying (11) and having Lipschitz boundary. 

Let Di,i ~ 1,2, be two domains compactly contained in Q,, having C^ boundary 
and satisfying (12) and (13). Moreover, let S be an open portion of 5fi of class 
C2'". Let Ui e i ? H ^ \ A , R " ) be the solution to (l)-(3), when D ^ Di, 
i = 1,2, let (19), (20) be satisfied and let the elasticity tensor C of Lame type, 
with Lame moduli A and /x of C^'^ class satisfying /v, > 0, 2^ + nA > 0 in fi. 
If we have 

{ui - W2)t e ^ , (26) 



284 PROCEEDINGS, IFIP-TC7, TURIN 2005 

then 
Di - D2. (27) 

Theorem 2 (Stability) 
Let fi be a domain satisfying (10), (11) and (16). Let Di, i = 1,2, be two 

connected open subsets of O satisfying (12), (13), (14) and (17). Moreover, let 
E be an open portion of 9 0 satisfying (15) and (18). Let uj e i? ̂  (O \ D,, R") 
be the solution to (l)-(3), when D = Di,i = 1,2, and let (19)-(24) be satisfied. 
If, given e > 0, we have 

\\ui -U2- rili2(s,R") = ™!^ Iki - -"2 - ' ' I IL2(S,R") ^ «' (28) 

then we have 

dn{dDi,dD2)<u (29) 
\ i l ^%- i (an ,R")^ 

and 

dn{Di,D2) < to \ -^ I , (30) 
' '^"^-^(an.R")^ 

where uo is an increasing continuous function on [0, 00) which satisfies 

w(i) <C( log | log i | ) " ' ' , for every i, 0 < t < e""\ (31) 

and C, 77, C > 0, 0 < 7? < 1, are constants only depending on the a priori data. 
Here d-n denotes the Hausdorff distance between bounded closed sets of R". 
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A. Mysliiiski ̂  
System Research Institute, Warsaw, Poland, myslinsk@ibspan.waw.pl 

Abstract This paper deals with the formulation of a necessary optimality condition for a 
shape optimization problem of a viscoelastic body in unilateral dynamic contact 
with a rigid foundation. The contact with Coulomb friction is assumed to occur 
at a portion of the boundary of the body. The contact condition is described 
in velocities. The friction coefficient is assumed to be bounded and Lipschitz 
continuous with respect to a slip velocity. The evolution of the displacement 
of the viscoelastic body in unilateral contact is governed by a hemivariational 
inequality of the second order. The shape optimization problem for a viscoelastic 
body in contact consists in finding, in a contact region, such shape of the boundary 
of the domain occupied by the body that the normal contact stress is minimized. 
It is assumed, that the volume of the body is constant. Using material derivative 
method, we calculate the directional derivative of the cost functional and we 
formulate a necessary optimality condition for this problem. 

keywords: dynamic unilateral problem, shape optimization, necessary op­
timality condition 

1. Introduction 
This paper deals with the formulation of a necessary optimality condition for a 

shape optimization problem of a viscoelastic body in unilateral dynamic contact 
with a rigid foundation. The contact with a given Coulomb friction [2, 3] is 
assumed to occur at a portion of the boundary of the body. The contact condition 
is described in velocities. Usually [2,3] this contact problem is considered either 
with a constant or suitable small functional friction coefficient depending on 
spatial variables. Numerous experiments indicate [5, 7], that in the study of 
many frictional processes (stick - sleep motions, earthquake modelling, etc.) the 
friction coefficient has to be considered variable during the slip. The evolution 
of the body in the unilateral contact is described by a variational inequality 
of the second order [2, 4]. Under the assumption that the friction coefficient 
is bounded and Lipschitz continuous with respect to the sliding velocity, the 
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existence of solutions to the viscoelastic dynamic contact problems is shown in 
[3, 5]. For regularity result with respect to time variable see [7]. 

The shape optimization problem for a viscoelastic body in unilateral contact 
consists in finding, in a contact region, such shape of the boundary of the domain 
occupied by the body that the normal contact stress is minimized. It is assumed 
that the volume of the body is constant. Shape optimization of static contact 
problems was considered, among others, in [4, 11]. The necessary optimality 
conditions for shape optimization of dynamic contact problems were formulated 
in [6, 9]. 

In this paper we study this shape optimization problem for a viscoelastic body 
in unilateral dynamical contact with friction coefficient bounded and Lipschitz 
dependent on a slip rate. Assuming small friction coefficient and suitable reg­
ularity of data it can be shown [3] that the solution to dynamic contact problem 
is enough regular to differentiate it with respect to a parameter. Using material 
derivative method [11], we calculate the directional derivative of the cost func­
tional and we formulate a necessary optimality condition for this problem. The 
present paper extends authors results contained in [9]. 

The following notation will be employed: fl C R'^ will denote the bound­
ed domain with Lipschitz continuous boundary T. The time variable will be 
denoted by t and the time interval / = (0, T) , T > 0. By H''{fl), k e (0, oo), 
we will denote the Sobolev space of functions having derivatives in all directions 
of the order k belonging to 1/^(0) [1]. For an interval I and a Banach space 
B, L^{I; B), p e [1, oo), denotes the usual Bochner space [3]. ut = du/dt 
and utt = d'^u/dt'^ will denote first and second order derivatives, respectively, 
with respect to t of function u. utN and Ufx will denote normal and tangential 
components, respectively, of function Uf. Q — I x fi, % — I x Ti, i = 1,2,3, 
where Fj are pieces of the boundary F. 

2. Contact problem formulation 
Consider deformations of a viscoelastic body occupying domain Cl C R^. 

The boundary F of domain Q is Lipschitz continuous. The body is subject to 
body forces / == (/i, /2)- Moreover surface tractions p = {pi,P2) are applied 
to a portion Fj of the boundary F. We assume that the body is clamped along the 
portion FQ of the boundary F and that the contact conditions are prescribed on 
the portion F2 of the boundary F. Moreover Fj CiTj = $,i j^ j , i, j ~ 0,1,2, 
F = f o U f i U f 2 . 

Let us denote hy u ~ {ui,U2), u = u{t,x), a; G f2, i G [0, T], T > 0 
the displacement of the body and by a = {(7ij{u{t, x))], i,j = 1, 2, the stress 
field in the body. We shall consider viscoelastic bodies obeying Kevin - Voigt 
law [2-4]: 

o-ij{u) =-c^jki{x)eki{u) + cjjf,iix)ekiiut) x G Q, (1) 
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where eki{u) = \{uk,i + ui^k), ij, k,l = 1, 2, Uk,i = duk/dxi. The summa­
tion convention over repeated indices [2] is used throughout the paper. c°-̂ ( (x) 
and c|fc;(a;), i, j , fc, Z = 1,2, are components of elasticity and viscoelasticity 
tensors. It is assumed that elements c^-f^i and cjjf^i satisfy usual symmetry, 
boundedness and ellipticity conditions [2-A]. The displacement field w is a 
solution of the linear viscoelastic system [2]: 

utti-crij{u{x))j = fi{x), ( f , x ) e (0,T) x O , i,j = 1,2, (2) 

where aij{x)j — daij{x)/dxj, i,j — 1,2. There are given the following 
boundary conditions for z, j = 1,2: 

Ui{x) = 0 on (0,T) X To, and aij{x)nj = pi on (0,T) x Fi , (3) 

as well as the contact and friction conditions on the boundary (0, T) x T2, 

utN < 0, aN < 0, utNO-N = 0, (4) 

utT = 0 => I o r |< J^ I 0-iv I, (5) 

UtT 7̂  0 => cry = —Ĵ  I (Jjv I 1 ;•• (6) 
I UtT I 

Here we denote [2]: wjv = UiUi, cr^ = aijUiUj, {uT)i = Ui — uj^rii, {<7T)i = 
(TijUj — a^ni i,j — 1,2, n = {121,712) is the unit outward versor to the 
boundary T. JF = J^{x,ut) = J^{ut) denotes a friction coefficient. The initial 
conditions are: 

Ui{0,x)=uo uti{0,x)=ui, i = 1,2, X € il, (7) 

where UQ and ui are given functions. We shall consider problem (2) - (7) in 
the variational form. Assume, 

/ e H'/Hl; {H\a; R^))*) n L^Q; R^), 

peL\l;{H'l\T,-R^)r), 

are given. The space L'^{Q; i?^) and the Sobolev spaces H^^'^ (Fi; R"^) as well 
as F i / ^ ( / ; (i^i (Q; ii2))*) are defined in [1]. Note, that from (8) as well as from 
Sobolev Imbedding Theorem [1] it follows that UQ and ui in (7) are continuous 
on the boundary of cylinder Q. The friction coefficient .f : F2 x R+ -^ i?+, 
f e L°°(F2; R"^) has the following properties: 

\ T{x,ui) — J^{x,U2) \< L \ ui — U2 \ V'Ui,U2 S [0,+00) a.e. x e r2 , (9) 

0 < J^{x,u) < To a.e. x e F2, \/u £ i?+,(10) 
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and the function x —> J^{x,u) is measurable for u G R+. We shall write 
T — T{ut) = J^{x, ut). Let us introduce: 

F = {zGL2( / ;F i (0 ; i ?2 ) ) : ẑ  = 0 on ( 0 , r ) x To ,i = 1,2}, (11) 

and the kinematically admissible set 

K = {zeF : zt = 0 on (0, T) X To , ^tiv < 0 on (0, T) x Ts }. (12) 

The problem (1) - (7) is equivalent to the following variational problem [3]; find 
a function u e i °°(J ; H^iQ; R^)) n H^/^{I; L'^{VL] R^)) n K such that ut G 
_L°°(J; L2(n; i?^)) n i7V2(j; ^^2^^. ^2)) ^j^ ^^^ ^^^ ^ j_^,^^j. H-^{n; R^)) 

n ( F i / 2 ( / ; L^(fi; i?^)))* satisfying the following inequality, 

/ uttiivi - uu)dxdT + j aij{u)eij{vi ~ uti)dxdT + 

I T I Gt^iu) I (I ur I - I •«tr \)dxdT > / fi{vi - uti)dxdr + (13) 
•''72 - 'O 

/ Pi{Vi -- Uti)dxdT VV G i7l/2(-J. ^1(^2; i?2)) p ^ 
J71 

The existence of solutions to system (1) - (7) was shown in [3, Theorem 5.1.8, 
p. 286]: 

T H E O R E M 1 Assume : (i) condition (8) holds, (ii) r2 is of class C^, (5 > 2, 
(Hi) tensors c^jf^i{x), 7? = 0,1, are Holder continuous with respect to x with 
P' > 1/2, (iv) the friction coefficient T is bounded. Than there exists a weak 
solution to the problem (I) - (7). 

Proof. The proof is based on penalization of the inequality (11), friction regu-
larization and employment of localization and shifting technique due to Lions 
and Magenes. For details of the proof see [3].. o 

REMARK 2 Assuming that f satisfies the conditions (9), (10) and using the 
same arguments as in proof of Theorem 2.1 in [5] one can prove that the solution 
to (11) is unique. 

For the sake of brevity we shall consider the contact problem with the prescribed 
friction, i.e., we shall assume ^̂ v G L'^{I; (fl'^/^(r2))*) is a given normal 
traction and 

I CTN 1= 9N, ^{ut) I 9N 1= o"r < 1- (14) 

The condition (6) is replaced by the following one, 

utTOT + ^QN I utT 1= 0, I o r |< 1 on / X T2- (15) 
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Let us introduce the set, 

A = {AeL°°( / ;L2(r2)) : I A | < 1 o n / x T a } . (16) 

Taking into account (15) the system (11) takes the form: find u e K and A S A 
such that, 

/ Uttiivi - Uti)dxdT + / aij{u)eij{vi - utijdxdr-
JQ JQ 

/ J^gN>^T{vT - utT)dxdT > / fi{vi - uti)dxdT + (17) 

Pi{vi - uti)dxdT yv G H^/'^il; H^Q.; R^)) n K, 
71 

/ axUtrdsdr < / TgpfXTUtrdsdT VAy £ A. 
• ' T 2 -'•72 

(18) 

3. Formulation of the shape optimization problem 

Consider a family {ils} of the domains Clg depending on a parameter s. The 
domain Qg we shall consider as an image of a reference domain Q under a 
smooth mapping Tg. To describe the transformation T^ we shall use the speed 
method [11]. Let us denote by y( . , . ) : [O,-!?) x i?^ ^ i?^ enough regular 
vector field depending on the parameter s S \0,i3),'d > 0: 

V{s,.)eC^{R^,R'^) VsG[0,i9), V{.,x)eC{lO,-d),R^) VxeR^. 
(19) 

Let Ts{V) : R^ ^ X -~^ x{t,X) e R^ denotes the family of mappings 
depending on a velocity field V. The vector function x{., X) — x{.) satisfies 
the systems of ordinary differential equations; 

-^x(T,X) = y ( r , x ( T , X ) ) , T e [0,1?), x{0,X)=X GR. (20) 
dr 

The family of domains {fig} depending on parameter s G [0,i?),i? > 0, is 
defined as follows: OQ = ^, and 0 , = Ts{Q){V) =^ {x e R^ : 3X <=: R^ 
such that, x = x{s,X), where the function x{.,X) satisfies equation (18) for 
0 < T < s}. 

Consider problem (17) - (18) in the domain ilg. Let Fs, Kg, A^ be de­
fined, respectively, by (9, (10), (16) with Q.s rather than fJ. We shall write 
Us = u(fis), <Js = (T{^S)- The problem (17) - (18) in the domain fi^ 
takes the form: find Us e L°°{I- i?i(fi,; R^)) n if i/2(/. L'^{Q,^- R^)) n K 
such that wt, G L'^{r,L'^{n,;R^)) n H^I'^{I-L'^{9.s\R^)) nK and w ^ e 
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L°°{I] H-^ifls; R^)) n{H^I'^{I] L^{Qs; R'^W and A« G A, such that, 

uttsiVidxdr + / cFii{us)eij{vi - utsi)dxdT -
JQS 

3^S9NK{VT - utsT)dxdT > I fi{vi - utsi)dxdT + (21) 
JQs 

I Pi{vi - Utsi)dxdT V w e i j l / 2 ( J ; i f l ( 0 , ; i ? 2 ) ) n X , 

/ OsTUtsTdsdr < / J^ggM^sUtsTdsdr VÂ  e A^. (22) 
Jls2 •Ils2 

Let us fonnulate the optimization problem. By O c i?^ we denote a hold -
all domain such that Vlg d D. for all s e [Q,"&),d > Q and by -P^Cf̂ ) a finite 
perimeter [11] of a domain Vl in O. Let M be an auxiliary set M determined as 
M = {^ e L°°(/; i?o'(f2; R'') : .̂  < 0 on / X fi, II ^ llLoo(,.̂ 2(f2;^2) < 1}. 
Introduce, for a given (/> e M, the following cost functional: 

J<j>{us)=^ Jl{us) +PQ,{^): ^here J^ius) = asN<t>tNsdzdT, (23) 
- '7.S2 

and (/)iArs and (Jsiv are normal components of 4>ts and o-g, respectively, depending 
on a parameter s. The cost functional (23) depends on the solution {us,\s) G 
Kg X Ag of the system (21) - (22). 
We shall consider such family of domains {fis}, that every Vis, s G [0, •!?), "d > 
0, has a constant volume c > 0, i.e., every fi^ belongs to the constraint set U 
given by: 

U = {ns : I dx = c}. (24) 

The set U is assumed to be nonempty. The shape optimization problem has the 
form: 

For a given <j) e M, find a domain Qs occupied by the body, 

minimizing the cost functional (23) subject to Vis G U. (25) 

The goal of the shape optimization problem (22) is to find such boundary r2 of 
the domain fl occupied by the body that the normal contact stress is minimized. 
It is known [4] that the normal contact stress attains peak in the contact area. 
This stress can be significantly reduced and uniformly distributed when the 
bodies in cantact have an optimal shape. The finite perimeter term in (23) is 
added to ensure the existence of solutions to the shape optimization problem 
(22). This term implies the compactness of the set (24) in L^ topology of 
its characteristic functions. For detailed discussion concerning the conditions 
ensuring the existence of optimal solutions to shape optimization problems see 
[4,11]. 
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4. Shape derivatives of contact problem solution 
In order to calculate Euler derivative (42) of the cost functional (23) we have 

to determine material (tt, A) e F x A and shape derivatives (n', A') e F x A 
of a solution (n^, Ag) e /sTg x A^ of the system (21)-(22). Recall the notion of 
the material derivative [11]: 

DEFINITION 3 The material derivative ii G F of the function Ug G Fg at a 
point X G (^ is determined by : 

lim\\[{usoTs)-uo]/s-u\\F=0, (26) 

where uo G F, Ug o Tg G F is an image of function Ug S Fg in the space F 
under the mapping Tg. 

Recall [11], that if the shape derivative u' & F of the function Ug e Fg exists, 
then it holds: 

u"'=^ u^VuV{0), (27) 

where-u e F is material derivative of the function u^ s Fg. Taking into account 
Definition 3 we can calculate the material derivative of a solution to the system 
(21), (22): 

LEMMA 4 The material derivatives {ii, A) G iiTi x A of a solution {ug,Xg) G 
Kg x As to the system (21) - (22) are determined as a unique solution to the 
following system: 

{{iittV + uttV + uttVdivV{0) + {DV{0)u)ttV + utt{DV{Q)r)) 

~h 'fri + {cT^j{u)ekl{v) ~ fr,)divV{0)}dxdT - (28) 

/ {pr] + pf] + pr]D)dxdT - / {{T^—utgN^tT + ^gN^mr) + 

{TgNXritT + TgNMtTD)}dxdT > 0 "it] e Ki, 

/ {{^—UtgN>^ + ^fi'ivA - n)utT + {J^gN^ - fl')utT + 

(Tg^X — fj.)utT + J^XutrDjgNdxdT Vyu e -Li, (29) 

where V(0) = V(0,X), DV(0) denotes the Jacobian of the matrix V(0) and D is 
the expression 

D = div V{Q) - (DF(O)n, n). (30) 

Moreover the sets Ki and Li are determined by 

Ki = {(, G F : ^ = u~ DVu on 70, ^n > nDV{Qi)u on Ai, 

^n = nDV{0)u onA2}, (31) 
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Li = {̂  e A : ^>0onB2, ^ <0 on Bi, ^ = 0 on BQ}, (32) 

where the sets Ai, Bi, i — 0,1, 2 are given by: AQ — {x & ^2 '• UtN ~ 0}, 
Ai =^ {x & AQ : CTiv = 0}, A2 = {x e AQ : ajv < 0}, BQ = {x e 
72 : Ar = 1, utr 7̂  0}, Bi = {x e j2 • Ar = - 1 , utr = 0}, 
B2 = {x ej2 • AT = 1, : utr = 0}. 

Proof: is based on approach proposed in [11]. First we transport the system 
(21) - (22) to the fixed domain fl. Let u^ = Ug o Ts G F, u = UQ e F, 
Â  = A5 o Tj, e A, A = Ao G A. Since in general u^ ^ K{i}) we introduce a 
new variable z^ = DT^^u"^ G K. Moreover i = u — DV{0)u [11]. Using this 
new variable z^ as well as the formulae for transformation of the function and 
its gradient into reference domain r2 [11] we write the system (21) - (22) in the 
reference domain Q. Using the estimates on time derivative of function u [11] 
the Lipschitz continuity of u and A satisfying (21) - (22) with respect to s can 
be proved. Applying to this system the result concerning the differentiability 
of solutions to variational inequality [11] we obtain that the material derivative 
{ii, X) G Ki X A satisfies the system (28) - (29). Moreover from the ellipticity 
condition of the elasticity coefficients by a standard argument [11] it follows 
that (ii, A) G iCi X A is a unique solution to the system (28) - (29). o 
Assume 

V W V ( 0 ) G F , V A T 1 ^ ( 0 ) G A , (33) 

where the spaces F and A are determined by (9) and (16) respectively. Integrat­
ing by parts system (28), (29) and taking into account (27), (33) we obtain the 
similar system to (28) - (29) determining the shape derivative {u', A^) & F x L 
of the solution (uj,, A^r) G Kg x Lg of the system (21) - (22): 

[u'uT] + uttv' + (DV{0) +* DV{0))uttv]dxdT + 

ittt?7y(0)n(ia:(iT + / (Jij{u')eki'rjdxdT— 
1 JQ 

f d^ 
/ {-^—u'tanXVtT + ^QN^'ritT + J^gN>^VtT}dxdT + 

h{ut,v)+h{X,u,rj)>0 VryGiVi, (34) 

I ^l)~'^'t3n>''^tTu'tT{iJ' - ^9NX) - UtT^9NX']dxdT + (35) 

/ 3 (w , ;U-A)>0 V / Z G L I , (36) 

Ni = {7]eF : rj = X- DuV{0), A G K^}, (37) 

hi(p,(p) = / {aij{ip)eki4) 
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((Vpn)0 + {pV4>)n + p(pK)V{0)n}dxdT, (38) 

f dJ^ 
I l a 

J^gpffj,{\7(yipn))(p + TgNfJ-^y^txH + J^g!\rfj,Vipn}V{0)ndxdT, (39) 

^{VJ^gNXn) + (fiiJ. - TgNX)K]V{0)ndxdT. (40) 

where K denotes a mean curvature of the boundary F [11]. 

5. Necessary optimality condition 
Our goal is to calculate the directional derivative of the cost functional (23) 

with respect to the parameter s. We will use this derivative to formulate a 
necessary optimality condition for the optimization problem (22). First, recall 
from [11] the notion of Euler derivative of the cost functional depending on a 
domain Q: 

DEFINITION 5 Euler derivative dJ{fl; V) of the cost functional J at a point 
fl in the direction of the vector field V is given by: 

dJ{n- V) = lim sup[J(0,) - J{n)]/s. (41) 

By direct application of this Definition we get the form of the directional deriva­
tive dJ^{u; V) of the cost functional (23): 

LEMMA 6 The directional derivative dJ^ {u; V) of the cost functional (23), for 
(j) Q M given, at a point u G K in the direction of vector field V is determined 
by: 

dJ^iu- V) - / K?? + uttv' + (^^^(0) +* DV{Q))uttr]]dxdT + 
Jo 

uu'nV{0)ndxdT + I {a[jeki{4')dxdT+ 
7 , JQ 

J^{<Tijeki{<l>) - f<P)ViO)nds - j ^ \{sjp^V{0) + 

PS/W{'^)+P(t>D)\ds- ( \'(t>Tds + Ii{u,(t>)-h{\u,(P), (42) 

where a' is a shape derivative of the function Og with respect to s. \/p is a 
gradient of function p with respect to x. Moreover V{Q) = V{0, X), cpx and 
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ax are tangent components of (p and a, respectively, as well as D is given by 
(30). DV{0) denotes the Jacobian of the matrix V{Q). 

In order to eliminate the shape derivative {u', A') from (42) we introduce an 
adjoint state (r, q) E K2 x L2 defined as follows: 

with 

rttCdxdr + / aij{Qeki{(t> + r)dxdT + 
IQ JQ 

f dT 
/ 7^fi'Arnr(g - XXdxdT = 0, VC e K2, 

J-72 out 

r ( T , x ) = 0 , r t ( r ,x) = 0, 

/ ^9N{rtT + (f^tT - utT)5dxdT ^ Q, \fS G L2, 
•It'?. 

(43) 

(44) 

where K2 = {C & Ki : (n = 0 on AQ} and L2 = {S <E A : 6 = 
0 on AQH BQ}. Since </) e M is a given element, then by the same argu­
ments as used to show the existence of the solution (M, A) Q K x L to the 
system (21)-(22) we can show the existence of the solution (r, q) e K2 x L2 
to the system (43) - (44). From (42), (34), (35), (43), (44) we obtain: 

dJ^iu; V) = Ii{u, <t> + r) + hiX, u,4> + r)+ h{u, q - A). (45) 

The necessary optimality condition has a standard form [2, 9, 11]: 

THEOREM 7 Let Q* C U be an optimal solution to the problem (22). Then 
there exists Lagrange multiplier jj, G R such that for all vector fields V deter­
mined by (17), (18) the following condition holds: 

dJ^{u*;V) + ii j y(0)nds + dPj^(Q*;F) > 0 , (46) 

where dJ^{u*] V) is given by (45), F* denotes the boundary of the optimal 
domain Vi*, u* is a solution to the state system (17) - (18) in Q*, and dP^ (fi*; F ) 
denotes Euler derivative ofP^{Vt) at O* in a direction V. 

6. Conclusions 
The directional derivative of the cost functional with respect to the perturba­

tion of the domain occupied by a viscoelastic body in unilateral contact with a 
rigid foundation was calculated and the necessary optimality condition for the 
shape optimization problem for the dynamical contact problem was formulated. 
This shape optimization problem has been numerically solved. Preliminary nu­
merical results can be found in [10]. 



Contact problems 2 9 5 

References 
[1] R.A. Adams. Soholev Spaces , Academic Press, New York, 1975. 

[2] G. Duvaut and J.L. Lions. Les inequations en mecanique et en physique, Dunod, Paris, 
1972. 

[3] C. Eck, J. Jarusek and M. Krbec. Unilateral Contact Problems. Variational Methods and 
Existence Theorems , CRC Press, Boca Raton, Florida, USA, 2005. 

[4] J. Haslinger, P. Neittaanmaki. Finite Element Approximation for Optimal Shape Design. 

Theory and Application., John Wiley& Sons, 1988. 

[5] I. lonescu. Viscosity Solutions for Dynamic Problems with Slip - Rate Dependent Friction, 
Quarterly of Mathematics, LX:461 - 476, 2002. 

[6] J. Jarusek, M. Krbec, M. Rao, J. Sokoiowski. Conical Differentiability for Evolution 
Variational Inequalities, University of Nancy I, 2002. 

[7] K.L. Kuttler, M. Schillor. Regularity of Solutions to a Dynamic Frictionless Contact Prob­
lem with Normal Compliance, Nonlinear Analysis, 59:1063 - 1075, 2004. 

[8] K.L. Kutder, M. Schillor, Dynamic Contact with Signorini's Condition and Slip Rate 
Dependent Friction, Electronic Journal of Differential Equations, 1-21, 2004. 

[9] A. Mysliriski. Shape Optimization for Dynamic Contact Problems, Discussiones Mathe-
maticae, Differential Inclusions, Control and Optimization, 20:79 - 91, 2000. 

[10] A. Mysliriski. Augmented Lagrangian Techniques for Shape Optimal Design of Dynamic 
Contact Problems, CD - ROM Proceedings of the Fourth World Congress on Structural and 
Multidisciplinary Optimization, G. Chen, Y. Gu, S. Liu, Y. Wang eds., Liaoning Electronic 
Press, Shenyang, China, 2001. 

[11] J, Sokoiowski and J.P. Zolesio. Introduction to Shape Optimization. Shape Sensitivity 
Analysis. Springer, Berlin, 1992. 



SECOND ORDER OPTIMALITY CONDITIONS 
FOR CONTROLS WITH CONTINUOUS AND 
BANG-BANG COMPONENTS 

N.P. Osmolovskii ^ and H. Maurer^ 
Systems Research Institute, Polish Academy of Sciences, ul. Newelska 6, 01 -447 Warszawa, 

Poland and University ofPodlasie in Siedlce, 3 Maja, Siedlce, Poland, nikolai@osmolovskii.msk. ru 
o 

Wilhelms-Universitdt Miinster, Institut fUr Numerische und Angewandte Mathenmtik, Einsle-
inslK 62, D-48149 MUnster, Germany, maurer@math.uni-muenster.de 

Abstract Second order necessary and sufficient optimality conditions for bang-bang con­
trol problems in a very general form have been obtained by the first author 
These conditions require the positive (semi)-definiteness of a certain quadratic 
form on the finite-dimensional critical cone. In the present paper we formulate 
a generalization of these results to optimal control problems where the control 
variable has two components; a continuous unconstrained control appearing 
nonlinearly and a bang-bang control appearing linearly and belonging to a convex 
polyhedron. Many examples of control of this kind may be found in the literature. 

keywords: bang-bang control, Pontryagin minimum principle, second order 
necessary and sufficient conditions, critical cone, quadratic form, 
strengthened Legendre condition 

1. Introduction 
The classical quadratic optimality conditions for an optimization or optimal 

control problem with constraints require that the second variation of the as­
sociated Lagrangian be nonnegative (positive) in all critical directions. Some 
general results along these lines were given in [5], [6], [7], [8], [9]. 

In the pure bang-bang case, where all control components appear linearly 
in the problem, second order necessary and sufficient optimality conditions 
have been obtained in Milyutin and Osmolovskii [4] in a very general form. 
In [2], [3] we have developed for this case numerical methods of testing the 
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positive definiteness of the quadratic form. A different approacli to second 
order sufficient conditions for bang-bang controls was given in [1]. 

In this paper we formulate both necessary and sufficient quadratic optimality 
conditions for optimal control problems with a control variable having two 
components: a continuous unconstrained control appearing nonlinearly and a 
bang-bang control appearing linearly and belonging to a convex polyhedron. 
Such a type of control problem arises in many applications. Due to space 
restrictions we present only a summary of results on necessary and sufficient 
conditions. 

In Section 2, we give a statement of the general control problem with con­
tinuous and bang-bang control components (main problem). We formulate the 
minimum principle (first order necessary optimality condition) and the notions 
of a Pontryagin and a bounded-strong local minimum. In Section 3, we present 
second order optimality conditions, both necessary and sufficient, for these two 
types of minimum in the main problem. 

2. Control problem on a non-fixed time interval 

2.1 The main problem 

Let x{t) e R'̂ (^) denote the state variable and let u{t) G R''^"), v{t) e 
Rrf(") be the two types of control variables in the time interval t e [to, ti] with 
a non-fixed initial time and final times to and t i . The following optimal control 
problem (l)-(4) will be referred to as the main problem: 

Minimize J{tQ,ti,x{-),u{-),v{-)) ^ J{to,x{to),ti,x{ti)) (1) 

subject to the constraints 

x{t)== f{t,x{t),u{t),v{t)). u{t)eU, it,xit),v{t))eQ, (2) 
F{to,x(to),ti,x{ti))<0, Kito,x{to),ti,xiti))=^0, 

ito,x{to),ti,x{ti))GP. 

The control variable u appears linearly in the system dynamics, 

/ ( t , x, u, v) = a{t, X, v) + B{t, X, v)u , (4) 

whereas the control variable v appears nonlinearly in the dynamics in a sense 
which will be made more precise later. Here, F, K, a are column-vector func­
tions, B is a d{x) x d{u) matrix function, V C R2+2d(^)^ Q ^ jii+d{x)+d{v) 
are open sets and U C R''^") is a convex polyhedron. The functions J, F, K are 
assumed to be twice continuously differentiable on V and the functions a, B are 
twice continuously differentiable on Q. The dimensions of F, K are denoted 
by d{F), d{K). By A = [to,ti] we shall denote the interval of control. We 
shall use the abbreviations 

xo = x{to), xi = x{ti), p = {to,xo, ti,xi). 
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A process 
Tl^{{x{t),u{t),v{t)) \te [toM] 

is said to be admissible, if x(-) is absolutely continuous, u(-), v{-) are measur­
able bounded on A and the triple of functions {x{t),u{t),v{t)) together with 
the end-points p = (to, a;(to), h,^{ti)) satisfies the constraints (2),(3). 

DEFINITION 1 The process H affords a Pontryagin local minimum, if there 
is no sequence of admissible processes li^ — {(a;"(t), w"(t), w"(t)) | t e 
[tg, t"] }, n = 1,2,. . . such that the following properties hold with A" = 

(a) J{W) < J{Il) V n and ig -^ to, t^ -> ti for n~^oo; 

(b) max \x^(t) — x(t)\ —> 0 for n -^ oo; 
A"nA' ^ ^ ^ ̂ ' 

(c) J | w " ( t ) - t x ( t ) | d t ^ O , / | t ; " ( t ) - -y ( t ) | d t -^0 for n^ 
A"nA A"nA 
oo; 

(d) there exists a compact set C C Q (which depends on the choice of the 
sequence) such that for all sufficiently large n, we have (t, x" (t), f" (t)) S 
e a.e. on A". 

For convenience, let us formulate an equivalent definition of the Pontryagin 
minimum. 

DEFINITION 2 The process 11 affords a Pontryagin local minimum, if for each 
compact set C C Q there exists e > 0 such that v7(n') > ^7(11) for all 
admissible processes H' = {{x'(t), u'(t), v'(t)) | t G [tojtj] } such that 

(a) \t'o-to\ <e, \t[-~ti\ <e; 

(b) niax \x'{t) - x{t)\ < e, where A' = [t^, t[]; 

(c) f \u'{t) - u{t)\dt < e; J \v'{t) - v{t)\dt < e; 
A'nA A'nA 

(d) (t, x'{t), v'{t)) e C a.e. on A'. 

2.2 First order necessary optimality conditions 
Let 

U^{{x{t),u{t),vit))\tG [to,ta]} 

be a fixed admissible process such that the control u(t) is a piecewise constant 
function and the control v{t) is a. continuous function on the interval A = 



300 PROCEEDINGS, IFIP-TC7, TURIN 2005 

[to, ti]. In order to make the notations simpler we do not use such symbols and 
indices as zero, hat or asterisk to distinguish this trajectory from others. Denote 
by 

6* = { T I , . . . , Ts}, tQ<Ti< ... <Ts <ti 

the finite set of all discontinuity points (jump points) of the control u{t). Then 
x{t) is a piecewise continuous function whose points of discontinuity belong 
to 6, and hence x{t) is a piecewise smooth function on A. Henceforth, we shall 
use the notation 

to denote the jump of function u{t) at the point r^ s 6, where 

are the left hand and the right side hand values of the control u{t) at T^, respec­
tively. Similarly, we denote by [x]'^ the jump of the function x{t) at the point 
Tk • 

Let us formulate a first-order necessary condition for optimality of the process 
n in the form of the Pontryagin minimum principle. To this end we introduce 
the Pontryagin or Hamiltonian function 

H{t, X, ip, u, v) = ipf{t, X, u, v) = ipa{t, X, v) + ^B{t, x, v)u, (5) 

where •(/; is a row-vector of dimension d{tl!) — d{x) while x,u,f,F and K are 
column-vectors. The factor of the control u in the Pontryagin function will be 
called the switching function for the u-component 

a{t,x,ip,v) = ^pB{t,x,v) (6) 

which is a row vector of dimension d{u). Denote the end-point Lagrange 
function by 

l{ao,a,P,p) = aoJ{p) + aF{p) + (3K{p), p = (io,a;o,ii,xi), 

where a and /? are row-vectors with d{a) — d{F), d{(3) = d{K), and ao is a 
number. We introduce a tuple of Lagrange multipliers 

A = (ao, a,/?,•(/'(•),'i/'o(-)) 

such that 

are continuous on A and continuously differentiable on each interval of the set 
A \ 6*. In the sequel, we shall denote first or second order partial derivatives by 
subscripts referring to the variables. 
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Denote by MQ the set of the normalized tuples A satisfying the minimum 
principle conditions for the process 11: 

a o > 0 , a > 0 , aF{p)^Q, ao + ^ a , + ^ 1/3̂1 = 1, (7) 

^ = ~H^, ^Q = ~Ht yteA\9, (8) 

^Pito) =-Ixo, i>{ti) = lxi, tpo{to) = -ko, ^o{ti) = lti, (9) 
H{t,x{t),ip{t),u,v) < H{t,x{t),Tp(t),u{t),v{t)) 

for &l\t e A\e, ueU, ve R'̂ "̂̂  such that (t, x{t),v) e Q, (10) 

H{t,xit),iP{t),u{t),v{t))+Mt) = ^ yteA\9. (11) 

The derivatives IXQ and Ix^ are taken at the point {ao,a, p,p), where p = 
{to, x{to),ti, x{ti)), while the derivatives Hx,Ht are evaluated at the point 
{t,x{t),'ip{t),u{t),v{t)) for t e A\9. The condition MQ 7̂  0 constitutes 
the first order necessary condition for a Pontryagin minimum of the process 
n which is the so called Pontryagin minimum principle, cf., e.g., Milyutin, 
Osmolovskii [4]. 

T H E O R E M 3 If the process U affords a Pontryagin minimum, then the set MQ 

is nonempty. The set MQ is a finite-dimensional compact set and the projector 
A I—> {ao, a, (3) is injective on Mo-

In the sequel, it will be convenient to use the simple abbreviation (i) for 
indicating all arguments {t, x{t), ip{t), u{t), v{t)), e.g., 
H{t) = H{t, x{t), tp{t), u{f), v{t)) and cr{t) = a{t, x{t),ip{t), v{t)). 

Let A = {ao,a,P,ip{-),ipo{-)) G MQ- From condition (11) it follows that 
H{t) is a continuous function. In particular, we have [H]'' = H'^'^ ~ H''~ = 
0 for each Tk e 0, where H''' := H{Tk,x{Tk),ip{Tk),u{Tk - 0),v{Tk)), 
H''+ := H{Tk,x{Tk),ip{Tk),u{Tk + 0),V(T^)). We shall denote by H'' the 
common value of i/'^" and H'''^: 

The equalities [H]'' =^ 0, [tp]'^ = 0 ^t'' e 6 constitute the Weierstrass-
Erdmann conditions for broken extremals. We formulate one more condition 
of this type which is important for the statement of second-order conditions for 
extremal with jumps in the control. Namely, for A e MQ and Tk & 0 consider 
the function 

{AkH){t) = Hit,x{t),m,u''^,y{rk)) - H{t,x{t),m,u''-,v{Tk)) 

= a{t,x{t),ip{t),viTk)){u]''. (12) 

LEMMA 4 For each A G MQ the following equalities hold 
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Consequently, for each A e MQ the function (AkH){t) has a derivative at the 
point Tk e 6. Define the quantity 

Then the minimum condition (10) implies the following property: 

LEMMA 5 For each A G MQ the following conditions hold: 

D^{H)>0, fc = l , . . . , s . (13) 

The value D^{H) can also be written in the form 

D\H) = ~-H',+H';- + HtH';+-m'^ 

where H^^ and H^~^ are the left- and the right-hand values of the function 
Hx{t) at Tfc, respectively, [Ht]'^ is the jump of the function Ht{t) at T^, etc. 

2.3 Integral cost function, unessential variables, strong 
minimum 

It is well known that any control problem with a cost functional in integral 
form 

J= I fo{t,x{t),u{t),v{t))dt (14) 

to 

can be brought to the canonical form (1) by introducing a new state variable y 
defined by the state equation 

y = fo{t,x,u,v), y ( t o ) = 0 . (15) 

This yields the cost function J = y{t\). The control variable u is assumed to 
appear linearly in the function /o, 

fo{t, X, u, v) = ao{t, X, v) + Boit, x, v)u. (16) 

The component y is called an unessential component in the augmented problem. 
The general definition of an unessential component is as follows. 

DEFINITION 6 The state variable Xi, i.e., the i-th component of the state 
vector X is called unessential if the function f does not depend on Xi and if the 
functions F, J, K are affine in Xio = Xi(to) and xn — Xi{ti). 
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In the following, let x_ denote the vector of all essential components of state 
vector X. 

DEFINITION 7 We say that the process II affords a bounded-strong minimum 
if there is no sequence of admissible processes 
W = {{x''{t), u"{t), v'^it)) I t e [tg, ty] }, n = 1,2,..., such that 

(a) J{Il^) < J(n), 

(b) t^ -^ to, t1 -^ h, x"(to) -^ x{to) (n -^ oo), 

(c) max |x"(t) - x{t)\ -> 0 fn -^ ooj, where A" = [tg, q], 

(d) there exists a compact set C C Q (which depends on the choice of the 
sequence) such that for all sufficiently large n, wehave {t, x"(t), v'^{t)) G 
C a.e. on A". 

An equivalent definition has the form. 

DEFINITION 8 The processYi affords a bounded-strong minimum, if for each 
compact set C C Q there exists e > 0 such that Jiji) > J(Ji) for all 
admissible processes H' — {{x'{t),u'{t),v'{i)) | t e [t'Q,t']\} such that 

(a) |i'o - tol < e, l̂ i -h\<e, \x'{to) - x(to)| < e; 

(b) max \x'{t) - x{t)\ < e, where A' = [t^, t'^]; 

(c) {t,x'{t),v'{t)) e C a.e. on A'. 

The strict bounded-strong minimum is defined in a similar way, with the 
non-strict inequality ^7(11') > ,7(11) replaced by the strict one and the process 
n ' required to be different from 11. 

3. Quadratic necessary and sufficient optimality 
conditions 

In this section, we shall formulate a quadratic necessary optimality condi­
tion of a Pontryagin minimum (Definition 1) for given control process 11. A 
strengthening of this quadratic condition yields a quadratic sufficient condition 
of a bounded-strong minimum (Definition 7). These quadratic conditions are 
based on the properties of a quadratic form on the so-called critical cone whose 
elements are first order variations along a given process E. The main results of 
this section (Theorems 9 and 12) are due to Osmolovskii. 
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3.1 Critical cone 
For a given process II we introduce thie space Z'^{0) and the critical cone 

K. C Z'^{0). Denote by PQW^IAIS., R'^(^)) tiie space of piecewise continuous 

functions x{-) : A -^ R''^^^ which are absolutely continuous on each interval 
of the set A \ 0 and have a square integrable first derivative. By ̂ ^(A, R'^^")) 
we denote the space of square integrable functions •;;(•): A ^- R''^"). For each 
X € P9W]('^)(A, R''^^)) and for Tfc G 61 we set 

X*"" ^x{Tk-Q)-, 5 ' ' + = x ( T f c + 0 ) , [xf = X^^ - x''~. 

Let z = {io,h,^,x,v), where to,ti e R \ C G R.^ x G PeW]('f)(A,R''(^)), 

i ;eL2(A,R' ' ( ' ' ) ) . Thus, 

z e Z^{e) := R 2 X R^ X P9H/']('^^(A,R''(^)) x L 2 ( A , R ' ^ M ) . 

For each z we set 

xo = x{to) + iox{to), xi =x{t-i) + tix{ti), p= {io,xo,ii,xi). (17) 

The vector p is considered as a column vector. Note that fo = 0, respectively, 
ti = 0 holds for a fixed initial time to. respectively, final time ti. Denote by 
Ip(p) = {i G { 1 , . . . ,d{F)} I Fi{p) = 0} the set of indices of all active 
endpoint inequalities Pi(p) < 0 at the pointp = {to,x{tQ),ti,x{ti)). Denote 
by /C the set of all z S Z'^{9) satisfying the following conditions: 

J'{p)p<0, Fl{p)p<0\/iGlF{p), K'{p)p^0, (18) 

i{t) = f^{t,x{t),u{t),v{t))^{t) + f'vii, x{t),u{t),v{t))vit), (19) 

[xf = [xf^k, fc = l , . . . , s , (20) 

where p = {x{to), to, x{ti), h), [x] = x{Tk + 0) - x(r/c - 0). 
It is obvious that /C is a convex cone with finitely many faces in the space 

2"^{9). The convex cone /C is called the critical cone. 

3.2 Quadratic necessary optimality conditions 
Let us introduce a quadratic form on the critical cone /C defined by the 

conditions (18)-(20). For each A e MQ and z e /C we set 

fi(A,z) ^ {Am + Y,{D\H)il - [tpfxlik) 

H 
{{H:,^{t)x{t),x{t))+2{H^y{t)v{t),x{t)) + {H^y{t)v{t),v{t))) dtp.\) 

to 
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where 

{Ap,p) = {lppp,p) + 2ip{to)xoto + {i>o{to) - i>{to)x{to))tl, 

-2i;{ti)xiii - iMh) - i^{ti)x{h))t\, (22) 

lpp = lppioiQ,a,f3,p), p^ {to,x{to),ti,x{ti)), x'l^^-{x^ + x^^^ 
1 

H:,^{t) = H^^{t,x{t),i>{t),u{t),v{t))^ etc. 
Note that the functional 0(A, z) is hnear in A and quadratic in z. Also note that 
for a problem on a fixed time interval [to, H] we have to = ^i — 0 and, hence, 
the quadratic form (22) reduces to {Ap, p) = {IppP, p). The following theorem 
gives the main second order necessary condition of optimality. 

T H E O R E M 9 If the process U affords a Pontryagin minimum, then the follow­
ing Condition A holds: the set MQ is nonempty and 

max 0(A, 2) > 0 for all z G )C. 

This theorem follows from Theorem 2.3 in [7]. 
We call Condition A the necessary quadratic condition, although it is truly 

quadratic only if MQ is a singleton. 

3.3 Quadratic sufficient optimality conditions 
A natural strengthening of the necessary Condition A turns out to be a suf­

ficient optimality condition not only for a Pontryagin minimum, but also for 
a bounded-strong minimum; cf Definition 7. Denote by MQ the set of all 
A G MQ satisfying the conditions: 

(a) H{t, x{t), ilj{t),u, v) < H{t, x{t), ip{t), u{t), v{t)), for all t e A \ 61, 
UGU, V G R ' ^ ^ " ) , such that (t,x(t),D) G Qmd{u,v) ^ {u{t),v{t)); 

(b) H{Tk,x{rk),ip{Tk),u,v) < H'' forallrfc ee,uGU, vG R'^W such 
that(rfc,x(Tfc),t;) G Q,{u,v) 7̂  {u{Tk -0),v{Tk)), 
{u, v) ^ {u{Tk + 0), w(r'=)), where H'' := H''~ = if'=+. 

Let Are max au' be the set of points v E U where the maximum of the linear 
u'eu 

function au' is attained 
DEFINITION 10 For a given admissible process H with apiecewise constant 
control u{i) and continuous control v{i) we shall say that u{t) is a strict bang-
bang control, if the set MQ is nonempty and there exists A G MQ such that 

Argmax.a{t)u' == [^(t - 0), w(t-F 0)], 
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where [u(i — 0),u(i + 0)] denotes the line segment spanned by the vectors 
u ( t - 0 ) , u ( t + 0). 

If dim(w) =: 1, then the strict bang-bang property is equivalent to a{t) ^ 0 
Vi G A\0 . If the set M^ is nonempty, then, obviously, u{t) is a strict bang-bang 
control. 

DEFINITION 11 An element A G Mo w âro? fo iie strictly Legendrian if the 
following conditions are satisfied 

(a) for each t G A\6 the quadratic form 

is positive definite in R'̂ '̂"),-

(b) for each T^ £ 9 the quadratic form 

{Hvv{rk, x{Tk), ipin), u{Tk - 0), v{Tk))v, v) 

is positive definite in 1M^^'"\ 

(c) for each T^ £ 0 the quadratic form 

{Hyy{Tk,x{Tk),tp{Tk):U{Tk + 0), v{Tk))v, v) 

is positive definite in R^^''^ 

(d) D'^iH) >OforallTk e 9. 

Denote by Leg_,_(MQ") the set of all strictly Legendrian elements A e MQ and 
put 

h 
72 , 72 

j{z) = 4 + ti + (c, 0 + {x{to), x{to)) + J {vit),Ht)) dt. 
to 

THEOREM 12 Let the following Condition B be fulfilled for the process 11: 
(a) the set Leg_,_(Mo') is nonempty; 

(b) there exists a nonempty compact set 

M c Leg+(Mo+) 

and a number C > 0 such that 

max^(A,2) > C7(z) for all z & K,. 
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Then 11 is a strict bounded-strong minimum. 

If the set Leg+ [MQ ) is nonempty and K,-{0} then (b) is fulfilled automatically. 
This is a first order sufficient optimality condition of a strict bounded-strong 
minimum. Let us emphasize that there is only a minimal gap between the 
necessary condition A and the sufficient condition B\ 
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Abstract Using the concept of well-posedness under perturbations we give an answer to the 
following question posed by Stanislaw Ulam : "when it is true that solutions of 
two problems in the calculus of variations which corresponds to "close" physical 
data must be close to each other?"("A collection of mathematical problems", 
1960). 

keywords:well-posedness, integral functionals, bounded Hausdorff conver­
gence 

1. Introduction 

The origin of tlie problem studied in this paper can be found in the follow­
ing question posed by Stanislaw Ulam in 1960 in the book "A collection of 
mathematical problems" (see [14]). 

"If we consider a typical elementary problem, that of finding an extremum 
yoof 

I{y)= f F{x,y{x),y'{x))dx (1) 
Ja 

[...] a question arises, namely, the conditions which guarantee that for every 
e > 0 there exists a d > 0 such that for all sufficiently "regular" G{x, y, z) with 
\G — F\ < d, there exists a minimum yi for 

rb 

J{y)= G(x,y{x),y'{x))dx, 
Ja 

(2) 

where\yi-yo\<e. 
We assume merely the proximity of F and G and nothing is assumed about 

the proximity of their partial derivatives, occurring in the Lagrangian equations. 
Speaking descriptively, the question is: when it is true that solutions of two 

problems in the calculus of variations which corresponds to "close" physical 
data must be close to each other?" 

Please use the following format when citing this chapter: 

Villa, S., 2006, in IFIP International Federation for Information Processing, Volume 
202, Systems, Control, Modeling and Optimization, eds. Ceragioli, F., Dontchev, A., 
Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), pp. 309-318. 
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The aim of the paper is to give an answer to this question in the more general 
case of multiple integrals defined by 

J{u) = I L{x,u{x),Du{x))dx (3) 

on a suitable Sobolev space and to locate it in an appropriate context. 
The first remark is that in this form the question has always a negative answer; 

in fact Bobylev showed in [4] that whatever the functional / defined by (1) under 
study would be, it is possible to destroy all its minimum points by disturbing 
to be as small as wished. 

EXAMPLE 1 [[4]]LetL : [0, l ] x ] R ^ [0,+oo) be a three timesdifferentiable 
function and let us consider the associated integral functional 

J(u) = / L{x,u{x),u'(x))dx, 
Jo 

where u G C^(0,1) and u(0) = u{l) = 0. Let us suppose that J is Tikhonov 
well-posed with unique minimizer UQ = 0. 

Consider the one-parameter family offunctionals 

Jo 
L{x, u{x), u\x)) + e cos' dx. 

For a sufficiently small e the functional J^ has no minimum points in the unit 
ball 

B = {u{x) ec\o,i) 111̂11 < 1}. 
Anyway Bobylev showed that it is possible to restrict the class of admissible 
perturbations in order to ensure that every perturbed problem has a solution. 
In fact he showed that considering only strictly convex and sufficiently regular 
integrands, the problem of Ulam is solved positively. 

The same approach is developed in [13], where it is proved the existence of 
minimizers for problems in a neighborhood of a given one, if a uniform strictly 
subdifferenfiability property is satisfied. 

Since we do not want to impose convexity, we choose another way to treat this 
problem, taking into account the stability of approximate minimizers instead of 
that of the minimizers. In fact, since the given functional / has a minimizer, it 
follows from the proximity of F and G that the infimum of J (defined by (2)) 
is finite. Therefore for every e > 0, surely there exist functions y^ such that 
J(ye) < inf J + e. So the question posed by Ulam can be modified into 

"when it is true that approximate solutions of two problems in the calculus 
of variations which corresponds to "close" physical data must be close to each 
other?" 
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Clearly in the case that the minimizers of close problems exist, an affirmative 
answer to this question implies an affirmative answer to the original one. 

This question is intimately related to the well-posedness properties of the 
minimization problem of the functional / as Ulam himself wrote in his book: 
"Affirmative theorems of this sort would ensure the stability of the solutions 
of physical problems even with respect to "hidden" parameters.[...] It seems 
desirable in many mathematical formulations of physical problems to add still 
another requirement to the well-known desiderata of Hadamard of existence, 
uniqueness and continuity of the dependence of solutions on the initial param­
eters. 

Specifically one should have a stability in the strongest sense illustrated by 
us above: the solutions should vary continuously even when the operator itself 
is subject to "small" variations". 

This is exactiy the point of view that we adopt throughout this work. Let us 
better explain what we mean. Given an optimization problem, arising in the 
calculus of variations or not, it is possible to see it as an element of a "variational 
system" according to the definition given by Rockafellar and Wets in [11]. 

More precisely we consider a fixed space A of parameters, endowed with 
a convergence structure, and we associate to each parameter an optimization 
problem. Moreover we of course assume that the problem we are starting from 
corresponds to a fixed ao G A. In this way we generate a family of problems 
having the same structure of the starting one. 

Remarkable examples are the cases in which the space of parameters is the 
space of admissible initial data or the space of integrands satisfying some given 
properties. 

Once that the given minimization problem is embedded in a suitable fam­
ily, we can speak of well-posedness under perturbations of it. This concept, 
introduced by Zolezzi in [20], rigorously expresses the generalization of the 
Hadamard's idea of well-posedness mentioned by Ulam, in the more general 
form, which takes into account not only the behavior of the minimizers, but also 
that of the approximate minimizers (see Definition 3), requiring the continuous 
dependence of the approximate solutions on the parameters. 

This notion is the right instrument to reformulate the problem of Ulam in a 
better way. The final version of the problem is therefore: 

It is possible to find sufficient conditions on the integrand which guarantees 
well-posedness under perturbations of the functional J? 

In this new form the example proposed by Bobylev is no more a counterexample 
(see Example 10), since we are considering approximate minimizers. Moreover 
it is somehow misleading in the sense that we explain below. 

Looking at Example 1 it turns out in fact that the existence of a minimizer is 
a very unstable property if we consider perturbations of the integrand with re-
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spect to the uniform metric (whichi is a very strong one) but loffe and Zaslavski 
proved that for several variational systems (among them integral functional pa­
rameterized by the integrands) well-posedness under perturbations is a generic 
property (with respect to a suitable topology). 

This result is not completely satisfactory since it only tells us that there are 
a lot of well-posed problems without giving a method to find them. 

In the literature there are not many constructive results on this subject, and 
the existing ones often require strong regularity properties on the integrand 
and convexity (see [22, 20, 4, 12]). Therefore our aim is to find some weaker 
sufficient conditions still guaranteeing well-posedness of a given problem of 
the calculus of variations. 

The last thing that we want to point out is the choice of the distance between 
two problems. The uniform convergence of the integrands proposed by Ulam 
is too strong to treat this kind of problems. 

The right choice seems to be one of the so called "variational convergences", 
as r , Mosco and bounded Hausdorff convergence. We choose the last one 
because it gives us the useful link between Tikhonov well-posedness and well-
posedness under perturbations that we mentioned above (see Theorem 4), and 
moreover gives the possibility of finding quantitative bounds on the distance 
between minima and minimizers of two given problems. 

The paper is organized as follows: the answer to the question analyzed here 
will be given in Section 3, whereas Section 2 contains some prelimanaries, as 
the introduction of the well-posedness concepts and the relations between them. 

The last section is devoted to some dominated convergence theorems for the 
bounded Hausdorff convergence of integral functionals. 

The proofs of the results presented here can be found in the papers [16, 17, 
15,18]. 

2. Well-posedness concepts and preliminaries 
We start introducing the definitions that we need. We only review the well-

posedness concepts whereas for the definition of bounded Hausdorff (bH) con­
vergence we refer to the book [3] and to the papers [1, 2]. 

DEFINITION 2 We say that a function J : X -^ JRU {+00} is Tikhonov 
well-posed if it satisfies the following conditions: 

a) there exists a unique global minimizer UQ of J; 

b) if Uh is any minimizing sequence, i.e. a sequence such that J{uh) -^ 
J{UQ), then u^ —+ UQ. 

For a more general definition, and for several characterizations of Tikhonov 
well-posedness, we refer to [6]. 
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Now we consider also a convergence space A and a fixed point f G A. We 
are given the proper extended real-valued functions 

J : X —> (—00, +00], I : Ax X —> (—00, +00] 

such that 
J{u) ^I{f,u), u&X. 

The corresponding value function is given by 

V{g) = ini{I{g,u)\ueX},gGA. 

DEFINITION 3 ([21]) The problem of minimizing J on X is called well-posed 
under perturbations (with respect to the embedding defined by I) iff 

^ V{g) > -00 for all g G A, 

2 there exists a unique global minimizer UQ for J, 

3 for every sequences fh-^f in A and u^ & X such that 

I(fh, Uh) - V{fh) -> 0 fl^ /z ^ +00 (4) 

we have Uh —> wo in X. 

Sequences satisfying condition (4) are called asymptotically minimizing se­
quences. 

LetL(X) = {G : X ^r ]Ru{+oo}, bounded from below, proper and l.s.c.} 
and ip : X —^ liR.yj {-hcx)} such that lim||„j|^+oo V'('") = +00. Set 

A^{Ge L{X) I G{u) > il){u) for each w}, (5) 

endowed with the bH-convergence, and define 

I: Ay. X -^ ( -00, -1-00] 

I{G,u) = G{u). (6) 

The following result is a rewriting in different terms of Theorem 3.5 of [16]. 

THEOREM 4 LetXbeaBanachspace, Aandldefinedby(5)and(6). Assume 
that J £ Ais Tikhonov wellposed. Then J is wellposed under perturbations 
with respect to the embedding defined by I. 

Theorem 4 cannot be extended without further restrictions on the space A of 
admissible perturbations putting on ^ a weaker convergence as Example 4.9 of 
[10] shows and this is why we choose bH-convergence to study this problem. 

We conclude this section recalling the definition of strict convexity at a point 
in order to illustrate Theorem 6. In the sequel, given a function L : H " —> 
[0, -l-oo] we will denote by L** its convex regularization. 
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In the following we denote by Lr the function defined on IR" by setting 
Lr = L on the closed ball B{uo, r) with center UQ and radius r and L^ = +00 
otherwise. 

DEFINITION 5 Let U be a closed convex subset o/lR" and UQ G U. We say 
that a function L : JR" -^ IR U {+00} is convex at UQ with respect to the set U 
if 

m 

^c^L{vi)>L{uo) (7) 

for every m > 0, for every vi ^ UQ and Cj > 0 such that Vi G U, Yl^i Q = 1 
and YHLI CiVi = UQ. 

If inequality (7) is always strict, we say that the function L is strictly convex 
at UQ with respect to U. 

Clearly, there are many examples of convex functions at a point which are not 
globally convex; for instance every function is convex at its minimum point, if 
it has one. 

3. Well-posedness results 
Following the idea described in in the Introduction, we give an answer to 

Ulam's question in the following way: given a normal integrand (see [7]) we find 
some conditions on it guaranteeing Tykhonov well-posedness of the associated 
integral functional. 

More precisely, consider L : Q x H"™ -^ [0, +00] a normal integral and 
define the associated integral functional 

J{u) = I L{x,Du{x))dx (8) 
Jn 

on the space WQ' {VL;'M!^). The key result of this section is the following 
theorem which enable us to prove Corollary 9. 

THEOREM 6 Let L and J be defined as in Corollary 6. Suppose that J is 
coercive having a unique minimum point UQ G WQ' (f2; IR™). 

Moreover assume that v >-^ L{x, v) is strictly convex at the point DUQ{X) 

for almost every x G O . Then J is Tikhonov wellposed in Wg' (f2; IR™). 
Equivalently, ifuh G Wg' (0;IR™) is any minimizing sequence, then: 

\uh-uo\-~^0 in Wo'^(0;IR™). 

We skip the proof of Theorem 6, which can be found in [17], and we just 
state the basic tools in order to prove it. The first is Lemma 7, which gives 
a characterization of the points of strict convexity in terms of their geometric 
properties. 
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LEMMA 7 LetL : IR" -^ [0,+00] be lower semicontinuousandproper. Then: 

1 If {UQ ,L** (no)) is an extreme point ofepiL** then L is strictly convex at 
UQ. 

2 If L is strictly convex at UQ, then {uo,L{uo)) is an extreme point of 
epi{Lr)** for all r > 0. 

The second lemma is a generalization to the nonconvex setting of Lemma 3 of 
[19] which can be applied thanks to a semicontinuity result (see Lemma 4.3 of 
[17]). 

LEMMA 8 Let L : Qx IR*"" -^ [0, +00] be a normal integrand and U^^UQ G 
W"^'-^(f2;]R'"). Suppose that the function v ^-> L{x,v) is convex at the point 
Duo{x)for almost every x E Q. 

If \uh — uo \ii -^ 0, Duh —^ DUQ and J{uh) —̂  J{UQ) then: 

{x I-+ L{x, Duh{x))) —̂  (x Ĥ  I/(x, DUQ{X))) 

/nLi(fi;]R). 

As a consequence of Theorems 4 and 6, we get the following Corollary, which 
establishes a criterium of well-posedness under perturbations for nonconvex 
integral functionals. 

COROLLARY 9 Let L,Lh -.Vlx IR""^ -* [0, +00] be normal integrands and 
let J be defined as (8). Suppose that J is coercive having a unique minimum 
point UQG Wo'^(f2;IR™). 

Moreover assume that v H-> L{x, v) is strictly convex at the point Duo{x) 
for almost every x G Q . Consider the sequence Jh defined by Jh{u) := 
J^ Lii{x, Du{x)) dx on WQ' (fi, IR"*). Assume that 

(i) Jh -^ J with respect to the bH-convergence on Wg' (O; IR*"); 
[ii) Jh is equicoercive. 
Then: 

\uh-uo\~^0 in Wo^'^(0;]R'") 

for every asymptotically minimizing sequence Uh- In other words the problem 
of minimizing J is well-posed under equicoercive perturbations with respect to 
the bH-convergence. 

Referring again to the comments in the Introduction, in the next example we 
show in which sense Corollary 9 gives an answer to the Ulam's question. 

EXAMPLE 10 Let us consider the functionals 

J{u)= [ {u{xf+u'(x)^)dx 
Jo 
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and 

Jh{u) = / {u{xf + {u'{xf ~ \f)dx, 
Jo n, 

with UGWQ''^(0,1). 
It is easy to show that the perturbed junctionals J^ do not have a minimizerfor 

any h; in fact in this case we do not have uniform strict convexity of the perturbed 
functionals. According to Example 1, this means that even if J is strictly convex 
and Tykhonov well-posed it is possible to perturb it with perturbations as small 
as wished and destroy the existence of a minimizer 

Anyway, since J is Tykhonov well-posed and the sequence J^ is conver­
gent with respect to the bounded Hausdorff topology (see Remark 11), every 
asymptotically minimizing sequence strongly converges. 

This shows how the concept of well-posedness under perturbations allow 
us to avoid the requirement of the existence of the minimizer of the perturbed 
problems. 

4. Dominated convergence theorems 

In order to obtain well-posedness results it is useful to obtain criteria which 
guarantee that a sequence of lower semicontinuous functions converges in the 
bH-sense to a certain function (see for instance Example 10). 

The only known result on this subject is about quadratic functionals of elliptic 
type and can be found in [5]. 

In this section we study some classes of integral functionals, and we prove 
that, under suitable hypotheses, convergence in different senses of the sequence 
of the integrands is a sufficient condition to assure convergence of the sequence 
of the associated integrals (with respect to the bounded Hausdorff convergence). 
The first result is the following remark. The proof is elementary, but we note 
that sequences of normal integrands satisfying condition (9) are said to be 
convergent modulo given growth or with respect to the Tp topology and this 
family of topologies was introduced in [9] to prove the so called antirelaxation 
theorem, which establishes the genericity of well-posed problems arising in the 
calculus of variations with respect to Tp perturbations of the integrand. 

REMARK 11 Fix p > 1 and let Lh,L : Q. x W" x IR"'" ^ Mbe normal 
integrands. 

Assume that for every e > 0 there exist N^ G IN, 0^ e L^{^', IR) such that 
\\(p,\\ < land 

\Lhix,u,z) - L{x,u,z)\ < e{(P,{x) + \U\P + \Z\P) (9) 

for every h > N^, for every {u, z) £ IR"' x IR"™ and for almost every a; G O. 
Let J, Jh the associatedintegral functionals onW^'^{fl; JR^). ThenJ^ —* J 

with respect to bH-convergence in W^'^{^] IR"*). 
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It follows from this Remark that Tp is the natural convergence to require on 
the integrands in order to obtain bH-convergence of the associated integrals. 
Nevertheless, for every p > 1, uniform convergence modulo given growth is 
stronger than uniform convergence on bounded subsets, so it would be useful to 
find a weaker convergence on the integrands still guaranteeing bH-convergence 
of the integral functionals. 

This is the aim of Theorem 11, where we relax the hypotheses on conver­
gence, requiring only pointwise convergence of the integrands, but we pay this 
weaker requirement imposing a restrictive growth condition (which cannot be 
weakened), and an equilipschitz property on bounded subsets for the integrands. 
Moreover we deal with functionals not depending explicitely on u. So in the 
next theorem, the functionals considered are of the form 

J{u) := / L{x, Du{x)) dx. 
Jn 

Let us state the assumption that we will make in the following theorem. 

A) Let L/j : O X IR""* ^ ]R be a sequence of functions. Suppose that for 
every R> 0 there exists !/(-, R) e £^(0, IR) such that 

\Lh{x,z) -Lh(x,y)\ <K{x,R)\z-y\ 

for almost every x G H" , for every z,y e -B/j(0) and for every /i e IN. 

We note that this equilipschitz property is always satisfied by a sequence of 
equibounded finite convex functions. 

THEOREM 12 Let L,Lh • ^ x IR"™ -^ [0, -Foo) be normal integrands and 
assume that L, L^ satisfy assumption A). Let p > 1 and suppose that there 
exist 1 < q < p, r > - 3 - and A G L'^{^, IR) such that for every z G IR""* and 
for almost every x £ fl. 

0<Lh{x,z)<Aix){\z\'' + l). (10) 

If for all z e IR""* I//i(-, z) -^ L{-, z) almost everywhere, then J^ ^ J with 
respect to the bounded Hausdorjf convergence on VF '̂P(f2; IR™). 

We note that condition (10) cannot be weakened as Example 3.26 in [18] shows. 
Other results on this subject and some consequences of Theorem 12 can be 

found in [15]. 
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Abstract We study optimal control problems with vector-valued controls. In the article, 
we propose a solution strategy to solve optimal control problems with pointwise 
convex control constraints. It involves a SQP-like step with an imbedded active-
set algorithm. 

keywords: Optimal control, convex control constraints, set-valued mappings. 

1. Introduction 

In this article, we want to investigate solution strategies to solve optimal con­
trol problems with pointwise convex control constraints. In flow control, any 
control regardless of distributed or boundary control is a vector-valued function. 
That means, there are many possibilities to formulate control constraints. Here, 
we will study a general concept of such control constraints. As an example of 
an optimal control problem with vector-valued controls we chose the follow­
ing problem of optimal distributed control of the instationary Navier-Stokes 
equations in two dimensions. To be more specific, we want to minimize the 
following quadratic objective functional: 

Jiy. u) = ~ f \y- yrfdx + ^ f \y- ygl^dxdt + ]- f 
2. Jn 2 jQ 2 JQ 

subject to the instationary Navier-Stokes equations 

\u\'^dxdt (1) 

yt - vAy + (y • V)y + Vp = u in Q, 
divy = 0 inQ, (2) 
2/(0) = yo inf^, 

and to the control constraints u e Uad with Uad defined by 

Uad ={ue L^iQf : u{x, t) e U{x, t) a.e. on Q}. (3) 

Please use the following format when citing this chapter: 

Wachsmuth, D., 2006, in IFIP International Federation for Information Processing, 
Volume 202, Systems, Control, Modeling and Optimization, eds. Ceragioli, F., 
Dontchev, A., Furuta, H., Marti, K., Pandolfi, L., (Boston: Springer), pp. 319-327. 
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Here, O is abounded domain in i?^, Q denotes thie time-space cylinder Q :— fix 
(0, T). The set of admissible controls is generated by the set-valued mapping 
U, U : Q 1-^ 2^ . The conditions imposed on the various ingredients of the 
optimal control problem are specified in Sections 2.1 and 2.2, see assumptions 
(A) and (AU). 

Several choices of the control constraint U are discussed in [13]. Let us 
only mention that the case of box-constraints is a special case of our general 
convex constraint. Optimal control problems with such control constraints are 
rarely investigated in literature. We refer to Bonnans [2], Dunn [3], Pales and 
Zeidan [7], and the authors article [14]. 

The plan of the article is as follows. In Section 2 we collect results con­
cerning the solvability of the state equation and the optimal control problem. 
Necessary optimality conditions are stated in Section 3. Section 4 is devoted 
to the derivation of a solution strategy. There, a new active-set algorithm is 
described. Numerical experiments that confirm the efficiency of the proposed 
algorithm are presented in Section 5. 

2. Statement of the optimal control problem 
We define the spaces of solenoidal functions H := {v G L^(0)^ : div v = 

0}, V := {v e HQ{fl)'^ : div f = 0}. Further, we will work with the standard 
spaces of abstract functions from [0, T] to a real Banach space X, 1^(0, T; X), 
endowed with their natural norms. 

2.1 The state equation 
Before we start with the discussion of the state equation, we specify the 

requirements for the various ingredients describing the optimal control problem. 
In the sequel, we assume that the following conditions are satisfied: 

{ ] Q, C R'^ is domain with Lipschitz boundary T := dfl, 

2 yo, VT &H,yQ€ L\Qf. 

3 UT, OiQ > 0, 7, !̂  > 0. 

We introduce a linear operator A : L'^{0, T; V) ^^ 1.2(0, T; V) by 

/ {iAy)it),v{t))v',vdt~ f {y{t),v{t))vdt, 
Jo Jo 

and a nonlinear operator B by 

rT rT r J dyJt) 

L f {{B{y)){t),v{t))y,ydt:= [ [ J2 m{t)^^ vj{t)dxdt 
0 ' Jo Jil,:~Z, ClXi 

* j j — -•-
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Now, we define the notation of weak solutions for the instationary Navier-
Stokes equations (2) in the Hilbert space setting. A function y S 1/^(0, T; V) 
with yt e L^(0, T; V) is called weak solution of (2) if it satisfies 

y^ + vAy + B{y) = fmL\Q,T-V'), ... 
2/(0) = 2/0. ^̂ ^ 

Results concerning the solvability of (4) are standard, cf. [8] for proofs and 
further details. 

2.2 Set-valued functions 
Before we begin with the formulation of the optimal control problem with 

inclusion constraints, we will specify the notation and assumptions for the 
admissible set [/(•). It is itself a mapping from the control domain Q to the set 
of subsets of R^, a so-called set-valued mapping. 

The controls are taken from the space L'^{Q)^, so we have to impose at least 
some measurability conditions on the mapping U. In the sequel, we will work 
with measurable set-valued mappings, we refer to the textbook by Aubin and 
Frankowska [1]. Once and for all, we specify the requirements for the function 
U, which defines the control constraints. 

The set-valued function U : Q -^ E? satisfies: 

1 U is a measurable set-valued function. 

(AU) 
2 The images ofU are non-empty, closed, and convex a.e. 

on Q. That is, the sets U{x, t) are non-empty, closed and 
convex for almost all (x, t) e Q. 

3 There exists a function fu e L?{Q)'^ with fu{x,t) G 
U{x,t) a.e. on Q. 

The assumption (AU) is as general as possible. In the case that the set-
valued function t/ is a constant function, i.e. U{x, t) = UQ, we can give a 
simpler characterization: it suffices that UQ is non-empty, closed, and convex. 
For further details, we refer to [14]. 

3. First-order necessary conditions 
We will repeat the exact statement of the necessary optimality conditions for 

convenience of the reader. 

THEOREM 1 (NECESSARY CONDITION) Let ube locally optimal in L'^{QY 

with associated state y = t/('u). Then there exists a unique Lagrange multiplier 
A e L^(0,r; V) with Xt e i'*/^(0,T; V), which is the weak solution of the 
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-\t + vA\ + B'{y)*\ = aqiy-yq) 
\{T) = aT{y{T)-yT). 

Moreover, it holds 

(ju + X,u- U)Q > 0 WueU, ad-

(5) 

(6) 

We can reformulate the variational inequality (6) as the projection representation 
of the optimal control 

u{x, t) = Projy(^_j) [ - - ^ ( 2 ^ ' )̂ a.e. on (7) 

Secondly, another formulation of the variational inequality uses the normal cone 
Nu^^{u). Then inequality (6) can be written equivalently as 

vu + \ + Nu,^{u)3Q. (8) 

It will allow us to write the optimality system as a generalized equation. 

4. Solution strategy 
Now, we are going to describe our strategy to solve optimal control problems 

with pointwise convex control constraints. The starting point of our consider­
ations is Newtons method applied to generalized equations. 

4.1 Generalized Newton's method 
In the sequel, we want to apply Newton's method to the optimality system. 

This system can be written as a generalized equation. Let us define a function 
F b y 

F{y,u,\)^ 

I yt + vAy + B{y) \ I 
y{0) > ' 

-At + uAX + B'{y)*\ 
\{T) 

7U + A / 

u 
yo 

aqiy-yo) 
oiT{y(T) - yr) 

0 

\ 

(9) 

Then a triple (y, ft, A) fulfills the necessary optimality conditions consisting of 
the state equation (4), the adjoint equation (5), and the variational inequality (6) 
if and only if it fulfills the generalized equation 

F(y,S,A) + (0,0,0,0,iVc/„,(u)f 9 0. (10) 
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Now, we will apply the generalized Newton method to equation (10). If the 
control constraints are box constraints then this method is equivalent to the 
SQP-method, see e.g. [9]. Given iterates {yn,Un,^n) we have to solve the 
linearized generalized equation: 0 should belong to the set 

F{yn, Un, Xn) + F'{yn, Un, A „ ) [ ( y - 2 / „ , U—U„, A - A „ ) ] + (0 , 0, 0, 0, Nu^j{u)) 

(11) 
in every step. It turns out that this equation is the optimality system of the 
linear-quadratic optimal control problem. 

mm Jn{y,u) = -y- |y( r ) - Vdln + ^Wv ~- VQWI - B{y - yn)K (12) 

subject to the linearized state equation 

yt + vAy + B'{yn)y = u + B{yn) 
y{0) = 2/0 

(13) 

and the control constraint 
U e Uad- (14) 

Let us emphasize the following observation. In the generalized equation (10) 
only N{x) represents the control constraint. And it is the only term that was 
not linearized in (11). Consequently, the subproblem (12)-(14) is subject to the 
same control constraint u{x, t) G U{x, t) as the original non-linear problem. 
That means, the control constraint is not linearized, even if it is written as an 
inequality like wi(x, i)^ + U2{x,t)'^ < p{x,t)'^. This is a difference to the 
standard SQP-method for optimization problems with nonlinear inequalities. 
An inequality g{x) <0 would be linearized to g{xn) + g'{xn){x — x„) <0. 

4.2 Active-set strategy 
As for the box-constrained case we will use an active set algorithm. It is 

very similar to the well-known primal-dual active-set strategy. The algorithm 
we propose here tries to solve the projection representation of optimal controls 
given by (7). 

The algorithm to solve the subproblem (12)-(14) works as follows. We 
denote the control iterates of step khy u''. The state y'^ is the solution of (13) 
with right-hand side u^, and A*̂  is the solution of the adjoint equation associated 
to (13). 
Algorithm. Take a starting guess vP with associated state 2/° and adjoint A°. 
Set A: = 0. 

1 Given u'^, y^, \^. Determine the active set A^^^ = A^^^{X'^) by 

A^+^ := \{x,t) : --X''{x,t) 0 U{x,t) 
I 7 
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2 Minimize the functional J„ given by (12) subject to the linearized state 
equation (13) and to the control constraints 

U^+i = Proj[/(^,t) (- iA'=(x, i)) 

Denote the solution by (w, y, A). 

free. 

3 ProjectM'^+^ := Proj^^^^) ( - i A ( x , t ) j , compute j/'=+^ and A'̂ +̂  

4 If hi^+^ - Projy^^ ('^7-^*''^ J i "̂  ^ ~^ '"^ '̂̂ '̂ 
else set /c := A; + 1 and go back to 1. 

In the first step of the algorithm, the active set is determined. The control 
constraint at a particular point {x, t) is considered active if —1/7 \''{x, t) does 
not belong to U{x, t). In the second step, a linear-quadratic optimization prob­
lem is solved. It involves no inequality constraints, since the control is fixed on 
the active set and the control is free on the inactive set. After that, the optimal 
adjoint state of that problem is projected on the admissible set to get the new 
control. The algorithm stops if the residual in the projection representation is 
small enough. 

Let us compare the behaviour of our algorithm and the primal-dual method 
in the detection of the active sets for the simple box constraint \ui\ < 1, i = 
1,2. Let us assume that-l/7A'^(a;o,io) = (2,0), i.e. —l/7A'^(a;o, to) is not 
admissible. Then in our method the point (XQ, to) will belong to the active 
set A'̂ +^ in the next step. And at this point the value (1,0) is prescribed for 
yk+i-_ w'=+i(xo,io) = (1;0). In the primal-dual method, the point (a;o,to) 
will be added to the active set Â "*"̂  associated to the inequality \ui\ < 1. 
It will not belong to the active set AI"*"^ for the second inequality \u2\ < 1 
since this inequality was not violated. And for the inner problem we will get 
the constraints Ui'^^{xo, to) = 1 and U2'^^{xo, to) =free, that is the control is 
allowed to vary in tangential directions on the right side of the box! 

5. Numerical results 
Now, let us report about the performance of the proposed algorithm. To 

study the convergence speed We present results for an optimal control problem, 
where the solution is known. 
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5.1 Problem setting 
The computational domain was chosen to be the unit square Q = (0,1)^ 

with final time T — 1. We want to minimize the functional 

I / \y{x,t) — yii{x,t)\'^dxdt + - / / \u{x,t)\^dxdt 
0 Jn 2 Jo Jn 2 

subject to the instationary Navier-Stokes equations on O x (0,1) with distributed 
control 

yt - uAy + {y • V)y + Vp = u + / in Q, 
div y = 0 in Q, 
y{0) = yo infi. 

and subject to some control constraints to be specified later on. Let us construct 
a triple of state, control and adjoint, that satisfies the first-order optimality 
system. We chose as state and adjoint state 

y(x t) = e-"'- ( ^™^(^^i) sin(7rx2) cos(7ra;2) \ 
\ — sin^(7rx2) sin(7ra;i) cos(7ra:i) / ' 

-„t -v\ ( sin^(7rxi)sin(7rx2) 003(71x2) 
^ V "^ ^ \ — sin'^(7rX2)sin(7rxi)cos(7rxi) 

Regardless of the choice of Uad, the control is computed using the projection 
formula as 

The quantities f,yo,yd are now chosen in such a way that y and A are the 
solutions of the state and adjoint equations, respectively. 

5.2 Discretization 
The continuous problem was discretized using Taylor-Hood finite elements 

with different mesh sizes. The grid consists of 4096 triangles with 8321 velocity 
and 2113 pressure nodes yielding a mesh size h = 0.03125. Further, we use 
the semi-implicit Euler scheme for time integration with a equidistant time 
discretization with step length r — 0.000625. The control is approximated by 
piecewise continuous functions in time and space. 

We used the SQP-method without any globalization to solve the problem 
with box constraints. The constrained SQP-subproblems were solved by the 
primal-dual active-set method. This method is known to converge locally with 
super-linear convergence rate [4, 11] if a sufficient optimality condition holds. 
Under some strong assumptions it converges even globally [6]. 

To solve the optimal control problem with convex constraints, we employ 
the solution strategy proposed in the previous section: generalized Newton 
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method with active-set strategy as inner loop. The quadratic subproblems of 
the active-set method were again solved by the CG algorithm. 

5.3 Results 
Now, let us report about the results for convex control constraints compared 

to the box-constraints considered above. The parameters of the example are set 
to 7 = 0.01 and i/ = 0.1. We computed solutions for the box constraint 

\ui{x,t)\ < 1.0 

and for the convex constraint in polar coordinates 

0 < Ur{x,t) < ^{u^{x,t)). 

The function tp{4>) is given as the spline interpolation with cubic splines and 
periodic boundary conditons of the function values in Table 1. It is chosen 
such that the admissible set is comparable to the box constrained case. The 
projection on that set was computed by Newtons method. 

J 0 I f 1̂  ^ 1̂  1̂  1̂  
i!{<j)) 1.0 1.0 0.64 0.44 0.4 0.44 0.64 1.0 

Table I. Convex constraint 

Let US compare briefly the convergence of the active set algorithms: the 
primal-dual active set method for the box constrained problem and the active 
set method proposed above to solve the convex constrained problem. In all our 
computations both methods showed a similar behaviour, which can be seen in 
Table 2. Although they solved optimal control problems with different control 
constraints, they needed almost the same number of outer (SQP/generalized 
Newton) and inner (active-set) iterations. Also the residual u — Proj( —1/7 A) 
depicted by 'Res' decreased in the same way. So, we can say that our algorithm 
is as efficient as the primal dual active set method applied to box constraints. 
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