5

Comparative Mammalian Sound
Localization

CHARLES H. BROWN AND BRADFORD J. MAY

1. Introduction

In natural environments, the approach of a competitor, a predator, a relative, a
mate, or one’s prey may be conveyed by subtle fluctuations within the acoustic
environment. In many instances it is likely that the early detection of an intruder
is conveyed not by a sound that is unusual or uncommon because of its ampli-
tude or frequency composition, but rather by a sound that is distinctive chiefly
because it occurred at an “inappropriate” location within the acoustic landscape.
Here, one’s ability to survive depends not on unusual sound detection capabil-
ities, but rather on a sound localization system that permits a listener to effort-
lessly, yet vigilantly, track the relative positions of the sources of sounds that
signal safety or danger. Moreover, the absence of a “safe” sound may be as
significant to many birds and mammals as is the presence of an “unsafe” one;
for an intruder’s approach may be disclosed by either the production of unex-
pected sounds, or by the abrupt cessation of “expected” sounds that were pre-
viously sustained or ongoing in some regular pattern. Movements made
unstealthily will disrupt the chorus of cicadas or the sounds of birds, or other
animals, and a ripple of silence may spread across the landscape signaling that
something (or someone) is nearby. The subtlest acoustic changes may be bio-
logically the most telling. Clumsy predators are apt to go hungry, and an ev-
olutionary premium has been placed upon the ability of most animals to quickly
discern the position of a sound that does not belong (or the position of an
unexpected cessation of those sounds that do belong). In the struggle for sur-
vival, the determination of the origin of a signal may be assigned a level of
importance that equals or exceeds that of being able to recognize the sound, or
being able to identify the perpetrator of the disturbance. It is in this biological
context that the mechanisms underlying sound localization evolved, and through
the course of the succession of animals on earth the sound localization abilities
of many species have come to exhibit remarkable acuity and species specificity.

The position of the source is a cardinal perceptual attribute of sound. Under
normal conditions, for human listeners, the source of a stimulus is instantly and
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effortlessly assigned a position with reference to the orientation of the listener.
The localization of sound is seemingly reflexive, the perception of direction is
“instantaneous,” and localization does not appear to be derived by some kind of
deductive cognitive process. That is, under most conditions listeners do not
actively think about having to triangulate the possible origin of the sound given
what they heard at their two ears. Just as a sound is perceived as having some
magnitude, pitch (or noisiness), loudness, and duration, it also is perceived as
having a distance dimension (it is near or far), an elevation dimension (above
or below), and an azimuth dimension (left or right of the observer). Only when
listeners wear earphones do sounds routinely lack a coherent or natural spatial
image, and under these conditions the normal filtering characteristics of the
external ear and ear canal have been bypassed, and the normal correlation be-
tween the timing and amplitude of the signals at the two ears has been violated.

Batteau et al. (1965) noted that many sounds presented through earphones are
reported to have an origin somewhere inside the listener’s head. They showed
that sounds presented through earphones would be perceived as having a normal
external position and could be accurately located in space if the signals fed to
the left ear and right ears originate from microphones positioned approximately
17.5 cm apart (a normal head width) and if the microphones were fitted with
replicas of human pinnae. The apparent origin of the signal is “external” to the
listener when sounds are presented this way, and if the position of a sound source
delivered to the microphone array is moved to the left or to the right, the per-
ceived location of the sound source moves accordingly. If the artificial pinnae
are removed from the microphones, or if the normal free-field-to-eardrum trans-
fer functions are artificially manipulated, localization accuracy suffers (Batteau
et al. 1965; Wightman and Kistler 1989a,b, 1992; Middlebrooks 1992, 1999).

It is known that the position of sound is a core dimension of auditory per-
ception in adult human subjects, and there is good reason to believe that the
same is true for human infants, and for most vertebrates. That is to say, the
position of a startling sound appears to “command” most vertebrates to orient
toward its site of origin. Although auditory experience may modify and adjust
localization during development (Knudsen 1983, Knudsen et al. 1984), reflexive
orientation to sound position is evident at or near birth in a wide variety of
subjects including laughing gulls (Beer 1969, 1970), Peking ducklings (Gottlieb
1965), infant cats (Clements and Kelly 1978a), rats (Potash and Kelly 1980),
guinea pigs (Clements and Kelly 1978b), and humans (Muir and Field 1979;
Wetheimer 1961). The data suggest that most vertebrates, including both altri-
cial and precocial species, are able to reflexively locate the origin of sound
nearly as soon as the ear canal opens and they are able to hear.

In many organisms sound localization mechanisms may initiate and actively
guide saccadic eye movements to the site of potentially important events. An-
imals with binocular frontal visual systems, such as most primates, have limited
peripheral or hemispheric vision, and these species may be particularly depend-
ent on a high-acuity directional hearing system to rapidly direct the eyes to the
location of a disturbance (Harrison and Irving 1966). Furthermore, the more
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restricted the width of the horizontal binocular visual field in various mammals,
the greater the acuity of their sound localization abilities (Heffner and Heffner
1985, 1992). This enhanced acuity may be critical for accurately aiming the eyes.

The perception of many events is bimodal. Speech perception, for example,
is influenced by both visual information regarding tongue and lip configuration,
and by the corresponding acoustic signal. When these two modalities of infor-
mation are out of synchrony, or artificially separated in space, the result is dis-
turbing to both adult and infant human subjects (Aronson and Rosenbloom 1971;
Mendelson and Haith 1976). The preservation of the normal congruence
between visual and auditory space is important for the development of sound
location discriminations in animals (Beecher and Harrison 1971). Animals ap-
pear to be prepared to learn to direct visually guided responses toward objects
positioned at the origin of sounds, and correspondingly unprepared to learn to
direct responses toward objects that have been repositioned so that the contiguity
of visual and auditory space has been violated (Beecher and Harrison 1971,
Harrison et al. 1971; Harrison 1990, 1992). For an organism to be able to react
appropriately to events occurring at different locations in space it is necessary
that the visual and acoustic perceptual maps be aligned and in register. Visual
deprivation early in development alters sound localization in rats (Spigelman
and Bryden 1967), cats (Rauschecker and Harris 1983; Rauschecker and Knie-
pert 1994), ferrets Mustela putorious (King et al. 1988; King and Parsons 1999),
and barn owls (Tyto alba) (Knudsen and Knudsen 1985, 1990; Knudsen and
Brainard 1991; Knudsen et al. 1991). Theoretically it is possible that spatial
maps are organized by visual experience. Thus, visual deprivation would lead
to impairments in sound localization. Alternatively, it is possible that visual
deprivation produces compensatory sharpening of directional hearing. Some
recent findings are consistent with both of these contrasting perspectives, and
these data are described in Section 4.5.

Although sound localization mechanisms evolved because of their significance
to survival in the natural world (Masterton et al. 1969), sound localization abil-
ities have nearly always been studied in synthetic, quiet, echo-free environments
(or even with earphones), and testing has often been conducted with tones, clicks
or band-limited bursts of noise. The intent of this tradition has been to assess
the absolute limits of precision of directional hearing, though at the expense of
exploring how well sound localization abilities function under more normal con-
ditions. The sections that follow describe the physical cues for sound locali-
zation available to terrestrial vertebrates and the behavioral methodologies
commonly used to assess the sound localization capabilities of animals, and then
go on to survey the sound localization abilities of selected mammals.

2. Localization Cues

The origin of sound in space is referenced relative to the orientation of the
listener, and sound position is accordingly expressed in terms of its azimuth,
elevation, and distance from the listener.
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2.1 Sound Source Azimuth: The Horizontal Coordinate of
Sound Location

Sound localization is dependent upon the comparison of the sound waves inci-
dent at each ear in most terrestrial vertebrates. These interaural (or binaural)
differences are the result of two factors: (1) the difference in distance (Ad) the
sound wave must travel to reach the tympanic membrane of the two ears and
(2) differences in the transfer function of the signal incident at each ear. In the
case of pure tones, or very narrow bandwidth signals, differences in the transfer
function at each ear are reduced to interaural level (or amplitude) differences of
the waveform incident at each ear. We defer discussion of spectral cues and
head-related transfer functions (HRTFs) to Section 5, and we begin the exami-
nation of directional hearing with simple sine waves. The first factor, the
difference in propagation distance for the near and far ear, results in differences
in the time-of-arrival and in differences in the phase of the signal at each ear.
When a sound is presented from a position off to one side of a listener (not on
the midline, or at 0° azimuth), corresponding points in the sound wave will
necessarily be received by the “near” ear (the ear on the side of the head which
is toward the source of the sound) before it reaches the “far” ear. The velocity
of sound in air is nominally 343 m/s; given this velocity, for each additional cm
the sound wave must travel to reach the far ear, the wave will arrive 29 us later
than it will at the near ear. Hence, interaural differences in the time-of-arrival
of corresponding points in the sound wave may serve as one of the principal
cues for directional hearing.

For the case in which the stimulus is a simple sustained cyclic wave, such as
a pure tone, differences in the arrival time of the near- and far-ear waveforms
will result in interaural differences in the phase of the wave as long as the arrival
time difference is not equal to the period (or integral multiples of the period)
of the signal. For example, the additional time required for the sound wave to
reach the far ear may be a fraction of the period of the wave, such as one fourth
of the period. In this case the corresponding interaural difference in signal phase
would be one fourth of 360° or 90°. Increments or decrements in the arrival
time of near- and far-ear waveforms would result in corresponding increases or
decreases in the difference in interaural phase. If the position of the source of
the sound were moved so that the arrival time difference is increased from a
fraction of the period to exactly match the period of the signal, the near- and
far-ear waves would again be in phase. The sound wave incident at the far ear
would be precisely one cycle behind the corresponding wave at the near ear.
For the special cases in which the arrival time difference between the near- and
far-ear waves happens to coincide with two times, three times, or other integral
multiples of the period of the signal, the near- and far-ear waves will again be
in register, and there will be no interaural differences in phase. Although these
phase ambiguities apply to tonal stimuli, they are probably unimportant for most
complex stimuli for which other cues for sound localization are available. Fur-
thermore, even with tones, it is unlikely that the source of a sound will be located
such that the arrival time differences will equal the period (or multiples of the
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period) of the signal; consequently, interaural differences in arrival time are
usually reflected by interaural phase differences, and these differences may serve
as a cue for localizing the azimuth of the source.

Interaural level differences (ILDs) are an additional cue for the perception of
the azimuth of sound position. ILDs may occur when the origin of the sound
is off to one side, and it is a consequence of the shape of the torso, head, pinna,
and external ear canal, as well as the properties of sound diffraction, reflection,
and refraction with these structures. The magnitude of sound diffraction, re-
flection and refraction is dependent on the relative dimensions of the wavelength
of the sound wave and the size and shape of the reflective structures. In general,
ILDs are most important for signals composed of wavelengths that are less than
the diameter of the listener’s head. Shorter wavelengths (e.g., higher-frequency
signals) produce more prominent ILDs, and the characteristics of these differ-
ences are highly dependent on the specific geometry of the listener’s head and
pinna.

2.2 Geometrical Considerations

As a first approximation, an acoustically opaque sphere may model the head
with the ears diametrically opposed (Rayleigh 1876, 1945). With this ideali-
zation, the shape and dimensions of the pinna are ignored. Furthermore, the
idealized model assumes that the head is immobile (unable to scan the sound
field), and that a point sound source is positioned greater than 1 m from the
listener. Under these conditions, a plane may approximate the wave front. In-
teraural distance differences (Ad) will occur for all sound locations other than
those that lie on the median plane. As depicted in Figure 5.1, for a sound source
to the right of a listener at azimuth X, the additional distance that the sound
must travel to reach the far ear (left ear) is given by the sum of the linear distance
r(sin X) and the curvilinear distance r(X). That is, the difference (Ad) in the
sound path-length for the two ears is given by Eq. (5.1),

Ad = #(X + sin X) 5.1)

where Ad is the distance difference in cm, r is the radius of the listener’s head
in cm, and the sound source azimuth angle X is measured in radians.

The path length difference to the two ears is acoustically realized by the
interaural difference in time-of-arrival of corresponding points in the waveforms
incident at the two ears. Time-of-arrival differences (Af) are calculated by di-
viding the distance difference by the velocity of sound. Given a sound velocity
in air of 343 m/s, then the relationship between At and azimuth is provided by
Eq. (5.2),

At = #(X + sin X) /3.43 X 108 (5.2)

where At is the temporal difference in Us, 7 is the radius of the observer’s head
in cm, and the azimuth angle X is measured in radians.
Three factors merit emphasis. First, Ar approaches a maximum value as az-
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FIGURE 5.1. Geometrical considerations for interaural differences in ongoing time or
phase differences as a function of frequency. The signal is presented at azimuth X from
at a distant location from the listener. The interaural differences in signal phase obtained
with low-frequency tones are produced by a larger effective acoustic radius of the head
compared to that obtained by a high-frequency signals. High- and low-frequency signals
are scaled relative to head size. A high-frequency signal is one in which the wavelength
of the sound is equal to or less than two times the radius of the listener’s head, while a
low-frequency tone is one in which the wavelength is eight times the radius of the head
or greater. In the intermediate frequency zone (defined by the interval 2r < X < 8r) the
effective radius of the head gradually changes from the two boundary conditions illus-
trated here. See Kuhn (1977) for a detailed treatment of these phenomena.

imuth X approaches /2 radians or 3m/2 radians (90° or 270°). Assuming r =
8.75 cm, the usual value assigned for humans, then maximum Ar = 656 s.
That is, at /2 radians (90°) the sound wave arrives at the far ear 656 us after
it arrives at the near ear. Second, for any given azimuth X, Az varies directly
with . As a result, listeners with large heads will experience a greater interaural
time-of-arrival difference than will subjects with small heads. Consequently, if
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the neural processing resolution of time-of-arrival differences is approximately
equal across mammalian species, then species with large heads will be able to
perceive finer changes in azimuth using this cue than will species with small
heads. Third, interaural time-of-arrival differences do not define a specific locus
in three-dimensional space. That is, sources that differ in elevation may still
have the same interaural path-length difference. Furthermore, the hemifield be-
hind a listener is a mirror image of that in front, and locations above, behind,
or below a listener may have the same interaural time-of-arrival difference as
those in the front hemifield. If an organism’s trunk and limbs did not serve as
acoustic obstacles influencing interaural time-of-arrival differences, equal dif-
ferences in time-of-arrival would be given by all points falling on a surface of
a cone centered on the aural axis. In most instances, however, the limbs and
torso are acoustic obstacles that impact significantly on path-length differences
(and hence, interaural time-of-arrival differences) for sound sources positioned
above, behind, or below a listener (Kuhn 1979). As a consequence of this
complication, while equal time-of-arrival differences may be empirically mea-
sured for displacements of the sound source in the horizontal and vertical
planes, equal time-of-arrival differences are unlikely to correspond to the surface
of a cone.

2.3 Sound Frequency and Effective Radius

Time-of-arrival cues are produced for both the leading edge of the wavefront,
and for ongoing time or phase differences in the waveforms. Interaural differ-
ences in time-of-arrival cues are influenced by frequency, head size, and azi-
muth. Kuhn (1977, 1987) has shown that the effective acoustic radius of the
head is larger than the skull perimeter when low-frequency stimuli are presented,
but equal to the skull perimeter when high-frequency sounds are presented. In
general, when the wavelength of the stimulus is less than or equal to the diameter
of the skull (a high-frequency signal) the effective acoustic radius approximates
that of the perimeter of the skull. When the wavelength of the stimulus is greater
than or equal to four times the diameter of the skull (a low-frequency signal)
the effective acoustic radius expands to a larger value with a magnitude that is
probably governed by the degree of prognathism, the protrusion of the jaw and
nose, and by the size of the pinna. In humans the effective acoustic radius of
the head for low-frequency signals is about 150% of that for high-frequency
signals (Kuhn 1977), and the transition in the effective radius occurs at about
2000 Hz. In animals with pronounced prognathism of the nose and jaw, and
hypertrophied pinna even greater expansion of the effective acoustic radius of
the head for low-frequency signals would be expected. This phenomenon is not
intuitively apparent, and it is attributed to a frequency dependency in the pattern
of standing waves created around acoustic barriers (Kuhn 1977).

The functional acoustic radius for the leading edge of a sound wave, however,
is equal to the skull perimeter, and it is not influenced by the relative frequency
of the signal (Kuhn 1977). Thus, as depicted in Figure 5.1, low-frequency
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signals have an enhanced difference in interaural phase because the effective
acoustic radius of the head is expanded for the fine structure of these signals.
The cues that are available for time-domain processing are influenced by the
rise and fall times of the signal and the complexity of the frequency spectrum
and envelope (or amplitude modulation) of the waveform. Signals, which seem
to begin and end imperceptibly, have a slow rise and fall time (gradual onset
and offset) and lack a crisp leading edge. Consequently, time-domain locali-
zation would likely be restricted to the comparison of interaural differences in
the phase of the fine structure of the signal, or to the comparison of interaural
differences in the amplitude contour, or envelope, of the waveform (Henning
1974; McFadden and Pasanen 1976). In the case of an unmodulated, slow onset
and offset pure tone, time-domain processing would necessarily be restricted to
an analysis of the interaural phase differences of the fine structure of the tone.
However, in spectrally and temporally complex signals, the envelope will be
modulated, and the envelope of these modulations will be incident at the near
and far ear at correspondingly different times-of-arrival. Human subjects are
able to localize signals by processing interaural differences in signal envelopes
(Henning 1974; McFadden and Pasanen 1976), and these envelope cues influ-
ence sound localization in other mammals as well (Brown et al. 1980). Thus,
time-domain processing of localization cues may be analyzed by processing
interaural differences of the cycle-by-cycle fine structure of the signal, or by the
processing of interaural differences in the time-of-arrival of the more global
modulations of the envelope of complex signals (Middlebrooks and Green 1990).

2.4 Azimuth Ambiguity

Interaural differences in signal phase may provide ambiguous information re-
garding the position of the source. By way of example, assume that the radius
of the head is 8.75 cm, and that the maximum time difference is 656 ms for the
fine structure of the signals in question. In this example, as a simplification,
ignore the fact the effective acoustic radius may change for signals of different
frequency. This interaural time difference (ITD) (At = 656 us) would result in
interaural phase differences of 90°, 180°, and 360° for pure tones of 380 Hz,
760 Hz, and 1520 Hz, respectively. This example illustrates two points. First,
the relationship between interaural phase difference and spatial location is fre-
quency dependent. A phase difference of 30° indicates one position for a tone
of one frequency, but a different position for a tone of another frequency. Sec-
ond, more than one location may produce the same difference in interaural phase
when the period of the waveform is equal to or less than twice the maximum
interaural difference in time-of-arrival. In this simplified example for human
listeners, such location ambiguities will occur for frequencies with periods less
than or equal to 1312 us. Here, a 760-Hz stimulus will produce an 180° dif-
ference in interaural phase when the stimulus is presented either at azimuth
7/2 radians or 37/2 radians (90° to the right or left). Hence, interaural phase
information alone will not discriminate between these two locations. Similarly,
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for all frequencies greater than 760 Hz, the interaural difference in signal phase
produced for a source at any given azimuth will be perfectly matched by at least
one other azimuth. The possibility of ambiguity in azimuth for interaural phase
differences of mid-range and high-frequency signals suggests that phase infor-
mation should be utilized in sound localization only for low-frequency signals.
Furthermore, the smaller the head size, the higher the frequency limit for un-
ambiguous localization via interaural phase. A small rodent with a maximum
At of only 100 us will not experience ambiguous azimuths for phase differences
of signals below 5000 Hz in frequency.

The perception of interaural differences in the phase of the fine structure is
restricted to relatively low-frequency signals. Both physiological and behavioral
observations indicate that the mammalian auditory system is unable to resolve
interaural differences in signal phase for frequencies above some critical value.
The critical value may differ for various species, and it is usually observed in
the region of 1 kHz to 5 kHz (Klumpp and Eady 1956; Kiang et al. 1965; Rose
et al. 1967; Anderson 1973; Brown et al. 1978a; Johnson 1980).

The evolutionary significance of interaural temporal processing for directional
hearing is seen in physiological specializations dedicated to this function. Au-
ditory specializations for measuring ITDs are first observed in the brainstem,
where powerful endbulb synapses securely couple auditory nerve inputs to coch-
lear nucleus bushy cells. These calyceal endings faithfully transmit the timing
of auditory inputs to binaural neurons in the medial and lateral superior olive.
The ITD sensitivity of neurons in the olive and inferior colliculus have been
measured with binaural beat stimuli that establish a dynamic time delay for tones
or amplitude modulated noise in the two ears (Yin and Kuwada 1983; Batra et
al. 1997; Ramachandran and May 2002). ITD-sensitive neurons appear to en-
code a specific time delay by their maximum (medial superior olive—MSO) or
minimum discharge rates (lateral superior olive—LSO). A cross-species com-
parison of the distribution of best neural delays suggests an overrepresentation
of ITD cues that fall within the biological constraints imposed by the effective
radius of the head.

Although the geometrical model presented in Figure 5.1 may describe inter-
aural differences in time-of-arrival rather accurately, the same is not true for
interaural differences in signal level, or ear differences in HRTFs. In the case
of ILDs, subtle variations in the shape of the skull and pinnae have a pronounced
impact on the magnitude of the observed differences in interaural level. Using
a Shilling artificial human head, Harris (1972) conducted measurements of ILDs
with either no pinna, or large pinna or small pinna chosen to sample human
pinna variations. These studies were conducted with a microphone diaphragm
placed in the position of the tympanic membrane, and differences in the sound
pressure level incident at each eardrum were measured as a function of the
azimuth of the sound source, the frequency of the signal, and the size of the
pinnae (large pinna, small pinna or no pinna). Harris’s measurements, presented
in Figure 5.2, show that at low frequencies (e.g., 500 Hz) ILDs were very small,
while at high frequencies (e.g., 8 kHz) they were prominent. The results also
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FIGURE 5.2. Sound shadows (ILDs) at representative frequencies produced by rotating a
speaker around an artificial head fitted with large, small, or no pinnae. Points further
from the center of the circle indicate that the signal level was more intense at the ear on
that side of midline. (From Harris 1972. Reprinted with permission.)

indicate that this is an area in which mathematical models do not substitute for
empirical measurements. For example, it is surprising that at some azimuth and
frequency combinations, ILDs were greater for the no-pinnae condition than they
were for either the large- or small-pinnae conditions.

Harrison and Downey (1970) used probe microphones placed by the tympanic
membrane to measure ILDs in humans, rats, bats and squirrel monkeys. Their
data showed that interaural level differences tended to increase with frequency,
and they encountered very large ILDs with nonhuman subjects. Figure 5.3 dis-
plays ILDs for an individual squirrel monkey (Saimiri sciureus). In general, as
signal frequency was increased, ILDs also increased, and at certain azimuth and
frequency combinations ILDs could exceed 20 dB. However, because the mag-
nitude of ILDs was influenced by small variations in the morphology of the
head and pinnae, ILDs did not vary monotonically with changes in azimuth. It
is possible that with tonal, or narrow-bandwidth signals two or more azimuths
may give rise to the same overall ILDs, and sound position may then be am-
biguous. Broad-bandwidth, high-frequency signals may be accurately localized
via the ILD mechanism, however. Brown et al. (1978a) have argued that at each
azimuth, the left and right ears will have a spectral transfer function, and the
difference between the near- and far-ear functions will give rise to a binaural
difference spectrum (Fig. 5.4). The properties of the binaural difference spec-
trum may be unique to each location, and if the stimulus were broadband, then
accurate sound localization would be realized. It is possible that the binaural
difference spectrum can also be used to derive sound source elevation as well
(Rice et al. 1992), and this will be described in Section 5.
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FIGURE 5.3. Interaural level differences measured in squirrel monkeys (Saimiri sciurens)
as a function of the position of speaker azimuth (0° to 180° on either side of zero azimuth)
at three tone frequencies. (From Harrison and Downey 1970. Reprinted with
permission.)

In summary, the localization of sound azimuth may be dependent on the
perception of interaural differences in time-of-arrival, signal level, and spectral
differences. At signal frequencies above the limit for which interaural phase
differences become ambiguous, ILDs or spectral differences may become a vi-
able cue. Thus, sound localization may be governed by a multicomponent per-
ceptual system. It is possible that some mammals may be more dependent on
one mechanism, while other mammals are more dependent on the other. Species
differences in the relative development of several brainstem nuclei are consistent
with this possibility. Furthermore, it is likely that head size differences and
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FIGURE 5.4. Hypothetical interaural sound pressure level differences as a function of the
azimuth of the source and signal frequency. Negative level differences in the difference
spectrum are generated when the signal level incident at the far ear exceeds that recorded
at the near ear. (From Brown et al. 1978a. Reprinted with permission.)

pinna size morphology may amplify the significance of one mechanism relative
to that for the other.

2.5 The Vertical Coordinate of Sound Location

The perception of source height, or elevation, may be particularly significant for
the arboreal primates, marine mammals, and other nonterrestrial organisms. At
mid-canopy levels in the rain forest and in marine habitats, biologically signif-
icant sounds may arise from positions above and below the listener, as well as
from the right and left. If listeners were unable to move their pinnae, and if
the right and left ears were acoustically symmetrical, then vertical localization
would not involve binaural processing, unless, of course, listeners strategically
cocked their heads (Menzel 1980). The relative level of different frequency
components of a complex sound change as the location of the source is moved
in elevation, and these variations in level are the property of the listener’s
HRTFs. Although the general properties of these transfer functions are similar
for both ears, they are not bilaterally identical, and left- and right-ear asym-
metries in the elevation-dependent sound transformation functions are important
for vertical sound localization in cats (Musicant et al. 1990; Rice et al. 1992),
humans (Shaw 1974a,b; Middlebrooks et al. 1989; Middlebrooks 1992, 1999),
and barn owls Tyto alba (Payne 1962; Norberg 1977; Knudsen et al. 1979).

In human listeners (and probably in most terrestrial mammals), the perception
of vertical position is largely dependent on the fact that the transformation func-
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tion of the external ear is elevation dependent. Using high-frequency, broad-
bandwidth signals, the apparent spectral content of the sound changes with
elevation of the stimulus (Butler 1969; Gardner 1973; Hebrank and Wright 1974;
Kuhn 1979). Because the asymmetries and convolutions of the pinna and ex-
ternal ear canal must be relatively large compared to the wavelength of the signal
for the expression of elevation dependent differences in the external ear trans-
formation function, this cue would require relatively high-frequency, broad-
bandwidth signals, and high-frequency hearing (Shaw 1974a,b; Kuhn 1979;
Wightman and Kistler 1989a,b). However, lower-frequency signals may reflect
off the ground and the organism’s torso in an elevation-dependent manner (Kuhn
1979, Brown et al. 1982), and it is possible that some degree of vertical local-
ization is possible with low-frequency signals. Nearly all mammals have ex-
cellent high-frequency hearing, and this general trait in many cases may be at
least as critical for vertical localization as it is for horizontal localization.

While humans have short, essentially fixed pinna, most terrestrial mammals
have extended, mobile pinna; and asymmetries in pinna shape or orientation
(Searle et al. 1975) may enhance vertical localization just as ear canal asym-
metries enhance the perception of acoustic elevation in the barn owl, Tyfo alba
(Payne 1962; Norberg 1977; Knudsen et al. 1979). Although marine mammals
have either no pinna or small pinnae, accurate vertical localization may still be
possible (Renaud and Popper 1975). Much work remains to be conducted re-
garding marine mammal localization; it is unknown how sound is propagated
around the head, torso, and ear canal of various marine mammals, and it is
unknown if left-right asymmetries exist in the transformation functions for
sounds presented at different elevations.

2.6 The Distance Coordinate of Sound Location

The perception of acoustic proximity (distance or depth) is very poorly under-
stood, yet its analog has been well studied in the visual system. In visual per-
ception, both binocular and monocular cues may provide information regarding
the relative proximity of visual targets. The chief binocular cue is binocular
disparity; a near object is seen from two slightly different angles by the two
eyes. When the observer views a near object, more distant objects in the back-
ground will necessarily fall on different areas of the left and right retinas. A
second binocular cue is convergence, the inward turn of the eyes required to
maintain stereoscopic vision. This cue becomes more pronounced as the visual
target is positioned progressively closer to the subject (Kaufman 1979). Because
there is very little change in either of these binocular cues for two targets po-
sitioned at 10 m or 20 m, for example, it is likely that relative distance judgments
for distal targets are more dependent on monocular cues than on binocular ones.

The monocular cues for distance perception (for a review see Kaufman 1979)
include size constancy (retinal image size varies with changes in object dis-
tance); interposition (near objects are in front of, or partially obscure, more
distant objects); linear perspective (parallel lines appear to converge at the ho-
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rizon); textural perspective (the density of items per unit of retinal area increases
with distance); aerial perspective (distant objects appear to lose their color sat-
uration and appear to be tinged with blue); relative brightness (objects at greater
distances from a light source have less luminance than do objects positioned
closer to the source); and relative motion parallax (the apparent location of
distant objects is shifted less by a change in the position of the viewer than are
the perceived locations of closer objects).

In light of the richness of our appreciation of the cues underlying visual depth
and distance perception, it is surprising that so little is known about either the
putative perceptual cues underlying the perception of acoustic distance, or the
abilities of various species to perceive differences in the proximity of acoustic
events. Nevertheless, there is good reason to believe that the perception of
acoustic proximity has undergone intense selection for many species. Payne
(1962) showed that, in a totally darkened room, barn owls (Tyto alba) were able
to accurately fly from an elevated perch to broadcasts of recordings of the rus-
tling noise produced by the movements of a mouse. Because the barn owl flies
headfirst, yet captures prey feet-first, it must be able to accurately estimate the
acoustic azimuth, elevation and distance to be able to position its body for the
strike. If the owl were unable to perceive acoustic proximity, it would risk
breaking its descent either too soon or too late. Playback experiments have
shown that great tits, Parus major (McGregor and Krebs 1984; McGregor et al.
1983), howler monkeys Aloutta palliata (Whitehead 1987), and gray-cheeked
mangabeys Lophocebus albigena (Waser 1977) use acoustic cues to gauge dis-
tance and judge the possibility of incursions into one’s territory by a rival in-
dividual or group. Distance perception is also important for prey capture and
object avoidance in bats (Denzinger and Schnitzler 1998; Masters and Raver
2000). It is likely that the perception of acoustic distance is important for many
species.

Although binocular vision is important for distance and depth perception,
there is little available evidence to suggest that binaural hearing is either im-
portant, or unimportant, for the perception of acoustic proximity. It is likely
that many of the monocular and binocular cues for distance perception have a
rough analog in the acoustic domain.

2.6.1 Monaural Cues for Auditory Distance Perception
The prime candidates for monaural distance perception include:

1. Amplitude, sound level or auditory image constancy (the amplitude of the
signal varies with distance usually in accordance with the inverse-square law
(Gamble 1909; Coleman 1963). Hence, the raucous calls of the hornbill,
Bycanistes subcylindricus, grow softer as the bird flies to a more distant part
of the forest.

2. Frequency spectrum at near distances (von Békésy 1938). At distances less
than 4 feet, the low-frequency components of complex signals are relatively
more prominent than are mid-frequency and high-frequency components, and
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as the source of the signal is moved progressively closer to the listener low-
frequency components become even more prominent.

3. Frequency spectrum at far distances (Hornbostel 1923; Coleman 1963). The
molecular absorption coefficient for sound in air depends on humidity, tem-
perature, and frequency. At a temperature of 20°C, and a relative humidity
of 50%, the absorption coefficient of a 10-kHz tone is about 20-fold greater
than that for a 1-kHz tone (Nyborg and Mintzer 1955). Hence, high fre-
quencies are attenuated more rapidly than are low frequencies, and at suc-
cessively greater transmission distances, the frequency spectrum of complex
signals shows a progressive loss of the high-frequency components (Waser
and Brown 1986). This cue resembles aerial perspective in the visual do-
main. That is, just as more distant views are characterized by the loss of
longer wavelength hues, more distant sounds are characterized by the loss of
high-frequency components.

4. Reverberation. The temporal patterning of signals becomes “smeared” as the
delayed reflected waves overlay the direct wave (Mershon and Bowers 1979).
Hence, the ratio of direct to reflected waves can provide distance information.
This phenomenon is more likely to provide usable information in forested
habitats than it is in open habitats.

5. Temporal distortion. Changes in wind velocity, wind direction, or convection
current flow result in changes in the duration and pitch of signals transmitted
through a nonstationary medium. Signals broadcast from greater distances
are probably more susceptible to disturbance by this phenomenon, but this
has not been studied in detail (Brown and Gomez 1992).

6. Movement parallax. The relative location of distant sources is shifted less
by a change in location of a listener than are the perceived locations of closer
sources. This cue is a direct analog to relative motion parallax in the visual
domain. It is probable that this cue requires rather large displacements in
space for it to play a role in distance judgments for head cocking and other
rotational movements of the head and neck may be insufficient to aid distance
judgments in some situations (Simpson and Stanton 1973).

2.6.2 Binaural Cues for Auditory Distance Perception

Binaural cues for the perception of acoustic distance include:

1. Binaural intensity ratio. When the source of a signal is at a position other
than 0° azimuth the signal may be greater in amplitude at the near ear relative
to the amplitude of the signal at the far ear. This difference in sound am-
plitude, the binaural intensity ratio, varies as a function of head size, azimuth,
signal frequency, and transmission distance (Hartley and Fry 1921; Firestone
1930).

2. Binaural differences in signal phase. In addition to the binaural intensity
ratio, empirical measurements have shown that binaural differences in signal
phase vary as a function of transmission distance as well as head size, azi-
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muth, and signal frequency (Hartley and Fry 1921). Thus, it is possible that
binaural differences in signal phase may help cue transmission distance.

3. Acoustic field width. At the front row of the auditorium the orchestra may
occupy a whole hemifield, while at the rear of an auditorium, the orchestra
occupies a more restricted portion of the acoustic field. Hence, the perceived
distance to an acoustic source that is not a point source varies inversely with
the perceived width of the acoustic field. Although this putative cue is likely
binaural in origin, it resembles the monocular cue of textural perspective in
the visual domain.

4. Scattered sound direction and field width. In forested habitats, sound be-
comes scattered by tree trunks. The greater the transmission distance, the
greater the magnitude of the field width of the scattered sound, and the per-
ceived width of the field of this scatter may influence distance judgments.

There are very little data to indicate the relative potency of the various putative
monaural and binaural cues for judgments of distance, and much research re-
mains to be done in this area. The utility of these cues for the perception of
acoustic proximity depends on how reliably they change with distance. The
initial cue listed above, auditory image constancy, is simply a change in signal
amplitude, while all the other cues enumerated here are associated with a change
in sound quality, sound distortion, or a change in sound characteristics at each
ear. The only cue, which has received full examination, is auditory image con-
stancy (e.g., amplitude constancy); however, studies of sound transmission in
natural habitats have shown that amplitude may fluctuate 20 dB or more in short
intervals of time (Wiley and Richards 1978; Waser and Brown 1986). Fluctu-
ations of this magnitude may lead to errors in judgment of three or four dou-
blings of acoustic distance (a sound presented at 25 m under unfavorable
conditions may be received at a lower amplitude than the same sound broadcast
at 100 m presented under more favorable conditions). Hence, sound amplitude
per se is generally regarded as a poor index of transmission distance.

In all habitats, the natural environment degrades sounds, and these more com-
plicated habitat-induced changes in sound quality may more reliably cue acoustic
proximity. Brown and Waser (1988) have shown that exemplars of representa-
tive vocal classes are degraded differently by the acoustics of natural habitats.
Changes in sound quality have been measured with respect to the frequency
composition of the call and with respect to the temporal patterning of the signal
(Brown and Waser 1988, Brown and Gomez 1992).

Figure 5.5 shows sound spectrograms of the blue monkey (Cercopithecus
mitis) grunt utterance at the source (panel A), and three recordings of the same
call after having been broadcast 100 m in savanna (panels B-D). While the
signal displayed in panel B retains the overall structure of the source (panel A),
the signal shown in panel C is missing the low-frequency portion of the call
(the band of energy at about 500 Hz), and the signal displayed in panel D is
missing the two higher-frequency components of the call (the bands of energy
at about 1500 Hz, and 3000 Hz). These recordings were conducted in succes-
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FIGURE 5.5. Sound spectrograms of a grunt call given by a blue monkey (Cercopithecus
mitis). (A) The call at the source. The signal is composed of three energy bands centered
at approximately 500 Hz, 1500 Hz, and 2500 Hz. (B-D) Spectrograms of the call re-
corded at a transmission distance of 100 m in the savanna habitat. (B) The recording
was noisy but all elements of the call were present. (C) The 500-Hz-frequency band
was absent. (D) The 1500-Hz and 2500-Hz-frequency bands were strongly attenuated.
(From Brown and Gomez 1992. Reprinted with permission.)

sion under rather stable climatic conditions within a 2-hour interval at the same
site (for a review of the factors in natural habitats that lead to different patterns
of distortion see Brown and Gomez 1992). These recordings dramatize the fact
that the structure of signals may be altered by the acoustics of the habitat.
Environmentally induced degradation of acoustic signals occurs in probably all
natural settings, and some types of distortion may be useful for estimating the
distance to the source.

It is possible to adopt signal-processing techniques to quantitatively measure
the magnitude of habitat-induced distortion of vocalizations (Brown and Waser
1988; Brown and Gomez 1992). The data show that some vocalizations (e.g.,
the blue monkey’s boom) are relatively unchanged by the acoustics of the hab-
itat, while other calls (e.g., the blue monkey’s chirp or pyow) are more suscep-
tible to degradation. The overall pattern of these degradation scores indicates
that different utterances are degraded in different ways by environmental acous-
tics. Just as some vocalizations are ventriloquial while others are easily local-
ized in azimuth (Brown 1982a), the present observations suggests that some
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vocalizations may be good for revealing acoustic proximity, while other utter-
ances may obscure the relative proximity of the vocalizer. Presumably, the pres-
ence or absence of “distance information” in various calls is relevant to the
social function of different vocalizations. Many forest monkeys emit calls that
appear to mark the position of the vocalizer. These calls may be involved in
regulating the spacing, distribution, and movements of individuals out of visual
contact.

Recent work has shown that soundscapes, the background sounds in natural
habitats, contain highly nonrandom structures (Nelken et al. 1999), and selection
may have favored the evolution of sound processing strategies that exploit the
coherence in soundscapes to render signals more separable from the background,
and hence more audible, and potentially more locatable. Thus, relative to their
audibility in white noise, signals are more audible in masking noises, which
exhibit comodulation (Hall et al. 1984; Moore 1999) common to the spectro-
temporal fluctuations of natural soundscapes. It is possible that variations in
signal structures that influence sound localization in both azimuth and distance
are related to release from masking phenomena (Hall et al. 1984; Moore 1999),
and the factors that influence signal detection in natural environments may be
related to directional hearing. This is a promising area for future research.

3. Sound Localization Methodology

Many animals will orient toward, and approach, the origin of some sounds. The
accuracy of approach has been used to study sound localization in the gray-
cheeked mangabey monkey (Lophocebus albigena) (Waser 1977), tree frogs
(Hyla cinera and (H. gratiosa) (Feng et al. 1976), cats (Casseday and Neff
1973), and many other species. In some instances, food or some other reward
has been used to maintain this behavior. In such approach procedures, the ac-
curacy of localization is dependent on the ability of the auditory system to
process a change in sensation associated with a change in the position of the
source, and in the ability of the motor systems of the animal to accurately guide
the subject towards the perceived location of the acoustic target. Species dif-
ferences in the acuity of localization, measured by the approach procedure, may
be due to differences in the precision of the perceptual system, or alternatively
these apparent acuity differences may be due to variations in the accuracy of
motor systems.

Orientation paradigms have also been developed to measure the acuity of
localization. With these methods a head turn or body turn is used to indicate
the perception of sound direction (Knudsen and Konishi 1978; Knudsen et al.
1979; Whittington et al. 1981; Brown 1982a; Perrot et al. 1987; Makous and
Middlebrooks 1990; Huang and May 1996a,b; May and Huang 1996). Figure
5.6 illustrates this procedure using results from a food-reinforced orientation
task. The acoustic stimuli were brief bursts of broadband noise that were pre-
sented from one of eight randomly selected locations in an anechoic room.
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FIGURE 5.6. Sound orientation accuracy of a representative cat. The subject was required
to direct its head to the source of a broad bandwidth noise burst. The sound source
changed randomly across eight possible speaker locations (plus symbols). (A) The path
of head movements from a fixation point (0° azimuth, 0° elevation) to a final stable
position for tests with three different target locations. (B) The final head orientation for
all tests in one session. Lines connect each response to the actual speaker location.
(Adapted from Huang and May, 1996a.)

Figure 5.6A tracks the cat’s head movements on three successive trials from a
standardized fixation point (0° azimuth, 0° elevation) to the location of the speak-
ers (plus symbols). In each case, the subject rapidly acquires the target location
then holds the response for several seconds as it waits for a visual cue that
signals the end of the trial. Figure 5.6B shows the cat’s final stable head ori-
entation for all trials in the testing session (open symbols).

The results shown in Figure 5.6 indicate that spectrally rich sounds evoke
orientation responses that are accurate in the vertical as well as the horizontal
plane (May and Huang 1996). Both orientation and approach procedures are
categorized as egocentric methods (Brown and May 1990). Here localization
is made not with reference to an external acoustic marker, but rather with ref-
erence to the subject’s physical orientation in space. With egocentric proce-
dures, differences in sound localization acuity may be due to limitations in the
accuracy of the perceptual system, or to limitations of the motor system.

Behavioral tasks in which listeners have been trained to operate response
levers to indicate the detection of a change in sound location have been used
with both human (Mills 1958) and animal subjects (Brown et al. 1978a). These
ear-centered, or otocentric, procedures are designed to assess the acuity of the
perceptual system, and they do not require the participation of the spatial/motor
system (Brown and May 1990). Hence, with these procedures listeners report
the detection of a change in sound location, but they do not indicate where the
sound originated relative to their own orientation.
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Given the procedural variations possible between these different methodolo-
gies it is important to note that independent measurements of sound localization
acuity in normal animals appear to be remarkably consistent and robust. There
is a high degree of agreement in the results using both egocentric and otocentric
methods within (Heffner and Heffner 1988d), and between laboratories (Brown
and May 1990). Using the approach procedure under field conditions in the
natural habitat, Waser (1977) showed that one of the Cercopithecoidea monkeys,
the gray-cheeked mangabey (Lophocebus albigena), was able to localize the
whoopgobble, a complex long-distance vocalization (Brown 1989), with an av-
erage error of only 6° (Fig. 5.7). Under laboratory conditions, using otocentric
methods with two other species of the Cercopithecoidea monkeys (Macaca ne-
mestrina and M. mulatta), the localization of complex vocal signals ranged from
3° to 15° depending on the specific acoustical characteristics of the utterance
(Brown et al. 1978b, 1979). The mean localization error of macaque monkey
broad bandwidth or frequency-modulated calls, those that are most comparable
to the mangabey’s gobble, is about 3°. It is remarkable that a field phonotaxis
study conducted in the monkey’s native habitat in Uganda and a laboratory
investigation yield results that are so similar.

When comparable stimuli are used, the congruence in the data produced by
different laboratories employing different methods is even more striking. Figure
5.8 shows ITD thresholds measured using earphones (Houben and Gourevitch
1979), and those calculated from free-field measurements of the acuity of lo-
calization (Brown et al. 1978a) as a function of tone frequency. Data for human
subjects (Klumpp and Eady 1956) are compared with macaque monkey data.
These data show that the physical characteristics of the signal have a strong
impact on the accuracy of sound localization. This is true for both simple syn-
thetic signals, such as tones, and complex natural signals, such as vocalizations.

FIGURE 5.7. Sound initiated approach in gray-cheeked man-

gabeys (Lophocebus albigena) evoked by the playback of a

whoopgobble vocalization. The playback was conduced in the

Kibale forest in Uganda with native populations of mangabeys.

P1 is the location of the broadcast loud speaker. At the time

of broadcast the focal subject was located at the apex of angle P1

0. Mangabeys are arboreal, and only rarely descend to the

ground. The track that the monkey takes is then partially gov-

erned by the location of the branches of adjacent trees in the

forest. Owing to the thickness of rain forest vegetation field

assistants cannot follow the path of the monkey directly, but

are able to observe the movement of the monkey to identified

trees in the forest (denoted by periods in the figure). The angle o
0 is the discrepancy between the mean direction of approach
and the playback site. (From Waser 1977. Reprinted with
permission.) 100 m
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FIGURE 5.8. ITD thresholds. Thresholds, measured in microseconds, are displayed as a
function of signal frequency. Macaque monkeys (Macaca mulatta and M. nemestrina)
thresholds (black squares) are transposed from free-field localization measurements
(Brown et al. 1978a); interaural time difference thresholds measured with earphones from
monkeys (open triangles: Houben and Gourevitch 1979); and humans (open circles:
Klumpp and Eady 1956). (From Brown et al. 1978a. Reprinted with permission.)

Furthermore, the data show that measurements of a species’ acuity for sound
localization are robust, and relatively independent of method. These observa-
tions indicate that it is possible to measure with high precision the acuity of
sound localization that is representative of the abilities of the species, but that
the data derived are dependent on the physical characteristics of the test signal.

4. The Acuity of Sound Localization

4.1 The Perception of Acoustic Azimuth

The just detectable change in the position of the sound source, the minimum
audible angle (MAA), has generally been regarded as the most precise index of



Percent Correct Detection

5. Comparative Mammalian Sound Localization 145

the acuity of localization. Figure 5.8 presents individual psychometric sound
localization functions for three macaque monkeys. The test signal was a ma-
caque coo vocalization. The psychometric functions were derived from mon-
keys who had been trained to hold a contact-sensitive key when sounds were
pulsed repetitively from a source at 0° azimuth, directly in front of the monkey,
and release contact with the key when the sound was pulsed from a source at
any other azimuth. The monkey’s rate of guessing (its catch-trial rate) was very
low, less than 8% (this rate is displayed over the 0° point in Fig. 5.9). The
monkey’s ability to detect a change in the azimuth of the sound source increased
with the magnitude of change in source location reaching about 100% correct
by 30°. These psychometric functions conform to the class ogive shape (Cain
and Marks 1971), and the 50% correct detection point (the MAA) is measured
in degrees and calculated from the psychometric functions.

Investigators have tended to measure the acuity of directional hearing with
biologically significant stimuli, such as vocalizations (Feng et al. 1976; Waser
1977; Brown et al. 1978a, 1979; Rheinlaender et al. 1979), or more commonly
with synthetic signals that are either simple, such as pure tones (Casseday and
Neff 1973; Terhune 1974; Brown et al. 1978a; Heffner and Heffner 1982), or
spectrally more complex, such as clicks or noise bursts (Ravizza and Masterton
1972; Brown et al. 1980; Heffner and Heffner 1982, 1983, 1987, 1988a,b).
Biologically significant signals have tended to be used with phonotaxic proce-
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FIGURE 5.9. Psychometric functions for the localization of a macaque coo call. Functions
are shown for three individual monkeys (Sidney, Miko, and Oscar). The monkey’s rate
of guessing (catch-trial rate) is displayed over the zero-degree point, and the monkey’s
percentage of correct detection for the trials presented at the four comparison locations
increased with angle. The calculation of the MAA is shown by the dashed line. (From
Brown et al. 1979. Reprinted with permission.)
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dures or in studies in which the relative locatability of various natural signals
was the topic of interest, while synthetic signals have tended to be used in studies
that have focused on assessing the limits of the perceptual system.

4.2 Biologically Significant Signals

The different physical characteristics of various classes of complex natural stim-
uli, such as vocalizations, may influence the acuity of localization. In macaque
monkeys, the effective bandwidth (or magnitude of frequency modulation) of
the dominant frequency band of the call has a strong effect on sound localization
(Fig. 5.10). Increments in the effective bandwidth of the signal enhance the
accuracy of localization. MAAs for macaque coo calls span approximately a
fivefold range, from about 3° to 15°. Macaque monkeys also produce a wide
variety of noisy barks, grunts, and growls, and these harsh sounding, atonal,
broad-bandwidth calls are all accurately localized as well (Brown et al. 1979).
Complex natural signals that exhibit a broad effective bandwidth (produced ei-
ther by frequency modulating a relatively tonal sound, or by generating an ato-
nal, broad-bandwidth sound) are probably localized at the limits of resolution
of the organism’s perceptual system (Brown 1982b; May et al. 1986). The mate
attracting calls, rallying calls, and position marking calls given by a wide variety
of mammals typically exhibit a broad effective bandwidth, that likely promotes
sound localization at the listener’s limit of resolution.

4.3 Pure Tones

Comparative data for the localization of pure tones as a function of frequency
are shown in Figure 5.11. While the human data suggest that stimulus frequency
has a relatively modest effect on the localization of tones (Mills 1958), it tends
to have a pronounced effect on the accuracy of localization by nonhuman mam-
mals. At the best frequency, macaque monkeys (Macaca mulatta and M. ne-
mestrina) (Brown et al. 1978a), harbor seals (Phoca vitulina) (Terhune 1974),
and elephants (Elephas maximus) (Heffner and Heffner 1982) exhibit a resolu-
tion of about 4°, while human listeners are able to resolve about 1° (Mills 1958).
At their worst frequency, human subjects are still able to resolve angles of about
3°, while most of the other mammals tested may require angles of 20° or more.
Thus, human subjects tend to be more accurate at localizing the source of sounds
across the frequency spectrum than are most other mammals. Testing with pure
tones has almost exclusively been conducted with signals that are gated on and
off slowly, and that are not modulated in amplitude so that the envelopes of the
waveforms do not provide information that may influence localization. Under
these conditions, human listeners localize low-frequency tones with a mechanism
sensitive to interaural time differences, while the localization of high-frequency
tones is governed by a mechanism sensitive to ILDs (Mills 1960). The same
frequency effects have been shown to hold for monkeys (M. mulatta and M.
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FIGURE 5.10. Macaque monkey (Macaca mulatta and M. nemestrina) localization thresh-
olds for six coo vocalizations displayed as a function of the effective bandwidth (fre-
quency modulated bandwidth) of the dominant band of the call. The correlation between
threshold and call bandwidth was —0.59. (From Brown et al. 1978b. Reprinted with
permission.)
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nemestrina) (Brown et al. 1978a; Houben and Gourevitch 1979), and are pre-
sumed to apply for most other mammals as well.

The literature on the comparative localization of tones suggests that both
mechanism for localization by human subjects are equally accurate, while in
most other mammals one mechanism may be less accurate, and perhaps less
significant, than the other. In this context, an extensive physiological and ana-
tomical literature (Heffner and Masterton 1990) has shown that high-frequency
localization primarily involves brainstem structures in the medial nucleus of the
trapezoid body (MNTB) and LSO, while low-frequency localization primarily
involves structures in the MSO. The relative development of these nuclei varies
across mammals; in some species the MNTB-LSO system is undeveloped or
nearly absent, while in other species the MSO system is undeveloped or nearly
absent. In general, as the physical size of the mammal increases, the greater
the development of the MSO system, and a concomitant reduction in the
MNTB-LSO system is observed (Heffner and Masterton 1990). Thus, varia-
tions in the development of auditory structures in the ascending pathway may
underlie species differences in their ability to fully utilize interaural time-of-
arrival difference cues, or ILD cues. These variations may account for the
observed species differences in the pure tone localization data (Fig. 5.11). How-
ever, while human subjects localize high-frequency tones well, their MNTB—
LSO system is only marginally developed. Hence, although it appears that much
is understood regarding the anatomical and physiological mechanisms sub serv-
ing sound localization, significant puzzles still remain.

4.4 Complex Stimuli

Comparative data for the localization of complex stimuli (e.g., vocalizations,
clicks or noise bursts) are displayed in Figure 5.12. Here the MAA is plotted
in reference to head size. As noted in Section 2.2, all other things being equal,
both ITDs and ILDs should increase with head size. Thus, large mammals
should exhibit greater sound localization acuity simply because the physical
magnitude of these interaural cues increase with head size. This trend is gen-
erally observed (Fig. 5.12). However, the correlation between threshold and
head size is only —0.32. Hence, some mammals are either significantly less
sensitive, or more sensitive, to sound direction than would be expected by the
size of their heads. Species located below the diagonal regression line shown
in Figure 5.12 have better localization acuity than would be expected by their
head size, while those positioned above the regression line have less acute di-
rectional hearing than would be expected. Thus, regardless of the magnitude of
the physical cues available for localization, some species are particularly good
localizers, while others are not.

How can these differences in the relative acuity for directional hearing be
explained? Four species [gopher (Go), blind mole rat (Bm), pallid bat (Pb),
dolphin (Do)] are particularly discrepant from the others tested. The gopher
and blind mole rat are fosserial species, spending most of their time under-
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FIGURE 5.12. Sound localization threshold as a function of head size in 18 representative
mammals. Acuity is displayed for a broad bandwidth sound, noise, or a click stimulus
in the horizontal plane. Gm, grasshopper mouse (Onychomys leucogaster) (Heffner and
Heffner 1988a); W, least weasel (Mustela nivalis) (Heffner and Heffner 1987); G, gerbil
(Meriones unguiculatus) (Heffner and Heffner 1988c); Kr, kangaroo rat (Dipodomys mer-
riami) (Heffner and Masterton 1980); Rw, wild Norway rat (Rattus norvegicus) (Heffner
and Heffner 1985); Rd, domestic Norway rat and Wistar albino rat (R. norvegicus) (Kelly
1980); Wr, wood rat (Neotoma floridiana) (Heffner and Heffner, 1988a); Hh, hedgehog
(Paraechinus hypomelas) (Chambers 1971); C, cat (Felis catus) (Heffner and Heffner
1988d); Op, opossum (Didelphis virginiana) (Ravizza and Masterton 1972); S, harbor
seal (Phoca vitulina) (Terhune 1974); MKk, rhesus and pig-tailed macaque monkeys (Ma-
caca mulatta) and (M. nemestrina) (Brown et al. 1980); D, dog (Canis canis) (H.E.
Heffner, unpublished); H, horse (Equus caballus) (Heffner and Heffner 1984); M, human
(Homo sapiens) (Heffner and Heffner 1988c); P, domestic pig (Sus scrofa) (Heffner and
Heffner 1989); Cw, cattle (Bos taurus) (Heftner and Heffner 1992); E, elephant (Elephas
maximus) (Heffner and Heffner 1982).

ground. These two species, along with the naked mole rat (Nm), have degen-
erate hearing characterized by poor sensitivity and poor high-frequency hearing
(Heffner et al. 1987), and their sound localization acuity is also impaired. Thus,
radiation into a niche in which hearing in general, and sound localization in
particular, are less important biologically may result in a comparative reduction
of these sensory capacities. The other two highly atypical species, the dolphin
(Tursiops truncatus) and pallid bat (Antrozous pallidus), are echolocators, and
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selection for some forms of echolocation may also heighten sound localization
acuity. If these four species are removed from the correlation, the association
between head size and localization acuity increases to —0.57. The correspond-
ing correlation has improved substantially, but much of the variance in the as-
sociation between these two variables has not been accounted for. It has been
argued that the relationship between vision and sound localization may be an
important factor in explaining some of this variance.

In a classic paper, Harrison and Irving (1966) argued that accurate sound
localization abilities are particularly important for redirecting the site of gaze
for species with high-acuity tunnel vision. That is, the horizontal width of the
field of high-acuity vision tends to be much narrower in animals with high-
acuity binocular visual systems (such as primates) compared to animals with
nonoverlapping hemispheric visual systems (such as rabbits). In most mammals,
ganglion cell density varies across the vertical and horizontal coordinates of the
retina, and regions of high ganglion cell density are associated with high acuity
vision. Heffner and Heffner (1988c) have defined the region of best vision as
that portion of the retina in which the ganglion cell density is at least 75% of
the maximum observed for that species. Using this approach they have shown
that mammals with comparatively narrow fields of best vision have better lo-
calization acuity compared to those with broader fields of best vision. The
relationship between sound localization and best visual field width breaks down
for burrowing fossorial mammals which have radiated into the subterranean
habitat, and which in turn exhibit a comparative blunting of both the visual and
acoustic senses. Apparently, just as acute vision is superfluous in the absence
of light, acute hearing and sound localization is of little value in the absence of
a free field. That is, subterranean tunnels may channel sound similarly to a
waveguide, and the resulting absence of a free field may change the direction
of selection for acoustic processing. In general, these observations support the
notion that for many species of mammals, one key function of directional hear-
ing systems is to acoustically guide the orientation of the visual system.

4.5 Plasticity and Sound Localization Acuity

Anecdotal reports have long suggested that some blind humans appear to de-
velop unusually keen auditory abilities. Specifically, the perception of acoustic
space in some blind individuals has appeared to significantly exceed the abilities
of subjects with normal sight. These reports raise the possibility that perceptual
compensation may result when visual processing centers have been reassigned
to acoustic processing following the onset of blindness. Thus, it is possible that
the loss of use of one sensory modality may lead to a reorganization of the
cortex to favor the processing of the remaining viable sensory modalities. Re-
cent physiological studies have obtained results consistent with the idea that
early blindness may result in cross-modal reorganization of the cortex, and this
reorganization may produce compensatory effects for sound localization (Kujala
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FIGURE 5.13. Horizontal (H) and vertical (V) minimum audible angles for a macaque
grunt vocalization, and a macaque coo vocalization for three macaque monkeys (Sidney,
Miko, and Oscar). An X indicates that the performance level of the subject never ex-
ceeded chance. (From Brown et al. 1982. Reprinted with permission.)

et al. 1992, 1995, 2000). Behavioral data consistent with this hypothesis have
been reported for both cats and ferrets. When testing was conducted at a ref-
erence azimuth of 0°, MAAs were 16° and 15° respectively, for ferrets with
normal vision compared to those deprived of binocular vision at infancy (King
and Parsons 1999). However, when testing was conducted at a reference azi-
muth of 45°, MAAs for the normal and visually deprived groups were 34° and
16° respectively (King and Parsons 1999). Thus, visual deprivation resulted in
an improvement in the acuity of spatial hearing for stimuli located at lateral
azimuths, but not at midline locations. King and Parsons (1999) also compared
minimal audible angles for subjects blinded at adulthood, and they obtained a
similar pattern of results. A complementary pattern of findings has also been
reported for cats (Rauschecker and Kniepert 1994). Visually deprived cats
showed enhanced sound localization abilities for signals broadcast from lateral
and rear positions relative to normally sighted controls. This trend was strong
for cats deprived of vision in infancy, and only approached (but did not achieve)
statistical significance in adult deprived cats. Recent studies with humans have
found that visually impaired, but not totally blind, subjects localize sounds with
less accuracy than sighted controls (Lessard et al. 1998). However, 50% of the
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subjects who were totally blind were superior to sighted controls in a monaural
localization task (Lessard et al. 1998). Further evidence suggests, that like cats
and ferrets, blindness in humans may have a more pronounced effect for the
localization of sounds presented from peripheral locations relative to localization
near the midline (Roder et al. 1999). In concert, these findings support the
concept of compensatory plasticity; however, the etiology and severity of blind-
ness, as well as its age at onset, may influence its significance for directional
hearing.

Although the literature on plasticity has implicated changes in cortical struc-
tures, it is also possible that plasticity is expressed by changes at subcortical
sites. For example, physiological studies have shown that metabotropic recep-
tors in the dorsal cochlear nucleus (DCN) are capable of modulating synaptic
transmission in a manner that resembles neural plasticity in the cerebellum (Mol-
itor and Manis 1997; Devor 2000). Furthermore, the DCN is implicated in
spectral processing (Spirou and Young 1991; Nelken and Young 1994), and the
resolution of variations in spectral content may be particularly important for the
resolution of front/back confusions and the localization of lateral azimuths, spa-
tial regions particularly susceptible to the effects of blindness.

4.5.1 The Perception of Acoustic Elevation

The literature is much more limited concerning the accuracy of perception of
acoustic elevation. In arboreal living species, or in marine mammals, the de-
termination of acoustic elevation may be as significant as the determination of
azimuth. Vertical and horizontal minimum audible angles for primate vocali-
zations are shown for macaque monkeys (M. mulatta and M. nemestrina) in
Figure 5.13. The test vocalizations were a macaque coo call, and a macaque
grunt call. The grunt, which is broader in bandwidth, was localized more ac-
curately than the coo. The median vertical localization thresholds were approx-
imately 9° and 20°, respectively. For these same signals, the acuity of vertical
localization was approximately two to three times less accurate than was local-
ization in the horizontal plane. High-frequency hearing and high-frequency
broadband stimuli are important for accurate vertical localization. If the signal
contains sufficient high-frequency information, macaque monkeys may detect
vertical displacements of only 3 to 4° (Fig. 5.14). This observation corresponds
with the expectations based on the cues for perception of elevation discussed in
Section 2.5. However, as shown in Figure 5.13, it is likely that the perception
of sound azimuth is more accurate than is the perception of elevation for most
signals.

Table 5.1 presents the acuity of vertical localization for representative mam-
mals for the best signals tested. With a vertical acuity of 23°, the chinchilla
(Chinchilla laniger) (Heffner et al. 1995) was the least acute mammal tested,
while the bottlenose dolphin (Tursiops truncatus) (Renaud and Popper 1975) at
2° was the most precise vertical localizer. However, the literature is too sparse
to permit much exploration of the role of pinna shape or size, visual field size,
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FIGURE 5.14. Vertical minimum audible angles for band-limited noise as a function of
the high-frequency cutoff of the noise band for three macaque monkeys (M-90, M-73,
and M-86). The low-frequency limit of the noise was 125 Hz. An X indicates that the
performance level of the subject did not exceed chance. (From Brown et al. 1982. Re-
printed with permission.)

or brainstem anatomical correlates with vertical acuity. Hopefully, investigators
in the future will direct further attention to the problem of the perception of
elevation.

5. Spectral Cues for Sound Localization

Behavioral assessments of the perception of sound source elevation by human
listeners have contributed greatly to our current understanding of the role of
spectral information in directional hearing. Although the basic principles of
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TABLE 5.1. Vertical localization acuity in representative mammals.

Group Species Acuity Source
Rodentia Chinchilla 23° Heftner et al. (1995)
Marsupialia Opossum 13° Ravizza and Masterton (1972)
Carnivora Cat 4° Martin and Webster (1987)
Primate Rhesus/pig-tailed monkey 3° Brown et al. (1982)
Human 3° Wettschurek (1973)
Cetactea Dolphin 2° Renaud and Popper (1975)

The data summarized in this table are rounded to the nearest integer, and are for the best
signal tested. In some instances the test signal was a pure tone; in most cases, however,
the best test signal was a band of noise, a click, or a species-specific vocalization.

these processes have been known for decades (Hebrank and Wright 1974; Butler
and Belendiuk 1977; Watkins 1978), the maturation of digital signal processing
techniques has resulted in significant recent advancements for psychoacoustic
and physiological research in this area of the hearing sciences. Now, the salient
directional features of human HRTFs are known in sufficient detail to allow the
simulation of realistic auditory environments with earphones and other closed-
field acoustic systems (Wightman and Kistler 1989b; Carlile and Pralong 1994;
Pralong 1996; Kulkarni and Colburn 1998). In the future, these so-called virtual
sound fields are likely to become a routine dimension of audio devices ranging
from home entertainment centers to assistive aids for the hearing impaired.

In the laboratory, HRTF-based sounds provide an important functional context
for exploring how spatial information is derived from the spectrotemporal prop-
erties of complex acoustic stimuli at processing levels ranging from the auditory
nerve to cortex (Young et al. 1992; Imig et al. 1997; May and Huang 1997;
Delgutte et al. 1999; Xu et al. 1999), just as ITD and ILD testing procedures
have led to a better understanding of the binaural auditory system (Moore 1991).
Much of our current knowledge regarding the auditory processing of spectral
cues for sound localization has been gained from electrophysiological studies of
the domestic cat.

Functional interpretations of the neural response patterns linked to directional
hearing have been made possible by a long history of psychoacoustical studies
in cats. The natural sound localization abilities of the cat have been described
over a variety of stimulus conditions (Casseday and Neff 1973; Martin and
Webster 1987; Heffner and Heffner 1988d; Populin and Yin 1998a), and the
information processing roles of the major ascending auditory pathways have
been confirmed by evaluating the behavioral deficits that follow surgical lesion-
ing procedures (Moore et al. 1974; Casseday and Neff 1975; Neff and Casseday
1977; May 2000). This work suggests that the biological necessity for accurate
sound localization has exerted a profound influence on the information process-
ing pathways of the auditory system. Anatomical specializations for processing
ILD and ITD cues are obvious in the striking binaural innervation patterns of
the superior olive. Selectivity for the spectral features of complex sounds is
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created by the frequency-dependent convergence of inhibitory inputs within the
auditory brainstem (Spirou et al. 1993, Imig et al. 2000). These neural networks
are more difficult to distinguish anatomically but no less important in the au-
ditory behaviors of the cat (Sutherland et al. 1998, May 2000).

5.1 The HRTF of the Cat

The filtering properties of the cat’s head and pinna are known in detail and
provide biologically relevant stimulus parameters for evaluating the neural and
perceptual basis of directional hearing (Musicant et al. 1990; Rice et al. 1992).
Representative HRTFs of the cat are shown in Figure 5.15 using measurements
from the study of Rice et al. Each function is for a different source location
and describes the gain of sound energy that propagates to the eardrum relative
to the free-field amplitude spectrum of the stimulus. The data were recorded
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FIGURE 5.15. HRTFs of the cat. (A) Filtering effects of the pinna fall into three frequency
domains. This example was measured with the sound directly in front of the subject (0°
AZ, 0° EL). (B) Low frequencies convey ILDs as sounds move in the horizontal plane
around the head. (C) Mid-frequencies exhibit a prominent notch that varies in frequency
with changes in sound source elevation. High-frequency spectral cues are complex and
show a less orderly relationship to the direction of a sound source. (From Rice et al.
1992. Reprinted with permission.)
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by surgically implanting a probe microphone in the ear canal of an anesthetized
cat. The transfer function in Figure 5.15A was measured with the sound source
directly in front of the subject’s head (0° AZ, 0° EL). As proposed by Rice and
colleagues, three major directional properties of the HRTF are evident in this
example. At low frequencies (<5 kHz), the function displays a broad amplifi-
cation that rises to an energy peak around 4 to 6 kHz. At mid frequencies (5
to 20 kHz), the HRTF exhibits a single prominent energy minimum, or spectral
notch. At high frequencies (>20 kHz), a complex pattern of peaks and notches
is observed as the overall gain of the transfer function falls to low sound pressure
levels.

Figure 5.15B summarizes how the HRTF changes with the azimuth of a sound
source in the horizontal plane. The transfer functions that are superimposed in
this example were obtained by placing the sound source at 11 locations in the
frontal sound field (=75° in increments of 15°). In comparison to the HRTF
in Figure 5.15A, the more lateralized HRTFs display a low-frequency gain that
is either attenuated by the “sound shadow” of the head when the source is in
the far field opposite the microphone, or amplified by the pinna when the source
is in the near field. This directionally dependent change in gain is the acoustic
basis of the ILD (Shaw 1974a,b; Kuhn 1987; Martin and Webster 1989). By
contrast, Figure 5.15C shows how the low-frequency filtering properties of the
HRTF are virtually unaffected as the sound source passes through 17 locations
in the median plane (—30° to 90° in increments of 7.5°). These findings suggest
that in the cat binaural processes related to the ILD provide a poor representation
of elevation.

The spectral notch at the mid-frequencies of the HRTF changes in frequency
as the sound source moves in the horizontal or median plane. This potential
localization cue supplements ILD information at lateralized spatial locations in
Figure 5.15B, but appears to have singular importance for signaling elevation
changes in Figure 5.15C. Neurophysiological studies of the central auditory
system have identified neural populations in the DCN and inferior colliculus
(IC) that are selectively responsive to HRTF-based spectral notches (Young et
al. 1992; Imig et al. 2000). The highly nonlinear spectral integration properties
of these neurons may represent a pathway for encoding sound localization cues
in the spectral domain (Nelken et al. 1997; Spirou et al. 1999), just as the
binaural pathways of the MSO and LSO are specialized for processing interaural
time and level differences.

The directional cues conveyed by the high-frequency filtering properties of
the HRTF are complex and highly variable. Current analyses have not revealed
global directional relationships in the spectral characteristics of high-frequency
peaks and notches, but elevated frontal locations do show more high-pass fil-
tering effects. An interesting perceptual phenomenon that may arise from this
property of the HRTF is the observation that high-frequency tones or noise bands
are often heard as elevated sources regardless of their actual location (Pratt 1930;
Butler and Belendiuk 1977; Blauert 1997). These systematic errors in narrow-
band localization can be explained by matching the proximal stimulus spectrum
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in the subject’s ear to the directional properties of the HRTF (Middlebrooks
1992; van Schaik et al. 1999). For example, a narrow band of noise with a
center frequency of 12 kHz will be attributed to locations where an individual’s
HRTF selectively passes those frequency components. Confusions of this nature
are most apparent in vertical localization because the perception of horizontal
location is enhanced by binaural directional information, like the ILD cues de-
scribed in Figure 5.15B.

Three-dimensional virtual sound locations can be reproduced in a closed-field
by adding false HRTF-filtering effects to the source spectrum (Wightman and
Kistler 1989b; Pralong 1996; Langendijk and Bronkhorst 2000). Given this
interesting perceptual effect, how can the auditory system derive HRTF effects
without knowing the characteristics of the original source spectrum? This signal
processing problem is avoided under normal listening conditions because the
spectral shapes of natural sounds tend to have locally constant slopes that are
capable of revealing the sharp peaks and notches of the HRTF (Zakarauskas and
Cynader 1993). It is also true that the listener gets simultaneous “looks” at the
spectrum from the different directional perspectives of the two ears. If the sound
is sustained, the HRTF will change with movements of the source or the lis-
tener’s head to reveal the underlying spectrum (Wightman and Kistler 1999).
Animals with mobile pinna, like cats, can also translate the HRTF by moving
the ears independently of the head (Young et al. 1996; Populin and Yin 1998b),
a behavior that adds the dimension of proprioceptive feedback to spectral proc-
essing networks in the auditory brainstem (Kanold and Young 2001). Never-
theless, optimal localization of sound source elevation is observed for familiar
sounds (McGregor et al. 1985; Blauert 1997) and the filtering effects of the
listener’s own ears (Wenzel et al. 1993; Hofman et al. 1998; Middlebrooks
1999).

5.2 Spectral Cues for the Discrimination of Changes in
Sound Source Direction

The most common procedure for characterizing directional hearing in nonhuman
animals is the MAA task in which the subject indicates the detection of a change
in location by responding on a lever (May et al. 1995; Huang and May 1996b)
or suppressing an ongoing behavior to avoid electrical shocks (Martin and Web-
ster 1987; Heffner and Heffner 1988d). These methods have the advantage of
relatively short training periods and produce psychometric data that allow easy
quantification of directional acuity (Mills 1958).

Figure 5.16 shows average psychometric functions that were obtained by test-
ing three cats with the MAA task (Huang and May 1996b). The cats were
required to hold down on a response lever when bursts of noise were presented
from a reference speaker (0° AZ, 0° EL), and to release the lever when the sound
source shifted to another speaker. The comparison speakers were arranged in
the median plane (Fig. 5.16A) or the horizontal plane (Fig. 5.16B). The per-
centage of correct lever releases is plotted in relation to the magnitude of the
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directional change between the reference and comparison speaker. Responses
to catch trials (X7s) are indicated to the left of the psychometric functions.
Catch trials were conducted just like MAA tests, but no speaker change was
presented. The subject’s responses to catch trials are presumed to reflect the
probability of false-positive responses that result from guessing. The MAA is
defined as the change in location (elevation or azimuth) that corresponds with
the signal detection criterion of d = 1 (based on the probabilities of correct
responses to MAA trials and error responses to catch trials).

The psychometric functions in Figure 5.16 reveal the effects of frequency on
directional acuity. Three frequency ranges were selected to evaluate the per-
ceptual significance of the HRTF directional filtering effects that are summarized
in Figure 5.15. Broadband noise contained spectral cues above 5 kHz. Mid-
frequency noise was limited to the systematic spectral notch region from 5 to
20 kHz. High-frequency noise conveyed only the complex spectral cues above
20 kHz.
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The behavioral results in Figure 5.16 indicate that best directional acuity was
achieved with broadband noise, and this agrees with the results of Martin and
Webster (1987). Since this stimulus condition included both mid-frequency and
high-frequency spectral cues, the relative contribution of the individual spectral
domains can be assessed by comparing response accuracy under broadband and
the band-limited testing conditions. In general, no difference was observed in
directional acuity between broadband and high-frequency noise. The subjects
failed to detect changes in location more often when tests were conducted with
mid-frequency noise. This deficit was most evident for sound sources in the
median plane.

Computational models based on the auditory nerve encoding of spectral cues
for sound localization offer an interpretation of the behavioral results in Figure
5.16 (May and Huang 1997). These models demonstrate a sensitive represen-
tation of directional change among neurons that respond best to the high-
frequency components of HRTF-shaped noise. Even small changes in sound
source location are capable of producing large and pervasive changes in the
high-frequency HRTF, as shown in Figure 5.15. These spectral variations are
reflected in the discharge rates of auditory neurons. The neural response is not
inherently directional, but it is a sufficient cue for accurate performance of the
MAA task where the subject is only required to respond to acoustic differences
that are correlated with directional changes. Singular mid-frequency notches
provide less effective information because they are more localized in frequency
and smaller in magnitude than the multiple high-frequency notches. This mid-
frequency deficit is less apparent for sound sources in the horizontal plane be-
cause spectral cues are augmented with binaural directional information.

5.3 Spectral Cues for the Perception of an Absolute
Directional Identity

An alternative behavioral method for measuring sound localization accuracy
involves training the subject to point toward the direction of a sound or approach
the source. This procedure is necessary for studies in which the perceived lo-
cation of the sound is an important parameter of the experiment. For example,
the investigator may be interested in the systematic errors that are induced by
modifying the source spectrum of the localization stimulus. After such manip-
ulations, the subject might grossly misinterpret the actual location of the mod-
ified stimulus but still respond correctly to a change from one speaker location
to another in the MAA task.

Sound-directed orientation behaviors of the head (Thompson and Masterton
1978) or eyes (Populin and Yin 1998a) have been used to characterize the per-
ception of directional identity in cats. Unlike an approach procedure, which is
constrained by source locations arrayed along the floor of the testing arena
(Casseday and Neff 1973), head-orientation tasks can measure the simultaneous
localization of stimulus azimuth and elevation. Orientation is a natural reflexive
behavior that can be used as a short-term response metric for unexpected sounds
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in naive subjects (Sutherland et al. 1998), or it can be shaped into a food-
reinforced operant paradigm that is capable of sustaining long-term psycho-
physical analyses of the acoustic cues for directional hearing (May and Huang
1996).

Performance in a food-reinforced orientation task is summarized by the be-
havioral results shown in Figure 5.17 (Huang and May 1996a). This cat earned
food rewards by accurately orienting its head toward randomly selected sound
sources in an anechoic chamber. An electromagnetic sensor that was worn dur-
ing the testing session tracked head movements. Trials in the orientation task
were conducted with discrete presentations of brief noise bursts (40 ms), so the
subject could not influence localization accuracy by moving its head or ears
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after stimulus onset. Most of the trials were conducted with bursts of broadband
noise containing the full complement of HRTF-based localization cues. Ori-
entation responses to these spectrally rich stimuli (open symbols in gray) were
in good agreement with actual sound source locations (plus symbols).

The effect of frequency on the perception of sound source direction was eval-
uated by probing the cat’s orientation behavior with bursts of mid-frequency
noise (Fig. 5.17A) and high-frequency noise (Fig. 5.17B). Probe stimuli were
intermingled at random intervals among the more frequent broadband noise
bursts. Only slight changes in orientation accuracy were noted when the probes
maintained mid-frequency cues. The reliability of mid-frequency spectral in-
formation in the perception of sound source elevation is attributed to auditory
processing of directional notches in the cat’s HRTF (Fig. 5.15C) (May and
Huang 1997). High-frequency probes resulted in head movements that were
inaccurate and highly variable, particularly with respect to the vertical coordinate
of the source. These results suggest that cats do not utilize the complex filtering
effects of the high-frequency HRTF for directional hearing even though the
spectral cues in this high-frequency region should provide an excellent source
of information for the perception of source direction (Fig. 5.16).

5.4 Spectral Processing Pathways in the Central Auditory
System

Just as there are pathways in the central nervous system to enhance binaural
directional hearing, behavioral and electrophysiological studies are beginning to
reveal neural specializations for the auditory processing of spectral cues for
sound localization. In the DCN, ascending inputs from the auditory nerve com-
bine with a complex local inhibitory circuitry and descending projections from
throughout the brain to create a notch-sensitive projection neuron that is also
capable of integrating information about the orientation of the moveable pinna
(Young et al. 1992; Imig et al. 2000). The target neurons for these projections
in the central nucleus of the inferior colliculus (ICC) show spatially selective
receptive fields that are sensitive to HRTF-filtering effects (Ramachandran et al.
1999; Davis 2002; Davis et al. 2003).

The functional significance of the putative spectral processing pathway has
been explored with behavioral procedures by evaluating the auditory deficits that
follow surgical lesions of the dorsal acoustic strial fibers that link the DCN to
ICC (Sutherland et al. 1998; May 2000). As shown in Figure 5.18, these fibers
exit the DCN and combine with the intermediate acoustic strial fibers from the
ventral cochlear nucleus (VCN). The lesion was made by transecting the striae
at the most dorsal limit of the nucleus. Previous studies have shown that the
surgical procedure has little effect on hearing sensitivity because this more gen-
eralized auditory information ascends from the VCN to the binaural brainstem
nuclei and inferior colliculus by way of the trapezoid body (Masterton et al.
1994).
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FIGURE 5.18. Effects of dorsal cochlear nucleus lesions on sound orientation behavior.
The anatomical drawing illustrates the placement of surgical lesions (X). Orientation
responses observed during one session before the lesion (A) and during another session
with the same cat after the output pathways of the DCN were transected (B). Plotting
conventions are described in Figure 5.6. CBL, cerebellum; DAS/IAS, dorsal and inter-
mediate acoustic striae; IC, inferior colliculus; SC, superior colliculus. (Adapted from
May 2000.)

The orientation plots in Figure 5.18 compare the head pointing behaviors of
one cat before and after a bilateral lesion of DCN projections (May 2000).
These tests were conducted with bandpass noise to restrict the domain of HRTF-
based spectral information to the mid-frequency notches that exist at 5 to 20
kHz. As predicted by the results of the probe testing procedure in Figure 5.17A,
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the cat exhibited excellent orientation accuracy prior to the lesion (Fig. 5.18A).
Large errors were noted after the lesion disrupted the spectral processing path-
ways of the DCN and ICC (Fig. 5.18B).

An analysis of the patterns of errors in the lesioned cat indicates that the
localization deficits were statistically significant only in terms of response ele-
vation. Regardless of the actual location of the sound source, the subject’s
orientation responses were seldom directed at elevations beyond +30°. These
systematic underestimations could exceed 60° for extreme source locations. It
is likely that the subject maintained accurate azimuthal localization after the
DCN lesion by relying on nonspectral directional information; for example, ILD
and ITD cues that were processed in the intact binaural pathways of the auditory
brainstem nuclei.

Cats with DCN lesions also have been studied with MAA procedures to con-
firm the specificity of the orientation deficits in Figure 18 (May 2000). These
experiments are summarized by the psychometric functions in Figure 5.19.
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Each function represents the post-lesion performance of one cat for directional
changes in the median plane (A) and horizontal plane (B). The test stimuli were
mid-frequency noise bursts. Although all of the subjects exhibited orientation
deficits after the DCN lesion, none of the subjects showed signs of impaired
spatial discrimination. These results confirm that DCN lesions do not lead to
general hearing deficits and further support the idea that spatial acuity and di-
rectional identification are based on different auditory cues and processing
pathways.

6. The Perception of Acoustic Proximity

The perception of acoustic distance, or acoustic proximity, has received very
little formal study. Brown (1994) measured the minimal perceptible change in
acoustic distance for human listeners in a forest habitat at a reference distance
of 50 m. Using the speech utterance “hey” and a 1-kHz tone for the stimuli, it
was determined that subjects would use changes in loudness, or sound ampli-
tude, if the magnitude of the stimulus at its source was held constant as distance
was varied. However, if signal amplitude was adjusted to compensate for
changes in distance (and if random amplitude fluctuations were introduced),
subjects were able to perceive changes in acoustic proximity only for the spec-
trally complex speech stimulus. This fact indicates that human listeners used
changes in sound quality as described in Section 2.6 to detect changes in acous-
tic distance. Figure 5.20 shows that human listeners could perceive a 10%
change in acoustic distance when the source level was fixed for both the tone
and speech stimulus. This finding shows that loudness, or auditory image con-
stancy, is an important cue for the perception of changes in acoustic proximity
when it is available for processing (the amplitude of the signal is fixed). The
detection of a 10% change in acoustic distance in a forested site compares
closely with distance-discrimination thresholds of about 6% for reference dis-
tances of 6 to 49 m on an open athletic field (Strybel and Perrott 1984), and
with distance-discrimination thresholds of about 6% for reference distances of
1 to 2 m in an anechoic room (Ashmead et al. 1990). The scattering of sound
in the forested habitat will change the rate of sound attenuation with respect to
distance relative to that in open environments (Waser and Brown 1986). Sound
propagation is complicated because the elevation of the source and receiver, and
the frequency of the signal have strong effects. Nevertheless, signals in the
speech range, at the elevation of the human head, tend to be propagated better
in forested than in open habitats (Waser and Brown 1986; Brown et al. 1995).
That is, in forested compared to open habitats, a greater change in propagation
distance will be required to produce a unit change in the level of the signal, and
these acoustic influences likely account for the difference in the thresholds re-
ported in open field and anechoic environments compared to that observed in
forested environments.

Under most natural situations, sound amplitude is not the only available cue
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for the perception of a change in acoustic proximity. When the amplitude of
the signal is adjusted to compensate for changes in transmission distance, and
when the amplitude of the signal varies randomly trial-to-trial, loudness, or
auditory image constancy, is no longer a viable cue. Nevertheless, human sub-
jects are still able to perceive changes in acoustic proximity when tested with a
complex speech stimulus. The data in Figure 5.20 show that subjects could
perceive a change of 44% of the reference distance under these conditions. In
an anechoic room, Ashmead et al. (1990) reported that human listeners could
detect changes in distance of about 16% at reference distances of 1 to 2 m when
the amplitude of the test and reference stimuli were equated. It is likely that
spectral changes and reverberation were the most prominent cues underlying the
perception of changes of distance.

The ability to perceive changes in sound quality associated with changes in
acoustic distance has been measured in blue monkeys (Cercopithecus mitis).
Figure 5.21 shows that blue monkeys can detect a change in proximity of 54%
for the pyow vocalization broadcast in their natural habitat. This finding sug-
gests that reflection of the wave front by tree trunks and other surfaces and
frequency-specific attenuation may change or distort acoustic signals in a
manner that provides a reliable and perceptually useful index of acoustic dis-
tance. It is conceivable that organisms residing in various habitats may have
developed signals that are particularly well suited to permit listeners to ascer-
tain the distance to the vocalizer. Furthermore, it is possible that some calls
possess an acoustic structure that makes it possible to detect small changes in
the proximity of the vocalizer, while other calls may tend to obscure the avail-
able distance cues.

7. Conclusion

Mammals have a sense of the azimuth, elevation, and distance of the source of
acoustic events. However, the resolution of sound position is not equal in all
three coordinates. The available data suggests that for most mammals the acuity
of resolution of sound source azimuth is greater than that for elevation, and the
acuity of resolution for sound source elevation is greater than that for distance.
Hence, the minimal audible change in acoustic locus for azimuth, elevation, and
distance may be described by the surface of an ellipsoid, a three-dimensional
figure oriented such that the width is less than the height, which in turn, is less

<

FIGURE 5.20. The minimum perceptible change in proximity for human listeners. The
test signals were the word “hey” (fop) and a 1-kHz tone (bottom). The reference distance
was 50 m. Testing was conducted in a forested habitat. The friangles indicate detection
when the intensity of the signal is held constant; the squares indicate detection when the
level of the signal is randomized and adjusted to compensate for changes in loudness
with distance (From Brown 1994. Reprinted with permission.)
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FIGURE 5.21. The minimum perceptible change in proximity in blue monkeys (Cercop-
ithecus mitis). The test signal was the pyow vocalization. The reference distance was
50 m. The signal was broadcast and rerecorded at transmission distances of 5, 10, 20,
30, 40, and 50 m. Broadcasts were conducted at an elevation of 7 m in Kibale forest in
western Uganda. The amplitude of the test signal was randomized between trials, and
adjusted to compensate for changes in loudness with distance. (From Brown 1994. Re-
printed with permission.)

than the length. A theoretical three-dimensional minimal perceptible change in
locus ellipsoid is illustrated in Figure 5.22.

All three coordinates of sound source localization are important biologically.
However, because the cues that underlie the perception of azimuth, elevation,
and distance are so dissimilar, it is possible that subjects may experience ab-
normalities or disorders that impair perception in one dimension, yet leave rel-
atively intact perception in the other two dimensions. Furthermore, it is possible
that the ecology and life history of different species have led to enhanced sen-
sitivity for localization in one coordinate relative to that in another. Terrestrial
species may have been selected to maximized acuity for source azimuth, while
marine organisms and arboreal species may have been selected for enhanced
acuity for source elevation, and forest-living species may have been selected for
greater acuity for source distance. Researchers have generated a wealth of stud-
ies of the comparative perception of sound source azimuth, and have only begun
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FIGURE 5.22. A theoretical volume describing the minimum perceptible change in locus
of a broad-bandwidth sound. The reference locus is the center of the ellipsoid and the
just perceptible change in locus in any direction is given by the distance from the center
to any point on the surface of the volume. In the ellipsoid drawn here the resolution for
changes in azimuth are two times that for changes in elevation, and eight times that for
changes in distance. The actual dimensions of the volume describing the minimally
perceptible change in space would be influenced by the acoustics of the habitat (test
environment) and the temporal and spectral complexity of the test signal. (From Brown
1994. Reprinted with permission.)

to study the localization of source elevation or distance. The methodology for
good comparative studies of auditory perception are well established, and we
encourage researchers to focus greater attention on the elevation and distance
coordinates of sound source position.
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