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We are pleased to dedicate this book to Dr. Willem A. van Bergeijk, a pioneer
in the comparative study of sound source localization. Dr. van Bergijk devel-
oped new models of localization and also provided important insights into po-
tential mechanisms of hearing and sound localization by fishes. In addition, he
made important contributions to studies of auditory mechanisms in amphibians
and provided seminal thinking about the evolution of hearing.
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Series Preface

The Springer Handbook of Auditory Research presents a series of comprehen-
sive and synthetic reviews of the fundamental topics in modern auditory re-
search. The volumes are aimed at all individuals with interests in hearing
research including advanced graduate students, postdoctoral researchers, and
clinical investigators. The volumes are intended to introduce new investigators
to important aspects of hearing science and to help established investigators to
better understand the fundamental theories and data in fields of hearing that they
may not normally follow closely.

Each volume presents a particular topic comprehensively, and each serves as
a synthetic overview and guide to the literature. As such, the chapters present
neither exhaustive data reviews nor original research that has not yet appeared
in peer-reviewed journals. The volumes focus on topics that have developed a
solid data and conceptual foundation rather than on those for which a literature
is only beginning to develop. New research areas will be covered on a timely
basis in the series as they begin to mature.

Each volume in the series consists of a few substantial chapters on a particular
topic. In some cases, the topics will be ones of traditional interest for which
there is a substantial body of data and theory, such as auditory neuroanatomy
(Vol. 1) and neurophysiology (Vol. 2). Other volumes in the series deal with
topics that have begun to mature more recently, such as development, plasticity,
and computational models of neural processing. In many cases, the series ed-
itors are joined by a co-editor having special expertise in the topic of the volume.

RicHARD R. Fay, Chicago, Illinois
ARTHUR N. PoPPER, College Park, Maryland

vii



Volume Preface

Sound source localization is arguably one of the most important functions of
the auditory system in any hearing animal. During the course of their evolution,
both invertebrates and vertebrates have developed a number of different strate-
gies to enable them to determine the position of a sound source around them.
In almost all cases, this strategy has required two ears that detect sound and a
central processing system that extracts direction from the tiniest differences in
the signals detected at the two ears.

In the many volumes in the Springer Handbook of Auditory Research series,
various authors have dealt with sound localization, but the information has al-
ways been in one chapter or part of a chapter in any given volume. Because
there is such a large body of knowledge about localization, it became apparent
that the topic was worth considering in a single volume that explores localization
not only comparatively but also from the perspective of models and understand-
ing general computational mechanisms involved in localization. Moreover, the
current volume updates a number of chapters from earlier volumes (e.g., Colburn
in Vol. 6—Auditory Computation and Brown in Vol. 5—Comparative Hearing:
Mammals).

In Chapter 1, Fay and Popper provide a detailed overview of the book. The
diversity of hearing and localization mechanisms in insects is considered in
detail by Robert in Chapter 2, in which he demonstrates that localization is
likely to have arisen at multiple independent times in different insects. Because
sound in water is almost five times faster than in air, the binaural cues used by
terrestrial vertebrates and invertebrates are not generally available to fishes. At
the same time, fishes have available to them a set of cues (particle motion) not
readily available in air. In Chapter 3, Fay discusses current ideas about fish
sound localization, and this serves as an excellent comparative perspective to-
ward not only insects, but also terrestrial vertebrates. Localization by nonmam-
malian terrestrial vertebrates and the broad range of mechanisms used by these
animals are discussed in Chapter 4 by Christensen-Dalsgaard. Of course, the
best known localization mechanisms are found in mammals, and these are
treated in several chapters. In Chapter 5, Brown and May provide a comparative
approach to knowledge of mammalian hearing. In this chapter, the authors
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X Volume Preface

consider the extensive psychophysical data on sound localization and all aspects
of directional hearing.

Although there is no doubt considerable diversity in peripheral localization
mechanisms among terrestrial vertebrates, and especially in amniotes, there is
much more stability between species in central nervous system processing of
such signals. Such mechanisms and their development are described in detail
in Chapter 6 by Kubke and Carr.

The last two chapters continue with discussions of mammalian localization
but emphasize computational mechanisms. Although these chapters are pri-
marily aimed at mammalian systems (and especially humans), it is possible that
a better understanding of computation associated with localization in mammals
may ultimately be extrapolated to other vertebrates as well. In Chapter 7, Tra-
hiotis, Bernstein, Stern, and Buell extend their consideration to computational
models of binaural processing and interaural correlation. This is extended even
further in Chapter 8 by Colburn and Kulkarni, who treat computational models
for many aspects of binaural hearing and sound localization.

As indicated previously, sound localization has been discussed in a number
of other volumes of this series. Thus, the reader interested in a deeper under-
standing of localization would find it useful to seek out chapters in companion
volumes. For example, in Volume 3 (Human Psychophysics), Wightman and
Kisler consider human localization from the perspective of psychophysics as did
Brown in Volume 4 (Comparative Hearing: Mammals). The chapter in this
volume by Roberts is nicely complemented by a chapter on insect localization
by Michelsen in Volume 10 (Comparative Hearing: Insects) whereas the chap-
ters by Christensen-Dalsgaard and Kubke and Carr extend an earlier chapter on
bird and reptile localization by Klump in Volume 13 (Comparative Hearing:
Birds and Mammals). Physiological mechanisms of sound localization are not
covered extensively in this book but are much of the focus of Volume 16 (In-
tegrative Functions in the Mammalian Auditory Pathway).

ARTHUR N. PoPPER, College Park, Maryland
RicHARD R. Fay, Chicago, Illinois
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Introduction to Sound Source
Localization

RicHARD R. FAY AND ARTHUR N. POPPER

The sense of hearing has evolved and been maintained so that organisms can
make use of sound in their environment not only for communication, but also
to glean information about the general acoustic milieu that enhances general
survival (e.g., Fay and Popper 2000). Information in the environment enables
animals to learn about sources that are in many different directions, and partic-
ularly signals that are outside of the detection range of other senses. Still, while
sound is inherently important for overall survival, its value would be very limited
if the receiving organism did not know the position of the source. In effect, to
make maximum use of a sound from a predator, the receiver must know not
only that the predator is present, but also where the predator is in order to escape
most effectively.

As a consequence, one of the fundamental and most important features of
sound source detection is the ability of an animal to estimate source location as
a first step in behaving appropriately in response to the sound. The need for
sound source localization thus has become a fundamental feature of hearing in
most hearing organisms, and one could argue that it is inconceivable that a sense
of hearing could have evolved at all without the ability to locate and segregate
sources.

At the same time, the strategies for computation of sound location must be
different in different species, and must depend on the nature of the information
arriving from the ears to the brain, and this in turn must depend on interactions
between the physics of sound and the characteristics of the receivers.

This volume treats sound source localization from this comparative and ev-
olutionary perspective. The auditory receivers of vertebrates and invertebrates
vary widely (e.g., Hoy et al. 1998; Manley et al. 2004), from the tympanic,
pressure receiver ears of insects, birds, and mammals, to the otolithic ears of
fishes that are inherently directional, to the pressure gradient receiver ears of
amphibians (and some reptiles and birds) that function like inherently directional
pressure receivers. In spite of these differences in the ways that different ears
respond to sound, there apparently are only a few acoustic cues for source
location: interaural time differences (ITD), interaural intensity differences (IID),
the shape of the sound spectrum reaching the ears, and the axis of acoustic
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particle motion. The latter cue can be used in conjunction with inherent receiver
directionality to create neural representations that are functionally equivalent to
those provided by the interaural acoustic cues (IID and ITD) (Fay, Chapter 3).
Several chapters of this volume make clear the diversity of mechanisms that
have developed to exploit these acoustic cues in sound source localization.

Our understanding of hearing mechanisms in general has been guided by our
extensive knowledge of human hearing (at a behavioral or functional level), and
as such a considerable amount of work on localization in general has focused
on the cues and mechanisms that operate in the human auditory system. Thus,
we understand the importance of the interaural cues in determining azimuth and,
more recently, the role of spectral shape in determining elevation. Colburn and
Kulkarni (Chapter 8) authoritatively summarize the sorts of models that have
developed in an attempt to account for sound source localization as it occurs in
human hearing. The fundamental question that is asked by Colburn and Kul-
karni is, “How does the localizer interpret the received signals to determine the
location of the sound source?” The authors evaluate several theoretical schemes
that locate the sound source while at the same time extracting information about
the acoustic environment, making use of a priori and multimodal information
about the original acoustic signal and environment, and estimating other prop-
erties of the signal. Models are roughly categorized as those that find the max-
ima in a process called “steering the beam” (e.g., cross-correlation models) and
those that find the minima in the array output by “steering the null” (e.g., equal-
ization and cancellation model). Modeling is generally most successful when
there is only one source of sound, no reverberation, no conflicting cues, and no
unusual spectra (for elevation judgments), and when the model is restricted to
judgments of lateral position.

Trahiotis, Bernstein, Stern, and Buell (Chapter 7) evaluate binaural hearing,
broadly defined, from the point of view of interaural correlation as originally
suggested by Lloyd A. Jeffress (1948). After defining the indices of interaural
correlation and their application to binaural perception, the concept of the three-
dimensional cross-correlation function is introduced and it is shown how it is
possible to understand binaural perception in terms of various types of pattern
processing operations on this function. The authors then present neurophysiol-
ogical evidence for cross-correlation mechanisms in binaural hearing, a 50-year-
old model (Jeffress 1948) that has maintained its value both as a useful guide
to the quantitative understanding of binaural hearing in humans and as a neu-
robiological explanation for the computation of sensory maps in the auditory
system (see Kubke and Carr, Chapter 6). Trahiotis at al. use insights that arise
from functional/behavioral investigations on binaural hearing mechanisms to
support the principles of “sloppy workmanship” and the “principle of diversity”
(Huggins and Licklider 1951) applied to the mechanistic implementations of
binaural processing. The principle of sloppy workmanship refers to the danger
of postulating a neural structure that is precisely arranged in detail; it is impor-
tant to recognize that the postulated mechanism need function only in a statistical
sense. The principle of diversity states that there are many ways to skin a cat
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and that the nervous system may use all of them. The implication for theory,
here, is that conceptions that appear to be alternatives may supplement one
another.

These principles are illustrated by Kubke and Carr (Chapter 6), who examine
the development of auditory centers responsible for sound localization in birds
and mammals. In both taxa, the developmental processes that shape the basic
plan of the auditory circuit are complemented by plastic modifications that fine
tune the neuronal connections to adapt to the experience of each individual
animal. The resulting neuronally computed auditory space map associates par-
ticular binaural cues with specific sound source locations. But since binaural
information will be determined by head size and shape of each individual, the
auditory system must be able to adapt the basic connectivity plan to each animal.
Thus, accurate associations between binaural cues and space assignments can
develop only after the requirements of each individual are determined. The
process therefore requires experience-dependent plasticity. In general, the neural
circuits responsible for sound source localization can be recalibrated through-
out life.

Comparative psychoacoustics is the link between the neural mechanisms re-
sponsible for localization and models of sound source localization applied to
human hearing. Brown and May (Chapter 5) review the literature on behavioral
studies of sound source localization in mammals with a focus on the cues op-
erating for judgments in azimuth, elevation, and distance (proximity). It is clear
from comparative work that the mechanisms for coding these three dimensions
of directional hearing are entirely different, and may have had quite distinct
evolutionary histories. The interaural cues of intensity and time are the primary
ones for determination of azimuth for most mammalian species, including hu-
mans. The cues for elevation are less well understood, but seem to be related
to the spectrum of the received sound, as filtered by the head-related transfer
function (HRTF). It is remarkable, really, that the cues for estimating azimuth
(ILD and ITD), and those for estimating elevation (the HRTF) are so funda-
mentally different. Processing of the HRTF depends on the tonotopic axis of
the cochlea and the acuity of frequency analysis (the cue is essentially mapped
onto the cochlea), while processing ITDs is independent of the acuity of fre-
quency analysis. One could argue that processing ILDs is at least partially a
matter of frequency analysis because the cue could exist in one frequency band
and not in another, and its existence depends on the precision of frequency
analysis. But judgments of elevation are a direct consequence of processing the
spectrum, while the ILD cue must be processed in the level domain to be useful.
The cues for distance or proximity are subtle and there is no direct connection
between a given cue and the distance it specifies. Thus, the mechanisms for
estimating azimuth, elevation, and distance are different, and it is possible that
each may have had a different evolutionary history and that acuity along these
dimensions may vary independently from species to species.

It is remarkable that vertebrates have so much in common when it comes to
sound source localization. Even sound localization by fishes, with their otolithic
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ears and nonhomologous brainstem nuclei, can be viewed as a variation on a
theme shared by many species (see Fay Chapter 3). Sound source localization
among fishes is incompletely understood, but what we do understand seems
familiar. First, localization in azimuth appears to be matter of binaural proc-
essing. Interaural acoustic cues are small or nonexistent owing to the high speed
of sound underwater. In addition, fishes have close-set ears and (in some cases)
indirect stimulation of the two ears via an unpaired swim bladder. Yet, the
peripheral auditory system of fishes seems to reconstitute the functionally equiv-
alent interaural cues through ears that are inherently directional. For example,
while ILDs probably do not exist for fishes, the neurally coded output of the
ears represents interaural response differences by virtue of the ears inherent
directionality. Since response latency is a function of response magnitude in
some primary afferents, there is also the equivalent of ITDs in the response of
the ears. Just as in terrestrial vertebrates, the coding for azimuth and elevation
seems to be independent of one another. In fishes, the ear is not tonotopically
organized, but rather is organized directly with respect to sound source elevation
(hair cell orientation). Tetrapod ears, having tonotopic organization, estimate
elevation through an analysis of the sound spectrum as filtered by the HRTF.
Fish ears analyze elevation directly through an across-fiber peripheral code that
reflects hair cell orientation.

The inherent directionality of the ears of fishes puts them into the category
of pressure-gradient receivers. It has become clear that pressure gradient or
pressure-difference receivers are more widespread among animals than previ-
ously thought. Pressure-difference receivers are inherently directional receivers
that can be of two basic types. In tetrapods the most familiar type consists of
a tympanic ear for which sound may find pathways to both sides, creating a
pressure difference across the membrane. Depending on the phase and ampli-
tude of sound reaching both sides of the membrane, interaural differences in
time and magnitude can become quite large. These interaural differences do not
amplify the interaural differences that normally would accompany close set ears,
but rather determine interaural differences essentially arbitrarily. These ears are
thought to be inherently directional simply because their response varies as an
arbitrary function of azimuth or elevation. The less familiar type of pressure-
gradient receiver consists of an array of particle velocity receivers, such as hair
cells with particular directional orientations (in fishes), or insect antennae, fili-
form hairs, or terminal cerci that respond directly and in a directional manner
to acoustic particle motion (Robert, Chapter 2). These are properly referred to
as pressure-gradient receivers because acoustic particle motion occurs to extent
that pressure gradients exist. These receptors require a different sort of central
processing and computation than is required for pure pressure receivers. Rather
than, for example, computing azimuth based on the differences in the time and
intensity of sound reaching the two ears, the axis of acoustic particle motion is
probably estimated as the “best” axis from the population of active fibers varying
in most sensitive axis.

These pressure difference receivers occur widely among species, and are prob-
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ably primitive among vertebrates and invertebrates alike. Thus, as shown by
Robert (Chapter 2), mosquitos, caterpillars, and crickets are known to have non-
tympanal auditory receptors, and many insects have pressure-gradient tympanal
ears. The ears of fishes are all pressure-gradient receivers, responding directly
to acoustic particle motion (see Fay, Chapter 3). Those fishes that have pure
pressure receivers (only confirmed in one fish taxa, the Ostariophysi) are a dis-
tinct minority. Among anuran amphibians, pressure gradient ears are ubiquitous
and are thought to represent the primitive condition. Reptilian and avian ears
are characterized by interaural canals, and although experiments must be done
to confirm pressure difference hearing in each species, it is possible that most
species detect pressure gradients, at least at low frequencies (see Christensen-
Dalsgaard, Chapter 4). Thus, mammals are the only vertebrate group to have
lost sensitivity to pressure gradients and to this mode of directional hearing.
The pure pressure receiver characteristic of the mammalian ears seems to have
given up inherent directionality and interaction with the respiratory system for
sensitivity to high frequencies and all the advantages that come with high-
frequency hearing.
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Directional Hearing in Insects

DANIEL ROBERT

1. Introduction

In insects, like in most other auditory animals, the presence of two bilateral
auditory receivers in the sound field and their relative position on the animal’s
body constitute elemental initial conditions in the process of directional hearing.
The problem faced by insects is intimately related to their size and the physics
of sound propagation; for a vast and complex array of reasons embedded in
their phylogenetic histories insects are small compared to other auditory animals,
and also compared to the wavelength of most biologically relevant sounds. The
ears of insects can be set so close together that the conventional cues for direc-
tional hearing become, also by human standard, barely detectable. With an
interaural distance as small as the diameter of a dot on an ““i,” for instance, the
maximum time difference is in the order of 1 s, a time scale admittedly delicate
to handle by any nervous system. Similarly, the amplitude difference in sound
pressure between the two ears can be immeasurably small. The constraint of
size may thus cause severe difficulties to the processing of directional sound
information. Constraints, in the course of evolutionary adaptation, however, also
constitute multiple necessities that are the source of a multitude of innovations.

It is becoming increasingly apparent that, no matter how anatomically simple
or how minute the auditory organs of insects may be, their sense of hearing is
an act of sensation requiring great accuracy (Robert and Gopfert 2002). As
astutely pointed out by Hudspeth (1997), hearing may be the most sensitive of
the senses in terms of levels of detectable energy. Quantitatively, mechanore-
ceptor cells can detect mechanical displacements in the subnanometer range,
involving energy levels close to thermal noise, or some 4 X 1072! Joules (De
Vries 1948; Bialek 1987; Hudspeth 1997). Some insect ears—Ilike those of
mosquitoes—may operate at similarly low levels (Gopfert and Robert 2001). In
addition, audition is also designed to monitor acoustical events often more dy-
namic and transient than the spiking activity of neurons (for insects, see Pollack
1998; Schiolten et al 1981). Much work has been committed to the question of
what are, for insects, the adequate cues—the physical quantities—that betray
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the direction and/or the location of a sound source, and how do insects go about
to detect them. And, crucially, can these cues be converted, and if so how, into
information that coherently represents the acoustical geometry of the outside
world? Witness the chapters in this volume, the question of directional hearing
has a long history, the problems are admittedly complex and the vast literature
to date may only herald the promising depths of future research.

Probably only sifting near the surface of a rich pool of innovations, this
chapter presents the mechanisms responsible for directional hearing in insects,
and attempts to advance some ideas on how to explore this pool further. This
chapter intends to present the constraints imposed on insects and explain the
structures and functions known to operate in the process of directional hearing
in insects. At times, some subjects will not be treated with the length and depth
they deserve; this is not to occlude the concepts with a barrage of data. At
those moments, recommendation will be made to consult recent reviews and key
original articles to gather complementary insight. Insect hearing has been the
subject of several recent reviews (Yager 1999). Of particular relevance is Vol-
ume 10 in the Springer Handbook of Auditory Research entitled Comparative
Hearing: Insects edited by Hoy, Popper, and Fay (Hoy et al. 1998), that presents
an authoritative overview. A collection of articles published as multi-author
topical journal issue (see Robert and Gopfert 2004) addresses, among varied
aspects, the latest research on insect auditory anatomy (Yack 2004), neurobiol-
ogy (Hennig et al 2004), and psychoacoustics (Wyttenbach and Farris 2004).

2. What about Insect Ears?

2.1 Two Basic Types But Numerous Variations

The ears of insects can be categorized into two basic types, the tympanal ears
and the flagellar ears. Both types, nearly always occurring as a bilateral pair,
are highly sensitive to airborne vibrations and in their own way fulfill the func-
tions of hearing organs. Figure 2.1 provides a very brief account of the diversity
of insect auditory organs. Perhaps among the better known, the tympanal ear
of the locust is among the “largest” of its type found in insects, yet, its tym-
panum spans only about 1 to 2 mm (Fig. 2.1A).

Tympanal ears can be found virtually anywhere on the general insect body
plan, on the mouthparts (hawk moths), the tibia (field and bushcrickets), the
abdomen (locusts and moths), the anterior thorax (parasitoid flies), the wing
base (butterflies), the ventral thorax (mantisses), and the base of the neck (bee-
tles) (reviews: Yack and Fullard 1993; Hoy and Robert 1996; Yack 2004). The
basic bauplan of a tympanal ear consists in a thin cuticular membrane backed
with an air-filled cavity with a mechanosensory chordotonal organ directly or
indirectly in mechanical contact with the tympanum (Robert and Hoy 1998).
The morphology of the tympanum, the associated air sacs, and the mechano-
sensory organ display a diversity that is allegedly bewildering and perhaps



FIGURE 2.1. External auditory anatomy of a locust, a cricket, a mosquito, the cercal
system of the cricket, and two parasitoid flies. (A) The tympanal ear of the locust. PV
is the pyriform vesicle; FB the folded body to which high and low-frequency receptors
respectively attach. The tympanal membrane is delineated by the white stippled line.
Scale bar = 200 pm. (B) Posterior tympanum on the tibia of the first pair of legs of
the cricket Gryllus bimaculatus. Scale bar = 1 mm (inset: 250 pm). (C) Light scanning
micrograph of the antennae of the male mosquito Toxorhynchitis brevipalpis. The ball-
like structures at the base of the antenna are the mechanoreceptive organs. Scale bar =
500 um. (D) Filiform hairs on the cercus of the field cricket G. bimaculatus. Scale bar
= 200 um. (E) Tympanal ears of a tachinid fly (Ormia). Arrow, tympanal membrane;
arrowhead, insertion point of the mechanoreceptive organ; N, neck; PL, prothoracic leg.
Scale bar = 200 um. (Light scanning micrograph by D. Huber). (F) Tympanal ears of
a sarcophagid fly (Emblemasoma). Arrows show insertion points of mechanoreceptive
organs on the tympanal fold. Scale bar = 200 um.

8
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unique to insects (Yack 2004). A partial and logically ultimate explanation for
that variation is that tympanal ears have evolved independently perhaps as many
as 19 times, and in at least 7 out of the approximately 25 orders of insects
(Fullard and Yack 1993; Hoy and Robert 1996; Yager 1999). In view of the
diversity of insects and their morphological adaptability, this figure may simply
reflect the lack of research in the remaining “atympanate” orders. Notably, the
absence of tympanal ears in the well-studied hymenoptera (ants, bees, and
wasps), and odonata (dragonflies and damselflies) remains puzzling, and hence
may deserve renewed attention. As tympanal hearing is only one of the two
known methods for audition, it may be tempting to speculate somewhat, and
suggest the possibility that notoriously atympanate insects (mostly the very spe-
ciose beetles and flies, but also little known insect orders) may be endowed with
a yet unfamiliar sense of hearing, possibly based on the flagellar type, or some
variation of it (Fig. 2.1).

2.2 The Directionality of Particle Velocity Receivers

The anatomical basis of nontympanal hearing has been known for quite some
time and takes the form of antennae (in mosquitoes, Johnston 1855), filiform
hairs borne on the body wall (caterpillars, Tautz 1977), or the terminal cerci
(crickets, Gnatzy and Tautz 1980) (Fig. 2.1). This type of auditory receiver is
said to be inherently directional. This is in part because it responds to the
particle velocity component of the sound field, which is a physical attribute that
is vectorial (as opposed to the pressure component which is a scalar quantity).
For one part, directional information is thus contained by the bulk oscillations
of the air particles that take place in the direction of sound propagation, in the
far field. Another component of directionality relates to the anatomical arrange-
ment of hairlike structures and antenna. Indeed, the mobility of the sound re-
ceptor may not be isotropic. An asymmetry may then confer some directionality
to the system oscillating in the sound field. In effect, as shown in the caterpillar
of noctuid moths, some filiform hairs display a distinct inherent directional re-
sponse, and some do not (Tautz 1977). Since the particle velocity portion of
acoustic energy dominates near the sound source, these organs have also been
called near-field detectors. This is not to say, however, that they will detect only
sound in the near field of a sound source (from one sixth to one wavelength
away from it). If endowed with enough sensitivity, particle velocity receivers
may well detect sound in the far field, where particles also oscillate, albeit with
much smaller magnitude. Because sound fields are usually strongly divergent
close to small sound sources, such as a female mosquito, bilateral particle ve-
locity receivers (the antennae of a male mosquito) may experience vastly dif-
ferent vector fields depending on their distance from the sound source and the
orientation of their auditory organs’ axis of best sensitivity. This alone may
affect the directionality extractable by two bilaterally symmetric antennal detec-
tors. In effect, the direction of a particle velocity vectors in a sound field near
the source depends on the type of source (monopole, dipole). As a result, at
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any point in space, the velocity field may or may not directly point to the sound
source. The problems associated with the processing of such vectorial acoustic
information have been little investigated in insects, but may well be of similar
nature to those encountered by fish (Edds-Walton et al 1999). The capacity of
flagellar auditory organs to detect sound directionally (mosquitoes, Belton 1974)
has received only little attention recently. The physical basis of their direction-
ality, in terms of their viscous interaction with a vectorial sound field, their
own—sometimes variable—asymmetry and the coding of primary mechano-
receptors, remains unknown to date.

3. The Effects of Size on Directional Cues

The main acoustic cues used for directional hearing are interaural differences in
intensity (IID) and in time (ITD). In addition, variations in the spectral com-
position of incident sounds can provide directional information about the source
of sound (Middlebrooks and Green 1991; Wightman and Kistler 1997). Re-
quiring significant diffractive effects to take place, this possibility is quite un-
likely for the smaller (grasshoppers, flies), but is not excluded for larger auditory
insects (locusts and bushcrickets). Another, nontrivial requirement is, of course,
some sensory capacity for frequency analysis. The coding of frequency by
auditory receptors and interneurons has been well documented in a variety of
insects, in particular in grasshoppers and crickets (for review see Pollack 1998).
Although some capacity for frequency discrimination has been demonstrated for
field crickets (behavior, Wyttenbach et al 1996; neural coding, Pollack and Imai-
zumi 1999), directional sound detection based on spectral variation, as known
from vertebrates, has received little consideration. Such a mechanism would
possibly necessitate quite a fine resolution in the frequency analysis and the
sequential comparison between sounds of varying frequency composition, a
processing feat that has not been demonstrated in insects.

Amplitude and time domain cues, IID and ITD, are mainly determined by the
spatial separation between the ears and their position relative to the sound
source. In insects, the interaural distance can vary from 1 cm (locusts, bush-
crickets) to only a few millimeters (crickets, grasshoppers, moths, cicadas), or
a mere 500 um (parasitoid flies). Consequently, interaural differences in the
time of arrival of a sound wave (ITD) can easily vary from 30 us to 1.5 us.
Interaural distances in insects are also often considerably smaller than the wave-
length of the relevant sound, a fact that bears consequences for the other main
cue (IID). Acoustical theory states that diffraction between an object of size r
and a sound wave of wavelength / becomes significant when the ratio r:/ exceeds
0.1 (Morse and Ingard 1968). Experiments exploring this theoretical prediction
have been rarely rigorously conducted in insects; but when they have (moths,
Payne et al 1966; locusts, Robert 1989; locusts and grasshoppers Michelsen and
Rohrseitz 1995; flies, Robert et al. 1999), they showed diffractive effects that,
as sound frequency increases, result in growing sound pressure variations and
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IIDs. A systematic quantification of acoustic diffraction in a free field, using
probe microphones commensurate with the task of measuring the microacoustics
around the body of an insect has yet to be undertaken. Thus far, it appears that
the main limiting problem has been the excessive size of probe microphones.
The possible use of diffraction-related frequency cues may deserve some re-
newed attention in light of recent psychoacoustical evidence suggesting that the
cricket may detect the direction of incident waves in the elevational plane (Wyt-
tenbach and Hoy 1997).

Another important consequence of small body size is the reduced amount or
absence of dense tissue between the auditory organs. Tympanal ears are always
associated with large air sacs that generate some acoustical transparency across
the body. Even for a large insect such as the locust, diffraction has limited
effects (see Fig. 1 in Michelsen and Rohrseitz 1995). When ears are close
together, little space is left for sound absorbing tissue to acoustically isolate the
ears from each other. In locusts, some of the interindividual variation measured
in the interaural transmission was attributed to differences in the amount of fat
tissue between the ears (Miller 1977). In parasitoid flies, the bilateral ears even
share a common air sac (Robert et al. 1996). More complete descriptions and
quantifications of the biomechanics of sound propagation and the generation of
cues for directional hearing in insects can be found in earlier reviews (Michelsen
1992, 1996, 1998, Robert and Hoy 1998).

4. Directional Receivers in Insects

Research in insect audition has uncovered a rich diversity of structures and
functions that serve the purpose of directional sound detection. Taking advan-
tage of the amenability of insects to a variety of experimental work—biome-
chanical, behavioral, anatomical or neurophysiological—the study of insect
audition has fostered the discovery and the intimate understanding of alternative,
original, mechanisms for directional hearing, such as pressure difference receiv-
ers and mechanically coupled receivers.

4.1 Pressure Receivers

Tympanal ears operating as pure pressure receivers are found on insects that are
relatively large compared to the wavelength of the sound frequencies of behav-
ioral relevance (either the courtship and mating songs or the high-frequency
echolocation cries of bats). These ears are deemed to be pressure receivers
because sound pressure is thought to act only on one face of the tympanal
membrane, usually the external one (yet, the internal one in bushcrickets) (Fig.
2.2A) (see Michelsen 1998). In such situation, the insect’s body is large enough
to generate diffractive effects, resulting in overpressures and underpressures at
the location of, respectively, the ear nearer and further from the sound source.
Interaural pressure differences (or I1IDs) are thus generated that constitute suf-
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FIGURE 2.2. Directional receivers in insects. The ears are symbolized by a pair of boxes
each with one thin wall representing the tympanal membrane and one small opening for
static pressure equalizing (arrowhead). For simplicity, the action of pressure on the
tympanal membrane is reduced to a point force F. (A) Pure pressure receivers. Forces
act on the external side of the tympanal membranes. The two ears are acoustically
independent. (B-D) Pressure difference receivers. For all cases, the forces act on both
sides of the tympanal membranes. Internal sound pathways are shown by long arrows.
(B) In locusts and grasshoppers. (C) In bushcrickets. (D) In field crickets. (E) Me-
chanically coupled pressure receivers in tachinid flies, the seesaw model. Forces act on
the external side of each tympanum, generating asymmetrical deflections of the intertym-
panal bridge. (F) Mechanically coupled pressure receivers in sarcophagid flies. The
deflection mode diagrams illustrate the asymmetrical mechanical behavior for both fly
families. Responses are shown for three frequencies; a, bending at 4 kHz; b, rocking at
7 kHz; ¢, combination of the above at 15 kHz. Asterisks show the points of attachment
of the mechanoreceptors to the tympanal system. See text for further explanations.

ficient cues for directional hearing. In a large noctuid moth, IIDs of some 20
to 40 dB were measured as a result of the substantial diffraction of sound with
frequencies similar to those used by echolocating bats (30 to 60 kHz) (Payne et
al. 1966). Such large IIDs are most practical for directional hearing, but they
are not a prerequisite for it, nor do they indicate that the animal in question
uses directional information to evade its aerial predators. Small IIDs can convey
adequate information for localization or lateralization in insects. For some small
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grasshoppers, IIDs as small as 1 to 2 dB have been shown to be sufficient to
elicit reliable orientation toward attractive calling song (von Helversen and
Rheinlander 1988; see Hennig et al. 2004). Forcibly, as the frequency of sound
decreases, diffraction-related cues vanish, a constraint that has often been in-
voked for the tendency of insects to design calling and mating calls with high
frequencies (to the inevitable cost of transmissibility) (Michelsen 1996; Bennet-
Clark 1998). It is worth noting that quantitative measurements of intra-aural
(i.e., behind the tympanum) pressure variation, with reference to the external
pressure variation, of insect ears have proven to be very difficult and have thus
far not been undertaken in noninvasive conditions. Hence, the notion of pure
pressure receiver seems to rely on the recognition of only one acoustic input
into the ear (the tympanum), and the absence of evidence for an alternative input.

4.2 Pressure Difference Receivers

Pressure difference receivers are distinctly more complicated, and more variable
in their anatomy and modes of operation (Fig. 2.2B-D) than pressure receivers.
Pressure difference receivers are typically found in insects with body sizes only
a fraction of the wavelength of interest. As illustrated schematically in Figure
2.2, pressure difference receivers can take one of three forms. By definition,
their mode of operation relies on the action of sound pressure on both sides of
a tympanal membrane. Requiring more than one input per ear, such a mecha-
nism was proposed a while ago as a solution to the problem of directional
hearing by small animals, and in particular, among arthropods, by grasshoppers
and locusts (Autrum 1940). The principle relies on ears being each endowed
with two or more acoustic inputs. These supplementary acoustic inputs are
adapted to conduct pressure waves to the internal side of the tympanum (Fig.
2.2B). The internal sound pressure, owing to its travel in a tracheal tube or
across air sacs, undergoes different degrees of attenuation or amplification and
some phase shift as a result of alterations in propagation velocity. In such a
system, the force driving the tympanal membrane is the difference between the
external and internal pressures (or notionally, forces) (Fig. 2.2B, F, and F;).
Notably, because the pressures involved are periodic, a force still acts on the
tympanal membrane when internal and external pressures happen to be equal
(no attenuation or amplification through internal travel) but have a phase differ-
ence. Of course, in such a system, a combination of both phase shift and am-
plitude difference is likely to take place, and to affect the ipsilateral and
contralateral ears differentially. In theory, well-adjusted phase shifts and am-
plification factors could lead to constructive and destructive interference at the
tympanal membranes that may greatly enhance the contrast between the
two ears.

The first type of pressure difference receiver relies on the acoustic coupling
between the two ears achieved by acoustically conductive tissue, or air sacs,
situated between the tympanal cavities (Fig. 2.2B). For this particular anatomy,
the pressure acting on the internal side of the tympanal membrane travels from
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the contralateral side of the animal. This anatomical arrangement has been
identified in the locust (Miller 1977). Because internal sound conduction has
been shown to decrease with increasing frequency, the locust ear is deemed to
operate as a pressure receiver for high frequencies and a pressure difference
receiver for low frequencies. Two valuable studies have investigated in greater
detail the mechanisms at work for directional hearing in large (Schistocerca
gregaria) and small (Chorthippus biguttulus) grasshoppers (Michelsen and Rohr-
seitz 1995; Schul et al 1999). The premise of the first study was that the bio-
mechanical mechanisms employed by large and small grasshoppers, should be
scalable, owing to size and differences in the frequency range used for com-
munication. A model was proposed that could predict directionality as a func-
tion of auditory inputs and internal interaural transmission gains and delays.
Measurements failed to satisfy a simple scaling law, and it was concluded that
directionality cues were poor at 5 kHz for the small grasshopper. The model
would not apply as such to the smaller of the two auditory systems. This was
attributed to an insufficient transmission delay in the internal interaural passage
of sound. Yet, C. biguttulus can reliably orient to 5 kHz sound in the context
of phonotactic experiments (von Helversen and Rheinlander 1988; Pollack
1998). In an effort to test the general validity of the model, Schul et al. (1999),
using behavioral, acoustical, and electrophysiological methods, determined the
contribution of the internal pathway responsible for the bilateral transfer of
sound pressure. The acoustical measurements of Schul et al. yield transmission
delays that substantially differ from those of former studies for the small species,
but coincide for the large species. In particular, the delay incurred by the in-
ternal interaural sound transmission is identified—and quantified—as being es-
sential to the generation of interaural differences, bringing to agreement
phenomenology and model predictions. Therefore, it seems that the proposed
two-input model featuring an interaural delay line is valid for grasshoppers and
their pressure difference receiver system.

Another type of pressure difference receiver can be found in bushcrickets
(katydids), which have their auditory organ (two tympana per organ, associated
with one mechanoreceptive organ) on the foreleg tibia (Fig. 2.2C). Katydids
can be quite large compared to the frequency of their calling songs, yet, because
the tympana are borne on thin legs clear from the body wall, reduced diffractive
effects can be expected. As in the large desert locusts (Robert 1989), significant
diffraction-related over- and underpressures occur near the body surface. Ex-
ploiting these diffractive effects, bushcrickets possess additional acoustic inputs
on their thorax, some specialized spiracles and horn-shaped atria connecting to
tracheal tubes that lead to the internal side of the tympanal membranes but also
to the mechanoreceptive organ (Lewis 1983). Thus, unlike grasshoppers, the
pressures acting on either side of the tympanum both originate from the same
side of the body (compare Fig. 2.2B, C). Notably, the tracheal tube has the
shape of an exponential horn and acts like one; sound transmitted through it is
amplified. The result is that the internal sound pathway dominates the force
field driving the tympanal membranes (Lewis 1983). This type of pressure
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difference receiver has not received as much biomechanical attention, and un-
certainty remains concerning the amplification process in the horn-shaped acous-
tic trachea, the action of the pressure on the mechanoreceptor organ, and the
role of the oft-present thin tracheal connection between the tracheal horns (Fig.
2.20).

Another, much studied example of a pressure difference receiver is the field
cricket Gryllus bimaculatus (Michelsen et al 1994) for which body size and
wavelength of relevant calling songs are, respectively, about 0.8 cm and 7 cm.
Although the interaural distance is difficult to estimate in this species—the tym-
panal ears are situated on the highly moveable tibia (Fig. 2.1B)—it is apparent
that insufficient ITDs and IIDs are available for directional detection. The an-
atomical arrangement found in field crickets is the most complex known to date,
employing no fewer than four inputs and one internal interaural transmission
channel (Fig. 2.2D). One important operational characteristic of that system is
that the two more important force inputs to the anterior tympanal membrane are
the external sound pressure (Fig. 2.2D, F,), and the internal sound pressure (F5)
originating from the contralateral sound input (Fig. 2.2.D), unlike the situation
in bushcrickets for which F; is the dominant, ipsilateral input. In field crickets,
the tracheal connection between the hemilateral tracheal tubes is larger than in
bushcrickets and displays a thin septum at the midline (Fig. 2.2D). This septum
has been suggested to play a crucial role in enhancing the time delay in the
internal interaural transmission line (Lohe and Kleindienst 1994; Michelsen and
Lohe 1995). In passing, it is worth noting that in field crickets, the anatomical
relationship between the tympanal membrane and the mechanosensory organ is
quite complex (Yack 2004). To what degree the vibrations of the tympanal
membrane translate into mechanical actuation of the sensory organ (in magni-
tude and phase), and what role is played by sound pressure in the tracheal system
adjacent to it, remain unknown. This problem also amounts to that of the current
difficulty of measuring sound pressures in small cavities.

Multiple studies have revealed the robust capacity of crickets to readily locate
the source of a calling song in intact situations but also when different parts of
their tracheal anatomy and identified acoustical inputs were destroyed or plugged
(Schmitz et al 1983; Weber and Thorson 1989; Doherty 1991; Michelsen and
Lohe 1995). Taking nothing away from the biomechanical measurements, this
behavioral evidence indicates that the four input pressure difference system is
sufficient, but is not, at least in certain conditions, necessary for directional
hearing.

A necessary word of caution should emphasize that the drawings of Figure
2.2 are notional and by no means intend to reflect the anatomical complexity
and the actual paths taken by the multiple pressure waves propagating in cavities
and long tapered tubes. If granted an explanatory value, these schematic rep-
resentations are meant to illustrate the operational principles of various pressure
difference receivers. Variations on that theme, with intermediate forms, or en-
tirely new forms of internal sound transmission are likely to exist in other in-
sects. Several accounts of the biomechanics of pressure difference receivers
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have been published (Michelsen et al 1994; Michelsen 1992, 1996, 1998; Schul
et al 1999), and a recent review covers the neural processing in directional
hearing (Hennig et al. 2004)

Arguably, ears operating as pressure difference receivers, at least in their low-
frequency range of sensitivity, may well be the most common type of auditory
receiver in insects. Indeed, most auditory insects are in the biometric range (one
centimetre and much smaller) that could require the presence—if not justify the
evolution—of a pressure difference receiver system. Both conditions of limited
diffraction and interaural acoustical coupling may thus be often fulfilled. With
this in mind, the presence of sound transmission inside adapted acoustic tracheae
in some insects raises interesting possibilities for other types of auditory receiv-
ers. Intriguingly, could internal sound transmission elicit vibrations of the tra-
cheal wall that, in turn, could be detected by an associated chordotonal organ?
Formulated more precisely, a thinning of the tracheal wall, or air sac, accom-
panied by the selective absence of taenidia (ridges acting as structural buttress-
ing) and a few scolopidial mechanoreceptive units could act as a pressure or
pressure difference receiver.

4.3 Mechanically Coupled Pressure Receivers

For some small insects, both interaural distance and body size are simply too
small to produce IIDs and ITDs of significant magnitudes. In the little tympan-
ate parasitoid tachinid fly Ormia ochracea, the ears are so close together that
they link up at the midline of the animal (Fig. 2.1 E, F). For this fly, the best
possible ITD has been measured to amount to 1.45 us (=0.49, SD, N = 10)
(Robert et al 1996). For such a small insect, body size to wavelength ratio of
1:35 at best precludes significant diffractive effects (Robert et al 1999). Yet, the
fly can very accurately locate her host acoustically, a field cricket singing its 5-
kHz calling song (Cade 1975) using tympanal auditory organs (Robert et al.
1992; Miiller and Robert 2001). Biomechanical and physiological evidence has
shown that these ears are directional, and have revealed the mechanism by which
they achieve this directionality (Miles et al 1995; Robert et al 1996). The pro-
cess is based on the mechanical coupling between two adjacent tympanal mem-
branes, an unconventional mechanism that is so far known to occur only in flies
(Robert and Hoy 1998; Robert and Gopfert 2002). The mechanism involves the
coupling of the tympana by a flexible cuticular lever; this coupling has the effect
of amplifying tiny acoustic cues into more substantial interaural differences that
can be processed by the nervous system. In response to the host cricket song,
a trill with a carrier frequency at 4.8 to 5 kHz, this coupled tympanal system
undergoes asymmetrical mechanical oscillations. Using scanning laser Doppler
vibrometry, it could be shown that the oscillations arise from the linear com-
bination of two resonant modes of vibration. Rocking like the two arms of a
floppy seesaw (see Fig. 2.2E), the coupling lever and the two tympanal mem-
branes attached to it move out of phase and at different amplitudes at frequencies
close to that of the cricket song (Miles et al 1995; Robert et al 1996). Re-
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markably, the mechanical ITD measured between the tympanal membranes is
50 to 60 us and the mechanical 1ID is 3 to 12 dB for sounds delivered at 90°
azimuth. This mechanical ITD is thus about 40 times longer than the 1.5-us
acoustical ITD. It is as if the ears of the fly were located some 20 mm from
each other (instead of the real interaural distance of 520 um). Operating as a
mechanical ITD and IID amplifier, this unconventional system converts small
acoustical cues into larger mechanical cues. Recent evidence reveals how these
mechanical cues are used for the reliable neural coding of sound direction (Ma-
son et al 2001; Oshinsky and Hoy 2002). These studies provide precious insight
into the neural mechanisms that allow the hyperacute coding of acoustic infor-
mation, a subject that is presented in Section 5 hereafter.

Directional hearing by mechanical coupling between two tympanal mem-
branes is not unique to tachinid flies; it has also been described for a fly of
another dipteran family (the sarcophagidae) illustrating a remarkable case of
convergent evolution (Robert et al. 1999). As a parasitoid of cicadas, the fly
(Emblemasoma spp.) also possesses a hearing organ on its prothorax (Fig. 2.1F).
The mode of operation of this auditory organ is analogous to that of the tachinid
fly O. ochracea, but it is not identical (Robert et al. 1999).

Phenomenologically, these two auditory systems achieve asymmetrical tym-
panal deflections, a prerequisite for directional hearing in these systems, but not
in the same way. The tachinid and sarcophagid systems present several crucial
anatomical differences that determine tympanal mechanics. In the tachinid sys-
tem, intertympanal coupling is achieved by the presternum, an unpaired sclerite
that spans across the midline where it is anchored to the immobile probasister-
num (Fig. 2.1E). The mechanoreceptive organs attach at the end of each arm
of the presternum (labeled * in Figs. 2.1E, F and 2.2E, F) Using microscanning
laser Doppler vibrometry, it was shown that this sclerite acts as mechanical lever
coupling the two ears. The lever consists of two beams that are joined medially
by a torsional spring (marked ~) and supported by a fulcrum (a pivot point
marked by a black triangle in Fig. 2.2E). Biomechanical evidence shows that
such a lever system has two degrees of freedom, resulting in a rocking mode
and a bending mode. At low frequencies, the presternum undergoes bending
(flexion at the immobile fulcrum), whereby both arms of the lever move together
(Fig. 2.2E, a) (Miles et al 1995; Robert et al 1996). The deflection shapes of
this tympanal system have been measured; the end points of the lever (*; at-
tachment locations of mechanoreceptor organ) experience displacements of sim-
ilar amplitude at frequencies below approximately 4 kHz (Robert et al 1996).
As a point of comparison, at such frequencies the tympanal system of the sar-
cophagid fly deflects inwards and outwards with only little bending (Fig. 2.2F,
a). In effect, the deep folding running across the tympanal membranes and the
presternum of the sarcophagid ear (Fig. 2.1F) generates a stiffness anisotropy
making the entire system prone to oscillate about the animal’s midline. Deflect-
ing as a single beam unsupported medially, both tympana move together with
only slightly different displacement amplitudes. The translational mode ob-
served for low frequencies in sarcophagids (Fig. 2.2F, a) is thus equivalent to
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the bending mode described for tachinid flies (Fig. 2.2E, a). At intermediate
frequencies (approximately 7 kHz), both tympanal systems oscillate in a rocking
mode; outward displacements at one end of the presternum are accompanied by
inward displacements at the other end (b in Figs. 2.2E, F). In this rocking mode,
both tachinid tympana oscillate about the midline, but owing to the flexibility
provided by the torsional spring, they do so with some phase delay and ampli-
tude difference (Miles et al 1995; Robert et al 1996). Notably, in the sarco-
phagid fly the rocking mode occurs in the absence of a fulcrum anchored at the
midline of the animal. For both systems, the mechanical ITDs and IIDs (dif-
ferences between one side of the tympanal system and the other) increase as
frequency increases. For higher frequencies (15 kHz), a combination of the two
modes dominates the motion and the side contralateral to the incident sound
wave experiences low displacements (¢ in Fig. 2.2E). For the sarcophagid ears
the single beam formed by the tympanal fold sways about its contralateral end
(c in Fig. 2.2F) (Robert et al 1999). Deflection shapes thus differ between the
tachinid and the sarcophagid systems, yet the deflections experienced by the
points of insertion of the mechanoreceptive organs are similar (compare asterisks
in Fig. 2.2E, F). The single, unpaired air space backing the tympanal system
of both tachinid and sarcophagid flies cannot be a priori excluded to play a role
in sound transmission similar to a pressure difference system. This question has
been addressed in tachinid flies where it was shown, using acoustical and direct
mechanical actuation, that interaural mechanical coupling did not depend on the
presence of a finite air-filled cavity (Robert et al 1998). That study concluded
that the mode of operation of these ears relies on mechanical coupling only,
excluding the action of a pressure difference mode.

Both auditory systems achieve asymmetrical tympanal deflections despite in-
teraural distances of the order of 1 mm. The interaural mechanical coupling
relies on a particular morphological design that provides an anisotropy in stiff-
ness. Through functionally convergent but anatomically divergent evolutionary
innovations, these two fly families have independently solved the problem of
the directional detection of low-frequency sounds by tympanal membranes sep-
arated by a fraction (1:130) of the wavelength. Other tachinid flies, from other
genera have been reported to use ears to detect calling songs of their hosts at
higher frequencies (10 to 15 kHz) (Lakes-Harlan and Heller 1992); from mor-
phology alone it is likely that they use mechanical coupling for directional hear-
ing. The morphological design and mode of action of the sarcophagid tympanal
membranes show, in principle, how a millimeter-size ear can be directional by
virtue of one or several folds on its membranes. Again and yielding to specu-
lation, folds and creases along a thin tracheal tube may provide in other insects
the adequate substrate, if linked to mechanoreceptor neurons, for internal audi-
tory organs with directional characteristics. For mechanically coupled pressure
receivers, the exact mechanical characteristics of the tympanal membranes, such
as stiffness distributions and anisotropies, tolerances for bilateral differences,
and their contributions to directionality remain uninvestigated. It is also worth
noting that some 43 species in 7 genera of tachinid parasitoids have been shown
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to possess a wide variety of modifications of their prosternal anatomies very
reminiscent of mechanically coupled hearings organs (Huber and Robert un-
published results).

5. Temporal Hyperacuity in Insect Directional Hearing

In some sensory modalities, such as hearing and electroreception, the time scale
of events can be far shorter than the conventional millisecond-range of neural
signaling. In hearing, localization tasks near the midline often involve
microsecond-scale ITDs. Defined as the capacity for submillisecond coding,
temporal hyperacuity has been documented for barn owls (Knudsen and Konishi
1979; Moiseft and Konishi 1981) and electric fish (Rose and Heiligenberg 1985).
Essentially, the underlying neural mechanisms have been proposed to rely on
the convergence of many sensory afferents onto an interneuron acting as a co-
incidence detector. Interneuronal spiking would be elicited only by the coherent
firing of an ensemble of afferents within a narrow window of temporal coinci-
dence. The spiking accuracy and reliability of the primary afferents is therefore
crucially important in that scheme (de Ruyter van Steveninck et al 1997). Ac-
cordingly, events following each other within microseconds are most relevant to
the microscale ears of fly Ormia ochracea. As seen in Section 4.3, in the best-
case scenario (sound source 90° to the side of the animal) the tympanal system
amplifies temporal acoustic cues (ITDs) by about 40 times, yielding mechanical
ITDs of some 50 to 60 us. It was shown at the mechanical level that the system
of intertympanal mechanical coupling could vary its response as a function of
the angle of sound incidence. Naturally, when the sound source is near the
midline of the animal mechanical ITDs and IIDs decrease to values smaller than
1 us (Robert et al. 1996). The demonstration that the flies can use temporal
sound cues at the submicrosecond scale came from a series of behavioral and
neurophysiological experiments by Mason et al. (2001). Flies were tethered on
their pronotum and brought to walk on an air-cushioned spherical treadmill that
would record the flies’ locomotory activity (Fig. 2.3A). Flies could produce
walking responses oriented toward the sound source, and quite unexpectedly,
they could reliably do so even though the deviation from the midline was 1 to
2° (Fig. 2.3B). When the amount of turning was measured as a function of the
angle of azimuth of the sound source, a sigmoid response curve was revealed
that displayed a smooth transition near the midline (Fig. 2.3C). This distribution
of turning angles is expected from a system endowed with high accuracy of
localization (as opposed to lateralization) along the midline (azimuth zero). Fi-
nally, the proportion of correct responses as a function of stimulus azimuthal
angle was evaluated, revealing a remarkable reliability and repeatability at angles
as low as 2 to 3 degrees (Fig. 2.3D). It must now be considered that interaural
cues, when calculated for an angle of 2° and an interaural distance of 520 um,
amount to a mere 50 ns for acoustical ITDs, and 2 pus for the mechanical ITD
(owing to a mechanical amplification factor of 40) (Mason et al. 2001). How
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FIGURE 2.3. Phonotactic accuracy in the fly O. ochracea on a walking treadmill. (A)
Videophotograph of the fly tethered on top of a Styrofoam ball supported by an air
cushion. The locomotory activity of the fly is recorded by the resulting motion of the
ball. (From Mason et al 2001, with permission.) (B) Mean paths of locomotion of one
fly in response to cricket’s song delivered at different angles. (C) (N = 7 flies, 10 trials
per fly per angle, = 1 SD). Different azimuthal angles resulted in distinct phonotactic
trajectories. (D) Proportion of correct turns as a function of azimuthal angle of incidence.
A reliable oriented response occurs for angles as little as 2 to 3° (N = 19 flies, 20
responses per fly per angle). (B-D modified from Mason et al. 2001; © Nature Pub-
lishing Group.)

is the observed phonotactic behavior possible in view of such small directional
cues? The answer required further knowledge on the actual response charac-
teristics of the fly’s auditory primary afferent receptor neurons (Mason et al.
2001; Oshinsky and Hoy 2002).

The differences in the spike latency between left and right receptor neurons
have been measured for different sound locations (Mason et al. 2001). For 90°
azimuth, neural ITDs, measured as summed action potentials, amount to 150 us
and, as the angle decreases, drop by 3.5 us per degree, predicting a neural ITD
of 7us at 2° azimuth. Hence, in view of the observed phonotactic behavior, and
perhaps allowing for some degree of error in the measurements, the fly’s primary
afferent neurons seem capable of reliably encoding temporal events separated
by a mere 10us. The studies by Mason et al. and Oshinsky and Hoy together
provide key evidence that such capacity is based on a remarkably fast spike time
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code. First, most of the afferent neurons that were recorded were shown to
respond to acoustical stimulation with a single spike (type I afferents) (Fig. 2.4A,
90 dB sound pressure level (SPL), and have very low probability of spontaneous
activity (Oshinsky and Hoy 2002). Characteristically of this category of affer-
ents, only one spike is released, irrespective of the duration of the stimulus. The
latency of that single spike, measured as the time between stimulus onset and
spiking, increases as stimulus amplitude decreases, resulting in a “time/intensity
tradeoff” observed in numerous sensory systems (Fig. 2.4A). Such effect is
useful to generate directionality. Owing to the asymmetrical mechanical deflec-
tions of the tympanal system, the primary afferents, in addition to enhanced
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FIGURE 2.4. Temporal coding of mechanoreceptor neurons in the fly O. ochracea. (A)
Multiple action potentials of a single neuron as a function of the amplitude of the sound
stimulus in dB SPL. Low-amplitude stimuli result in a delayed action potential. (B)
Response of a single receptor to a series of 40 stimulus presentations. Raster plot of the
repetition, oscillogram of a single spike, and poststimulus histogram illustrate the high
repeatability of the neuron’s signalling. (C) Latency of receptor spiking as a function of
stimulus amplitude for ipsilateral and contralateral stimulation. For a 90-db SPL stim-
ulus, a receptor shows different spiking latencies, depending on whether it is ipsilateral
or contralateral to the sound source. (A-C modified from Oshinsky and Hoy 2002, ©
2002 by the Society for Neuroscience.)
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mechanical ITDs, experience different interaural stimulus amplitudes. Yet, in
detail, it is unknown whether the vibration amplitude of receptor neurons is
linearly related to that of the tympanal membrane. A nonlinearity may signify
a larger contrast of directionality for some range of amplitudes, generating a
“foveal” zone of acuity at some stimulus amplitude. Importantly though, a dif-
ference in spiking delays is generated between the individual afferents situated
in the ear ipsilateral or contralateral to the sound source (Fig. 2.4C). The re-
sponse latency of single afferents from one ear was measured in response to a
series of sound stimuli varying in amplitude (95 to 75 dB SPL) first broadcast
ipsilateraly to that ear, and then, at the same sound pressure, from the side
contralateral to that ear. This way, the difference in the latencies between ip-
silateral and contralateral afferents could be estimated. For 90 dB SPL, the
difference in afferent response latency was approximately 600 ps, a delay that
seemingly becomes manageable for neural processing (Fig. 2.4C).

Finally, a key observation was that the variation in spiking time (jitter) was
remarkably low compared to other invertebrate sensory systems. In effect, in
response to 40 successive 5-kHz tones, spiking latency was 3164 ps with a jitter
(the standard deviation of the latency distribution) of 95 us (Oshinsky and Hoy
2002)(Fig. 2.4B). The jitter measured for seven animals ranged from 12 us to
121 ps with an average of about 70 ps (Mason et al 2001). Thus, the uncertainty
of the spike code may be about ten times larger than the temporal event it is
required to code for (about 10 ps). At this stage, this is a task that a population
of primary afferents could achieve, reaching temporal hyperacuity by the co-
herent pooling of a large number—in the fly maybe 50 to 100—of afferent
neurons (Mason et al. 2001). In this respect, the influence of stimulus amplitude
on spiking jitter bears some importance.

Although it would be expected, it is unclear if and to what exact degree the
spiking jitter of a receptor neuron (and hence that of the afferent population)
increases as stimulus amplitude decreases (Fig. 2.4A). Such dependence could
also contribute to the putative capacity for hyperacute coincidence detection of
first-order binaural auditory interneurons. Critical temporal coincidence may be
reached earlier and with a higher probability for the auditory channel experi-
encing more intense mechanical vibrations. In O. ochracea the primary affer-
ents project exclusively ipsilaterally, and in the three, fused thoracic neuromeres
(Oshinsky and Hoy 2002). To further evaluate the enticing possibility of coin-
cidence detection in an insect auditory system, the neuroanatomy of the first-
order interneurons, and their temporally hyperacute physiological capacity to
integrate afferent signaling, need to be further studied.

6. Insect Psychophysics and Auditory Space Perception

6.1 Psychoacoustics and the Third Dimension

Until recently, studies of directional hearing in insects were mostly concerned
with directional cues in the azimuthal plane. The reception of sound at the level
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of the tympanal membranes, the extraction of directional cues from the sound
field, and their neural coding in the elevational plane have not been given as
much attention. This is perhaps a possible consequence of the tacit assumption
that insect ears may not be up to the task. Compared to vertebrates and mam-
mals in particular, insects dedicate fewer mechanoreceptor neurons (with the
exception of mosquitoes) and seem to be endowed with a relatively limited
capacity for signal analysis in the frequency domain (see review by Pollack
1998). In animals with bilaterally symmetrical ears, the primary cues in the
elevational plane reside in the binaural (or even monaural) comparison of fine
spectral characteristics of the incoming sound and their comparison over time
(Middlebrooks and Green 1991, Wightman and Kistler 1997; Kulkarni and Col-
burn 1998). For insects, the task may be regarded as computationally demand-
ing and hence challenging. But again, as stimulus variables and processing
mechanisms may be entirely different in insects, the task is by no means
impossible.

In passing, it is worth noting that acoustic events occurring at a longer tem-
poral scale are also relevant to the sense of directional hearing in insects. For
instance, crickets in simulated tethered flight show a distinct sensitivity to the
precedence effect, a capacity for echo suppression that may enhance directional
sound detection in some situations (Wyttenbach and Hoy 1993). In crickets
again, it was shown that auditory receptor neurons are liable to habituation
during long bouts of simulation (8 to 10 s) in an intensity-dependent manner.
This habituation process can, surprisingly, reverse the sign of the interaural dif-
ference that results from conventional auditory processing (Givois and Pollack
2000).

Some elegant experiments have shown, in effect, that Polynesian field crickets
(Teleogryllus oceanicus) can detect and discriminate between sounds delivered
at different elevational angles (Wyttenbach and Hoy 1997). In that study, the
minimum audible angle (MAA) was taken as a measure of spatial auditory
acuity. As a standard descriptor in the field, MAA was defined as the smallest
angular separation at which two sounds are perceived as coming from two dis-
tinct sources (Fay 1988). Remarkably, the experimental paradigm of choice to
test discrimination in crickets was that of habituation—dishabituation. When
presented with pulses of ultrasound mimicking echolocating bats, crickets ini-
tiate steering maneuvers that are part of a startle/avoidance behavior (Fig. 2.5A)
(Moiseff et al 1978). This behavior is liable to habituation; the response am-
plitude in effect decreases with stimulus repetition (Fig. 2.5B, stimuli 1 to 5).
Complying with criteria of habituation, the response decreases exponentially at
a rate dependent on stimulus amplitude and repetition rate, can recover spon-
taneously, and with the presentation of a novel stimulus (Fig. 2.5B, stimuli T
and P). Experiments required the cricket to habituate to a series of ultrasound
pulses from a particular loudspeaker location, and then recorded whether the
test (T) stimulus—a single ultrasonic pulse from another location, or with any
other acoustical attributes—could cause dishabituation (Wyttenbach et al 1996;
Wyttenbach and Hoy 1997). Importantly, dishabituation as such was measured
as the response to a probe pulse (P) identical to the habituating pulses (Fig.
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FIGURE 2.5. The spatial acuity of the cricket auditory system. (A) Behavioral response
used to assess auditory acuity. The ultrasound avoidance response involves the rapid
swing of the hind legs and abdomen. These are monitored by a photocell generating a
voltage (H) proportional to the amount of movement. (B) Five pulses of sound with a
carrier frequency of 40 kHz were presented at regular intervals from one loudspeaker to
habituate the escape response. A test pulse (T) was delivered at 40 kHz from another
loudspeaker, followed by a probe pulse (P), identical to pulse 1, from the initial loud-
speaker. The minimum audible angle (MAA) for a position was defined as the smallest
angular separation of the loudspeaker that would evoke dishabituation. (C, D) Polar
diagram displaying MAA, shown as the distance from the center of the diagram. (C)
Acuity in azimuth, is best (11.25°) around 0° and worst (45°) at 90° and 135°. Data on
the left and right sides of this graph are mirror images. (D) Acuity in elevation. Acuity
is best (45°) in the front and rear and worst (90°). (Modified from Wyttenbach and Hoy
1997 © Company of Biologists Ltd., with permission.)
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2.5B). The use of the probe stimulus establishes whether the dishabituating
pulse (T) is perceived as different from the habituating pulse, although it may
not elicit any behavioral response. Hence there is a need for a probe pulse to
uncover the presence of dishabituation. Using such a procedure, the minimum
angular separation of the acoustic stimulus source required for dishabituation to
occur was interpreted as the MAA. Quantitatively, the dishabituation index was
calculated by taking the difference between the response magnitudes to the probe
pulse and the last habituating pulse, and by dividing this difference by the re-
sponse magnitude to the first pulse in the habituating series. In the plane of
azimuth, experiments with flying tethered crickets yielded MAAs of some 11°
in front of the animal and some 45° to the side (Fig. 2.5C). In the elevational
plane, dishabituation took place when the sound source would be displaced by
45° in front or rear of the animal (Fig. 2.5D). This indicates that the animal
can differently perceive sound stimuli broadcast from different elevations. How-
ever, changes in the position of the sound source, or switching sound sources
may introduce some experimental confounding factors, such as changes in stim-
ulus intensity, that require appropriate controls. In the present case, changes in
stimulus intensity were ineffective in the range tested (Wyttenbach and Hoy
1997). In the plane of azimuth, these results concur with an earlier study, which
found that a loudspeaker deviation of 10° in front of a tethered cricket did not
elicit any behavioral response, while larger angles did (Pollack and Plourde
1982).

The habituation—dishabituation experimental paradigm is particularly useful
because it allows a quantification of sensory acuity that choice experiments do
not provide (Dooling and Brown 1990; Wyttenbach and Hoy 1997). To date,
the psychoacoustical approach in all its diversity and power has been underex-
ploited in the study of insect sensory biology (Wyttenbach and Farris 2004); it
is quite likely that many insect species and other modalities are amenable to
such tests.

Directional hearing in the elevation plane in field crickets makes sense in a
sensory ecological context; this is also during flight at dusk and dawn that
female crickets are to localize males calling from the ground. Multiple bio-
mechanical, behavioral, and electrophysiological evidences exist that different
cricket species are directionally sensitive and can perform some form of fre-
quency analysis of incoming sound waves (Hill and Boyan 1977; Pollack and
Plourde 1982; Michelsen et al. 1994). Because of the relative purity of their
calling songs, field crickets may well rely on different, or unusual, stimulus
variables that are perhaps related to the frequency domain and/or the multiple
inputs to their auditory system, but that have thus far eluded experimental test-
ing. Yet, the question of whether crickets, or any other insects (Pollack and
Imaizumi 1999) and notably cicadas (Fonseca et al 2000), can use spectral cues
for the purpose of directionality remains unanswered.
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6.2 Directional Hearing and Range Detection

The detection of sound in the three-dimensional space is also related to the
capacity to evaluate the distance of a sound source (Moore 1997). Like direc-
tional hearing, range detection may not be a necessity but it could constitute an
adaptive advantage to the organisms endowed with such capacity. Would in-
sects—or some of them—be capable of acoustic range detection?

Again, attention turns to a nocturnal insect that performs phonotaxis: the tach-
inid fly O. ochracea. As a parasitoid, the female must find a suitable host for
her eggs of larvae. Using her prothoracic ears, the fly finds her host in the dark,
homing in on the host’s calling song (Cade 1975). As the phonotactic fly flies
at some height above the ground (some 1 to 2 m) (D. Robert, personal obser-
vation), and the cricket sings on the ground, the task of acoustical localization
may well be a problem to solve in the three-dimensional space. The fly’s task
seems reminiscent of the behavior of the barn owl (Knudsen and Konishi 1979).
To address the question of acoustic orientation in the dark, the three-dimensional
flight trajectories of O. ochracea were quantified as the fly was induced to home
in on the source of a cricket song placed on the ground (Miiller and Robert
2001). The phonotactic flight paths were recorded in three dimensions using a
stereo infrared video tracking system (Fry et al 2000). This system also allowed
for controlling the delivery of sound stimuli as a function of the fly’s position
in space (Fig. 2.6A) (Fry et al 2004). As the phonotactic behavior is performed
in the dark, it was thus possible to assess the free-flight fly’s reaction to alter-
ations in acoustic stimulation taking place at predetermined and replicable times
and spaces in the flight arena. In particular, the control software of the tracking
system was designed to incorporate a virtual representation of the experimental
arena in silico. In this representation, diverse volumetric objects (such as a
sphere; Fig. 2.6A) could be defined and be assigned a logical function analogous
to that of a conventional light barrier. Experimental conditions could thus be
programmed to change automatically and online as the animal’s trajectory (its
X, Y, Z coordinates in the virtual representation) would mathematically intersect
the description of the virtual object. Local experimental conditions could thus
be controlled without physically cluttering the real flight and acoustic environ-
ment in order to test the animal’s reactions to novel stimuli, or the absence
of them.

Tracking experiments testing the phonotactic capacity of the fly in complete
darkness show that, interestingly, flies do not take the shortest path between the
starting platform and the sound source. Flies do not fly a beeline to the cricket
(Fig. 2.6B). Rather, trajectories comprise three distinct phases: a brief takeoff
phase; a cruising phase in which course and altitude remain quite constant; and
finally a terminal, landing phase. Taking place as the fly is nearer but still above
the sound source, this terminal approach is characterized by a steep spiraling
descent. The accuracy of the flies’ phonotactic behavior is remarkable: at the
end of a flight bout of about 4 m, they landed at a mean distance of 8.2 cm
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(SD £ 0.6 cm, N = 80 landings) from the center of the loudspeaker. One
particular, and simple, experiment brought to light some unsuspected and in-
triguing characteristics of this fly’s phonotactic capacity. As the fly was on its
way to the loudspeaker, the acoustic stimulus was interrupted, thus removing
the only navigational cue available. Surprisingly, the phonotactic behavior was
not drastically affected, or disrupted, by the interruption of the acoustic stimulus
(Fig. 2.6C). In effect, irrespective of her position in the flight room at the time
of stimulus interruption, the fly initiates the descent maneuver (spiraling drop)
at the appropriate time and location, not far above the loudspeaker. This results
in a landing close to the now silent loudspeaker. Since other possible naviga-
tional cues are absent (visual and/or olfactory), these experiments suggest that,
at the time of stimulus interruption, the fly had acquired sufficient acoustic
information to navigate accurately to the sound source. It must be noted here
that flies can localize the sound source without prior experience and also display
no improvement (through learning) in their phonotactic abilities (Miiller and
Robert 2001).

Depending on their position in the flight arena, the free-flying flies respond
in different ways to stimulus interruption. Most remarkably, stimulus interrup-
tion taking place whilst the fly is far away (e.g., 1.8 m) from the loudspeaker
does not prevent the fly from landing close to it (Fig. 2.7). To achieve this, the
fly maintains the same flight course and only initiates the spiraling descent at
the appropriate time and place, landing relatively close to the loudspeaker (Fig.
2.6C). By contrast, if stimulus interruption takes place when the fly is close to
target (0.6 m or less), she initiates her spiraling descent at a shorter time delay
after stimulus interruption. Thus while the time of stimulus interruption is no
predictor of the onset of the landing response, the fly’s position relative to the
loudspeaker is. Notably, these landing maneuvers are initiated at a time when
sound cues are completely absent and thus seem to result from autonomous
decisions. It could also be seen that, probably because of noise in the sensory
and motors systems, the earlier the stimulus is interrupted, the less accurate the
landing becomes (Fig. 2.7). It could thus be shown that the cessation of the
acoustic stimulus, by itself, does not elicit the spiraling trajectory indicative of
landing. From this it can be concluded that the fly must gather sufficient in-
formation about the spatial position of the sound source before stimulus cessa-
tion. Although it seems to rely on some form of motor memory instructed by
sensory inputs, this behavior is notably different from idiothetic orientation,
known of spiders and fossorial mammals, in that the fly has never been to the
location of the loudspeaker before. The nature of the information gathered by
the fly prior to stimulus interruption remains elusive to date.

Other experiments were conducted to test the fly’s capacity to localize a sound
source in midair (Fig. 2.8) (Miiller and Robert, unpublished results). In a control
situation, the fly was first attracted to a loudspeaker situated on the ground (ZS).
In a second trial, the fly was asked to repeat the performance; as she did so,
she entered the space of a virtual sphere (gray sphere; Fig. 2.8) that served as
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FIGURE 2.7. Landing accuracy of the fly in response of a continuous and an interrupted
sound stimulus. (A) Continuous stimulus simulating a cricket song. Landings to the
right (+) and left (o) loudspeaker are pooled. Shaded area is surface area of the loud-
speaker box. After a flight approximately 3 m long, flies land within 8 cm of the center
of the loudspeaker. (B) Accuracy of phonotaxis as a function of the distance of stimulus
interruption. Symbols indicate the distance from the sound at which the flies were at the
time of stimulus interruption. Remarkably the flies succeed at finding the sound source,
even without sound cues. Accuracy decreases with increased distance. (Data modified
from Miiller and Robert 2001.)
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FIGURE 2.6. Directional hearing as a behavior in view of three-dimensional sound lo-
calization and range finding. (A) Setup used for studying free-flight phonotaxis in in-
sects. SP, Starting platform, VC1, 2: infrared computer-controlled pan-tilt video cameras.
LS1, 2: Loudspeakers. The video signals of each camera are processed frame by frame
as a stereo pair to determine the position of the fly on each frame, and used to instruct
the tracking motions of both cameras. The flight path is computed in Cartesian coordi-
nates (50 Hz sampling frequency) to yield the X, Y, Z coordinates of the animal’s tra-
jectory. This data are also used to control alterations of experimental conditions online
(see Fry et al. 2004). (B) Phonotactic trajectory of the fly O. ochracea toward a loud-
speaker broadcasting a cricket song. Under infrared darkness, the fly navigates to land
on the active loudspeaker, depicted by (a) in diagram (C). (C) Experiment in which the
same fly is lured toward the other loudspeaker (b) for a short time, until the sound
stimulus is interrupted (arrow). In the absence of acoustic, visual or olfactory stimuli,
the fly navigates to the originally active sound source.
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FIGURE 2.8. Orientation in the three-dimensional space in the fly O. ochracea. In as Fig.
2.6A and B, the fly is induced to perform a bout of phonotactically oriented flight toward
a loudspeaker situated on the ground (a). This flight path is registered (trajectory a) and
a virtual sphere is positioned so that it intersects that trajectory. The fly is brought back
to the platform, loudspeaker a is activated again. The fly commences her phonotactic
flight toward loudspeaker a, and as it enters the virtual sphere, sound is switched over
to loudspeaker b situated directly above the sphere. Trajectory b indicates that the fly
carries on to fly for a little while (several tens of milliseconds) before engaging in a
level turn and then a spiraling ascent reaching loudspeaker b. Although this fly species
parasitizes field crickets that sing on the ground only, the fly’s auditory system is capable
of finding a sound source in the three-dimensional space.

the trigger for the sound stimulus to be switched over to a target sound source
(TS) straight above the sphere. The fly proved capable of pinpointing the source
of sound, and of reaching it by spiraling vertically toward it.

These results seem to suggest the presence of a mechanism of acoustic de-
tection that enables the fly to gauge both the direction (perhaps a three-
dimensional vectorial representation?) and the distance of a sound source in
three dimensions. Such capacity is reminiscent of the barn owl’s capacity of
localizing acoustic targets in both azimuth and elevation (Knudsen and Konishi
1979). Unlike the owl, the fly’s ears are bilaterally symmetrical; a symmetry
that was shown earlier to be a prerequisite for the mechanism used for directional
hearing (Fig. 2.1E; Robert et al 1996). To date, the mechanisms supporting the
proposed ability of the fly to perform three-dimensional audition and evaluate
distance to target remain unknown, but certainly deserve more attention.

Recent work has shown that a conjunction of both psychophysical and sensory
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ecological approaches can provide precious information, and sometimes reveal
the unique and sophisticated mechanisms, and unsuspected capacities, by which
insects sense their world as they rapidly pass through it (Srinivasan 1998).

7. Some Outstanding Issues and Prospects

Small size may well have imposed severe constraints on the mechanics of au-
ditory receivers, but also obviously on the number of nerve cells behind them.
The principles of economy employed by insects do not necessarily signify sim-
ple or crude modes of operation or reduced processing power. Rather, principles
of economy can imply the implementation of alternative, possibly cunning and
efficient, mechanisms that are exquisitely adapted to the task. This point has
been repeatedly illustrated in insect sensory research, be it for vision, audition,
olfaction, or the lesser-known modalities of thermoreception or magnetorecep-
tion. In audition, a well-known model for accurate information processing in
the time domain is the Webster—Jeffress cross-correlation model for binaural
processing, requiring a complex array of neurons (Jeffress 1948). It would in-
deed be interesting to see whether this model finds its counterpart in insect
hearing, and if so, which particular form it may take at the level of interneurons.
One alternative seems to involve a neuronal network that relies on the intrinsic
integration properties of coincidence detector, rather than a series of delay lines
temporally tuned by the differential length of transmission lines. As the question
remains open, it may be useful to consider that insects have generally come up
with solutions that are economical in evolutionary terms and that are more often
than not, computationally undemanding but efficient.

The capacity of insects to perform some sort of auditory scene analysis, al-
lowing them to situate themselves in space and time within their acoustic en-
vironment deserves more attention. With this respect, adapted psychophysical
experimental paradigms and techniques of behavioral monitoring in unrestrained
animals may be very applicable to insect systems to address testable hypotheses
on the complex issues of mechanical and neural sound processing in frequency,
time, and space. These studies could even be conducted in conjunction with
extracellular, and intracellular electrophysiology on primary auditory afferents
as well as identified interneurons. Hypotheses may address the enticing possi-
bility that some insects can extract three-dimensional information using two
symmetrical ears only. In particular, the capacity for auditory space percep-
tion—especially considering species other than O. ochracea—and the type of
coding involved (owl-like, or else) may be particularly interesting at both fun-
damental and comparative levels.

Finally, one corollary and emergent outcome of insect hearing research is the
extraction of operation principles for bioinspired acoustic detection technology.
In the course of their evolution, insects have acquired the capacity to do small
things very well. In due course, it may become a reality to see insect-inspired
microsensors equip microrobots. Indeed, fly-inspired microsensors are currently
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under development that seek to emulate the key characteristics of their natural
analogs, such as miniaturization, accuracy, and economy of operation.

Future studies will carry on revealing the fundamental mechanisms arthropods
in general, and chiefly insects, spiders, and crustaceans, employ to sense vibra-
tions directionally, in pressure or velocity. The diversity of mechanisms used
to detect sound directionally may still be much richer than presently known.
Some 36 years ago, David Pye depicted insect audition (Pye 1968) in a series
of verses. In a recent update to his long-lived prose, commenting on diversity,
he concluded: “This list is long, the contrasts strong, and may go on for ever.
And so we end with no clear trend—For Nature is so clever” (Pye 2004). In-
deed, insect research contributes to enrich our knowledge of sensory systems,
but also continues to impress upon us their magnificent efficiency and ever
surprising diversity.
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Sound Source Localization by Fishes

RicHARD R. FAy

1. Introduction

General understanding of the sense of hearing in nonhuman species probably
arises from human experiences, introspections, and experiments on human lis-
teners. Whenever we hear a sound, a little attention to it usually reveals that its
source exists somewhere in the space around us, and our ability to point toward
the source is reasonably good in most simple environments. The locations of
multiple, simultaneous sources form a sort of spatial image perceptually, an
“auditory scene,” that is analogous to the visual scene (Bregman 1990). We
then can remember where the source was and we are able to behave appropri-
ately. Of course, we can be fooled; sounds don’t always emanate from the
perceived source location. But we are correct most of the time and tend not to
make severe errors in simple acoustic environments. We can even often judge
the degree to which the perceived source location is likely to coincide with the
actual location (e.g., when hearing a fire siren in the car with the windows up).

The intuitive understanding of sound source localization permits us to be
confident in psychoacoustic measures of localization performance, such as mea-
suring the minimum audible angle (MAA). We can listen to two sounds ema-
nating from different locations and judge them to be “different” if their angular
separation is greater than the MAA. We have little doubt that the difference we
hear is in a spatial dimension and that the perceived difference is in spatial
location and not in some other qualitative dimension such as timbre. The lo-
calization abilities of humans and many terrestrial vertebrates (and some inver-
tebrates) are derived from neural computations using the differences or
correlations between the neural representations arriving at the brain from the
two ears. Many terrestrial species (and some invertebrates) behave appropriately
with respect to actual sound sources. They approach sound sources along sub-
stantially direct pathways and are able to discriminate between different source
locations with reasonable accuracy, as some of the chapters in this volume il-
lustrate. Our everyday experiences with pets can provide convincing confir-
mation that what we mean by sound source localization can be applied as well
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to a dog, for example, as a human. We have measured MAAs in various species
(e.g., Heffner and Heffner 1982) and confidently interpret the results as an aspect
of auditory spatial acuity.

Of course, it is also quite clear that binaural processing is subject to several
essential ambiguities that must be solved using other strategies. These include
the fact that all sources on the median sagittal plane result in equal (zero) in-
teraural differences, and that, in general, “cones of confusion” exist bilaterally
on the surfaces of which interaural cues are equal for many possible source
locations. These ambiguities seem to be solved adequately among humans and
many terrestrial species that use head or pinnae movements, information from
other senses, judgments of the plausibility (Rakerd and Hartmann 1985) of po-
tential locations, and a processing of the head-related transfer function (HRTF)
through frequency analysis (e.g., Wightman and Kistler 1993).

How confident can we be that the human notion of sound source localization
can be applied to fishes? Many of the experiments and theories of sound source
localization in fishes assume that, as with a pet dog or canary, this putative
capacity is usefully defined for fishes as it has been defined for humans. But
because of the contradictory and confusing history of observations in this field,
I suggest that this assumption may not be appropriate. For example, a cod can
be conditioned to respond whenever a signal sent to one loudspeaker is switched
to another loudspeaker in a slightly different location (e.g., Chapman and John-
stone 1974), and find an MAA of 15° azimuth. Our interpretation has been that
the cod is capable of sound source localization in the way it is understood for
humans described above, but that its acuity is poor compared with our own (in
the vicinity of 1° in azimuth for humans). Thus we may believe that the cod
knows roughly where the two sound sources are and could be called on to
behave appropriately with respect to their locations in space (e.g., to approach
them or avoid them). But this sort of confirmatory experiment has rarely, if
ever, been carried out in fishes. It makes great intuitive and biological sense
that the ability to behave appropriately with respect to the locations of sound
sources and acoustic events may be one of the most important and adaptive
capabilities of auditory systems. But is this assumption useful? Should we
require that this type of behavioral experiment be done with fishes, even though
it apparently hasn’t been required in the study of many other nonhuman animals?

This chapter evaluates the empirical and theoretical literature on sound source
localization in fishes and concludes with a call for further fundamental experi-
mentats. The earliest experimenters failed to demonstrate sound source locali-
zation in the European minnow (Phoxinus laevis), and they went on to explain
this failure in a convincing way (von Frisch and Dijkgraaf 1935). Later exper-
imenters assumed a localization capacity, and went on to develop rather complex
theories that could explain their MAA measurements (e.g., Schuijf 1975; Schuijf
and Buwalda 1975; Schellart and De Munck 1987). Recently, numerous phys-
iological experiments have been carried out to understand better how informa-
tion about a source’s location is represented in the nervous system of a fish (e.g.,
Fay 1984; Lu et al. 1998; Edds-Walton et al. 1999; Weeg et al. 2002; Edds-
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Walton and Fay 2003). Some directional information is so robustly encoded in
the fish’s ears, auditory nerves, and brain (e.g., Wubbles and Schellart 1997;
Fay and Edds-Walton 1999) that it is difficult to believe that fishes cannot use
these representations for directional hearing.

It is worth questioning whether fishes determine sound source location by
acquiring and processing information that could be used at a later time to direct
intentional behavior, or whether they may only be able to react to sound signals
immediately in some directional manner. The literature on the Mauthner cell
(M-cell) system (the reticulospinal system that contributes to very fast, sound-
induced escape responses in many species) considers the question of sound
source localization only from this latter point of view (e.g., Canfield and Eaton
1990). Is there more to localization than this? One possibility is that fishes
have solved the computational problems of source localization at least twice,
once at the reticulospinal level (e.g., Eaton et al. 1995) and again at the level
of the ascending auditory system, which could contribute to more subtle or
intentional behaviors. It seems that conditioning studies demonstrating that fish
can discriminate between sources based only on their location (reviewed below)
strongly suggest that there is more to localization than immediate, reflex
behaviors.

In his analysis of the structures of acoustic near fields, Kalmijn (1997) ex-
plains sound source localization as a series of subtle responses based on im-
mediate sensory information. Is sound source localization in fishes more than
a series of immediate behaviors that combine to produce a successful approach?
Our views of sound source localization abilities and localization mechanisms in
fishes will be determined by data from behavioral, neuroanatomical, and phys-
iological experiments. In this spirit, the major quantitative behavioral experi-
ments on this topic are reviewed below. In the end, we shall see that the nature
of sound source localization in fishes remains a profound mystery.

2. Modern-Era Experiments

The earliest modern-era experiments on sound source localization in fishes were
carried out on the European minnow (Phoxinus laevis), first by Reinhardt (1935)
in a laboratory tank, and then by Karl von Frisch and Sven Dijkgraaf (1935) in
a shallow lake environment. Von Frisch and Dijkgraaf introduced their paper
with two arguments. First, the current dominant theory of source localization
in humans was that azimuth was encoded and represented by minute interaural
time differences (ITD). But, they went on, this seemed “hardly imaginable” for
fish because there is no external ear, the inner ears are close together, and sound
travels more than four times faster in water than in air. Furthermore, they
pointed out that this minnow detects sound pressure indirectly using the swim
bladder, an unpaired structure that would ensure that both ears were always
activated equally and simultaneously, regardless of source location. Second,
they argued that the conclusion that fish should not be able to recognize the



3. Sound Source Localization by Fishes 39

direction of a sound “displeases” the biologists. They asked, Of what use is the
great auditory acuity of the fish (their minnow) if it could not recognize the
direction of a sound source? Later, Pumphrey (1950) voiced a similar opinion
based on thoughts on the fundamental biological significance of hearing in any
organism.

Von Frisch and Dijkgraaf carried out their behavioral conditioning observa-
tions at the shore of Lake Wolfgang, Germany in water 40 cm deep. Their
sound source was an automobile horn (klaxon) made waterproof and situated
on the gravely bottom. The sound signal was described as having the pitch of
“el” on the musical scale and having very high intensity, although the level was
not measured. They could easily hear the sound above the water, and they could
feel the source’s near field with the hand underwater as much as 30 cm away
from the horn. Initially, two identical feeding trays were set up on the lake
bottom with the horn, invisible, under one of them. The horn was activated for
2 minutes and then cut-up earthworms were dropped onto the corresponding
feeding tray. These trials were repeated every 10 minutes or so. Although the
authors demonstrated an effect of pairing the sound and the reinforcing worms
on the fishes behavior (conditioned general activation), they did not observe the
fishes to select (move toward) the feeding station over the active horn based on
the sound alone, even after 55 trials over several days of training. In addition,
following several changes in the number, appearance, and positioning of the
feeding stations and after reducing the level of the sound stimulus, they found
no good evidence that the minnows were more likely to approach the feeding
station with the sound source on than the silent feeding stations. Von Frisch
and Dijkgraaf concluded that these fishes cannot determine the location of a
sound source and that orientation behaviors that occurred when the fish were
very close to the source were probably due to sense organs other than the ears
(they suggested the skin since they could feel the sound field with the hand).

3. Post-Modern-Era Experiments

The question of sound source localization in fishes was not systematically taken
up again until Moulton and Dixon (1967) reported a remarkable experiment on
the ear’s role in the tail-flip escape response (presumed to be mediated by the
M-cells) in goldfish (Carassius auratus). In initial experiments, Moulton and
Dixon observed the tail-flip direction in fishes with respect to the location of a
small underwater sound source. Consistently, the animals flipped the tail in a
manner that took them away from the source. In the next experiments, they
paired sound emanating from the same source with the delivery of food in the
same location in a glass fish tank. After several training sessions, conditioned
fish were observed to flip the tail in the opposite direction so that they tended
to approach the source. Signals of 100, 150, and 1500 Hz were used and di-
rectional responses occurred with respect to the source at all frequencies. In
the next experiments, conditioned and unconditioned fish were restrained in the
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center of a tank and the direction of the tail flip was automatically recorded. In
most cases, unconditioned fish flipped the tail consistent with a movement away
from the source, while previously conditioned fish flipped the tail in the opposite
direction with respect to the source location. Sound sources directly in front of
and behind the animals elicited approximately equal numbers of tail flips in both
directions. In the final experiment, the saccular and lagenar nerves were severed
uni- or bilaterally. Animals with unilateral nerve sections responded as if the
source were on the side of the intact nerve. Animals with bilateral sections did
not produce any normal or interpretable tail flips at all in response to the sounds.
Moulton and Dixon designed these experiments so that the source-to-fish dis-
tance at 1500 Hz was greater than the extent of the near field, as defined by
Harris and van Bergeijk (1962). The authors concluded that directional hearing,
defined as directional orienting responses with respect to discrete sound sources,
was possible in the far field and that the saccule (and/or possibly the lagena)
transduced the acoustic signal eliciting the response. Furthermore, these exper-
iments showed that this aspect of directional hearing in the horizontal plane was
most likely a result of binaural processing, as is the case for most terrestrial
vertebrates.

Although Moulton and Dixon assumed that the directional tail flips they ob-
served were mediated by the Mauthner cells of the lower brainstem (Furshpan
and Furukawa 1962), they did not confirm this experimentally. This issue is
important because there may be neural processing mechanisms other than the
M-cell circuit underlying sound source localization in fishes. The M-cells of
many fishes may mediate reflex orienting responses, but are very unlikely to be
responsible for any sound source localization capacities that are similar to those
well known in human listeners: the information about sound source locations
that can be used later for appropriate intentional behaviors. The M-cell system
is a descending circuit that is not known to relay information upward in the
ascending auditory pathway where it can be used to direct delayed or other
nonobligatory behaviors. In other words, if fishes are capable of directional
hearing of the type discussed in the introduction to this chapter, the M-cells are
not likely to be involved. Thus, fishes may have at least two circuits for direc-
tional hearing: a descending one mediating reflexive or obligatory responses and
an ascending one possibly mediating intentional behaviors. Moulton and
Dixon’s experiments demonstrated binaural directional hearing in the far field,
but did not clearly distinguish between M-cell mediation or other auditory proc-
essing as its foundation. The fact that the directionality of the response could
be reversed by conditioning suggests that the M-cell circuit might not be a
necessary component of the response. Perhaps those experiments should be
repeated and extended.

These experimental results have for decades been largely forgotten. This
neglect may have arisen, in part, because this report appeared as a book chapter
rather than in the peer-reviewed literature. However, the great influence that
Willem van Bergeijk (1964, 1967) had on the field may have overshadowed the
results of Moulton and Dixon. Taking up the initial analysis of von Frisch and



3. Sound Source Localization by Fishes 41

Dijkgraaf (1935), van Bergeijk argued that hearing be defined as responsiveness
to a sound pressure signal and that the only reasonable mechanism for sound
pressure detection (and thus hearing) was movement of the walls of a gas bubble
(e.g., swim bladder) in a fluctuating pressure field. Since pressure at a point is
a scalar quantity, without direction, and since the swim bladders of most fishes
impinge on both ears equally, there would be little or no possibility of directional
hearing for fishes. As did von Frisch and Dijkgraaf (1935) before him, van
Bergeijk argued that some other sensory system must be implicated in the ability
of fish to orient to sources at close range (e.g., Kleerekoper and Chagnon 1954).

Based on his “acoustico—lateralis” hypothesis and the embryological evidence
known at the time, van Bergeijk suggested that this other receptor system must
be the lateral line (e.g., van Bergeijk 1967). Earlier, Harris and van Bergeijk
(1962) demonstrated that the lateral line neuromast organs of the killifish (Fun-
dulus heteroclitus) responded in proportion to near-field particle motion gener-
ated by a nearby dipole (vibrating sphere) source. Since the lateral line system
is spatially distributed over the body surface, it would be an ideal system for
transducing and representing the steep gradient of near field particle motion
amplitude surrounding any moving or vibrating object. In addition, since the
lateral line organs appeared to van Bergeijk to derive from the same embryonic
tissue (anlage) as the labyrinth, lateral line and auditory function should be
thought of as parts of a single system (the so-called acoustico—lateralis system)
that can compute source location within its acoustic near field. No mention was
made of the M-cell circuit here, nor subsequently of the results of Moulton and
Dixon (1967) showing directional responses in the far field mediated by the
ears. However, in the published discussion following Moulton and Dixon’s
chapter (Moulton and Dixon 1967), both Dijkgraaf and van Bergeijk noted that
the results pointed to the conclusion that the ear’s otolithic organs could also
respond to near-field particle displacements. In the same discussion, G.G. Harris
noted the important point that the question in any particular case is not whether
the fish was in the near or far field, but whether the receptor organs respond
indirectly to sound pressure, or directly to particle motion (either displacement,
velocity, or acceleration). This latter point has also been essentially ignored for
several decades. It is now clear that the otolith organs of fishes are exquisitely
sensitive to oscillatory motion of the head and ears (i.e., acoustic particle mo-
tion), with saccular nerve fiber sensitivities to low-frequency displacements as
small as 0.1 nm, root mean square (e.g., Fay 1984; Fay and Edds-Walton 1997a).
At 100 Hz, displacements of this magnitude accompany a propagating sound
wave in the far field at 100 dB re: 1 pPa.

In the light of our current understanding, van Bergeijk’s error (1967) was his
assumption that ear-mediated hearing in fishes was a matter only of processing
the sound pressure waveform using the swim bladder or other gas bubble acting
as a pressure-to-displacement transformer. It is accepted today that if this were
the case, sound localization by the ears in the near and far fields would indeed
be impossible for fishes. However, it is also now accepted that the ears of fishes
function primitively in all species as inertial accelerometers (de Vries 1950;
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Dijkgraaf 1960) in both the near and far fields, and not only as receivers of
sound pressure-mediated motions from a gas bladder in some specialized spe-
cies. As discussed below, the otolith organs of fishes are exquisitely sensitive
to acoustic particle motions at audio frequencies, and enough directional infor-
mation is encoded to compute the axis of acoustic particle motion (Fay 1984;
Edds-Walton et al. 1999).

4. Contemporary Experiments and Theories

4.1 Directional Unmasking

Chapman (1973) studied an interesting aspect of directional hearing in haddock
(Melanogrammus aeglefinus), pollack (Pollachius pollachius), and ling (Molva
molva) by investigating directional unmasking, a phenomenon closely related to
the masking level difference (MLD) studied in human listeners (e.g., Hirsh
1948). In Chapman’s experiments, fish were confined in midwater in a free-
field acoustic test range about 21 m deep, and classical cardiac conditioning was
used to determine tone detection thresholds in the presence of masking noise.
Masked thresholds were determined as a function of the angular separation of
signal and masking noise sources in azimuth. It was found that masked thresh-
olds were highest when the signal and noise sources were within 10° of one
another, but that a 7.7-dB release from masking occurred when the sources were
separated by 85°. For human listeners, this release from masking has been
interpreted as a central effect based on the processing of different interaural time
and intensity patterns for the signal and masker.

Chapman and Johnstone (1974) reinvestigated directional unmasking for cod
and haddock using the same location, apparatus, and procedures. They found
that a signal/masker source separation greater than 10° led to a significant release
from masking. The experiments of Chapman (1973) and Chapman and John-
stone (1974) could be viewed as an investigation of the “cocktail party effect”
(Cherry 1953). For one-eared listeners, the interfering effects of noise and re-
verberation on speech reception are much greater than for normal hearing lis-
teners. This is thought to be due to a loss of the binaural processing advantage
used to recover signals (e.g., the voice of a talker) from noise (e.g., the combined
voices of other talkers) in noisy listening situations [an important aspect of
auditory scene analysis (Bregman 1990)]. A similar release from masking was
demonstrated for cod and haddock at 45° signal and noise source separation by
Chapman and Johnstone (1974). Hawkins and Sand (1977) later demonstrated
this sort of directional unmasking in a median vertical plane for cod. These
results for fishes imply, but do not require, sound source localization mecha-
nisms. These unmasking experiments are most interesting as a demonstration
of a functional parallel between fishes and terrestrial animals in directional hear-
ing. The peripheral mechanisms of this unmasking effect appear to be quite
different in fishes and humans, but the functional consequences are similar:
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spatial filtering useful for signal detection in noise and possibly useful for re-
solving an auditory scene.

4.2 MAA and Source Distance Discrimination in Fishes

A revolution in experiments and theories on sound source localization in fishes
was initiated by Schuijf and his colleagues in the 1970s (e.g., Chapman 1973;
Chapman and Johnstone 1974; Schuijf 1975; Schuijf et al. 1972; Schuijf and
Buwalda 1975). In one of the very first psychophysical experiments on sound
source localization, Schuijf et al. (1972) studied the Ballan wrasse (Labrus berg-
gylta) using appetitive conditioning carried out in a deep fjord near Bergen,
Norway at a depth of about 4 m. Two sound sources were separated in azimuth
by two angles: 10° and 71°. For each angle, a conditioning trial consisted of a
brief change in the loudspeaker emitting a train of ever-repeating tone bursts
(1500 ms in duration, at 115 Hz). A blind observer decided whether the animal
responded in any way. Every positive response during a trial was rewarded with
a piece of food. The statistically significant responses at both source angle
differences were interpreted as an indication that the fish detected the event of
the tone burst switching from one loudspeaker to the other, and this event was
assumed to result in the perception of a purely spatial change. As the authors
point out, however, this experiment demonstrated the detection of a spatial
change, but did not demonstrate that the fish could correctly determine the lo-
cations of the sources. Any difference in perception arising from switching the
activation between the two loudspeakers could have resulted in these observa-
tions, and it is simply an assumption that this difference in perception corre-
sponded to two different perceived source locations. Thus, this type of
experiment is only a weak demonstration of sound source localization, and will
always be open to alternative interpretations. In other experiments, Chapman
and Johnstone (1974) found that azimuthal angular separations of 20° or more
were required for the fish to discriminate between source locations.

Schuijf (1975) demonstrated that cods could be conditioned to discriminate
between different azimuthal source locations with an accuracy of 22°, and that
two, intact pars inferior (includes both sacculus and lagena) of the ears were
necessary for these behaviors. The MAA of 22° was determined using two- and
four-alternative spatial choice designs in which the fish was required to move
toward the location of the active sound source to be rewarded. Schuijf recog-
nized that the cods could possibly solve this problem by recognizing the identity
of each sound projector through timbre difference cues. The cod could then
associate a correct response location with each projector without being able to
determine the actual locations of the sources. Although he effectively ruled out
the source timbre hypothesis, it remains possible that the differences in sound
source location provided other, location-dependent sensory cues adequate for
discrimination, but inadequate for source localization. Nevertheless, these ex-
periments are among the best evidence we have that sound source localization,
as we think of it in human experience, is a capacity that fish may have, and in
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addition, that azimuthal discrimination depends in some way on binaural proc-
essing, but probably not on interaural time cues. In this sense, putative locali-
zation by fishes appeared to have some important elements in common with
localization as we understand it among most terrestrial vertebrates investigated.
The finding of the necessity of binaural computation (as Moulton and Dixon
(1967) had demonstrated earlier in goldfish) was consistent with the observations
of Sand (1974) (see also Enger et al. 1973) showing that the microphonic po-
tentials from each ear in response to oscillation along various axes on the hor-
izontal plane resulted in a directional pattern (a near cosine) with the long axis
roughly parallel to the orientations of the saccular organs in the fish’s head.

In the same acoustic test range, and using similar methods to Chapman and
Johnstone (1974), Hawkins and Sand (1977) measured an MAA for elevation
from the horizontal plane to be about 16° at the highest signal-to-noise ratio
tested at 110 Hz. The authors note that these data show an angular resolving
power in elevation that is at least as good as that shown by Chapman and
Johnstone (1974) in the horizontal plane. From earlier experiments on the mi-
crophonic potentials of the ear, Sand (1974) had suggested that while two intact
ears are required for azimuthal localization, an elevation discrimination could
be possible using only one ear. This hypothesis has not been tested, but is
consistent with more recent physiological data on the peripheral encoding of
directional information in Opsanus tau, the oyster toadfish (e.g., Fay and Edds-
Walton 1997a).

Schuijf and Hawkins (1983) addressed the question of source distance deter-
mination in cod using classical cardiac conditioning. For 113-Hz tone pulses at
a moderate sound pressure level (2 dB re: 1 Pa), two cod were able to discrim-
inate between two sound sources at two distance differences, but both at 0°
azimuth and elevation (4.5 m vs. 7.7 m, and 4.5 m vs. 1.3 m). This distance
discrimination was interpreted to be based on the distance-dependent phase an-
gle between sound pressure and acoustic particle acceleration within the near-
field of a sound source. It is also possible that the discrimination is based on
processing the amplitude ratios between these two acoustic components rather
than phase differences. The authors calculated that these ratio differences were
less than 4 dB for their sources and that this difference was near or below the
level discrimination threshold for cod, determined independently (Chapman and
Johnstone 1974). It is significant that this amplitude ratio is essentially equal
to the cod’s level discrimination threshold at 110 Hz. In addition, a simulta-
neous comparison of amplitudes could be more acute than the successive dis-
crimination measured by Chapman and Johnstone (1974). Thus, there is some
reason to believe that this distance discrimination could be based on the proc-
essing of simultaneous amplitude ratios between pressure and particle motion.
These observations are consistent with the hypothesis that these fish have a
sophisticated and truly three-dimensional directional hearing sense, but are not
critical experiments in the sense of directly demonstrating that the fish could
correctly locate the test sound sources.
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4.3 Experiment and Theory on the “Phase Model” for
Directional Hearing

The emerging understanding of directional hearing in fishes was that otolith
organs are stimulated by the motions of the fish’s head in a sound field as they
take up the acoustic particle motions of the surrounding water medium (de Vries
1950; Dijkgraaf 1960). Such motion of the fish would occur in both the acoustic
near and far fields provided the acoustic particle motions were of sufficient
magnitude. In this case of “direct” ear stimulation, the axis of motion across
the hair cell cilia could be resolved, in principle, by the pattern of response
magnitude over a population of hair cells and otolith organs with widely dis-
persed polarization axes. Hair cells were known to be structurally and physi-
ologically polarized since the work of Flock (1964, 1965). Furthermore, the
three major otolith organs of fishes (saccule, lagena, and utricle) were known
to have different gross orientations in most fish species. Thus, the major mys-
tery of possible directional hearing in fishes was thought to be solved, in prin-
ciple, through the assumption that analyses of neural activity across cell arrays
could reveal the axis of acoustic particle motion. This notion was called “vector
detection” by Schuijf and Buwalda (1975).
Importantly, the additional assumptions here were that:

1. One end of the axis of acoustic particle motion pointed directly at the sound
source.

2. Each auditory nerve fiber received input from only one hair cell or from a
group of hair cells having the same directional orientation (an hypothesis of
private directional channels).

3. This mode of stimulation was effective enough to operate at the sound levels
usual for the species.

The first assumption was known to hold only for monopole sound sources
(e.g., a pulsating source fluctuating in volume). However, van den Berg and
Buwalda (1994) have pointed out that for any source order type (e.g., dipoles
and higher-order sources), the axis of acoustic particle motion points directly
radially (toward and away from the source) at each instant of a pressure wave-
form zero-crossing (= the pressure null). Thus, it is not certain that vector
detection is useful for locating only monopole sources. The second assumption
was not confirmed until the work of Hawkins and Horner (1981) on the direc-
tional response properties of saccular afferents in cod. These initial observations
have been repeatedly confirmed in other species (e.g., Fay 1984, Fay and Edds-
Walton 1997a; Lu et al. 1998). The third assumption of adequate sensitivity
was tested indirectly in psychophysical experiments on sound detection by flat-
fishes without a swim bladder (Chapman and Sand 1974), indicating that dis-
placement detection thresholds were as low as —220 dB re: 1 m (less than 0.1
nm) at the best frequency of hearing (near 100 Hz).
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4.4 The 180° Ambiguity Problem

The notion of vector detection posed an important unsolved problem. This is
that while a particle motion axis could be resolved by arrays of directional
receivers, this solution could not determine which end of the axis pointed toward
the source (i.e., specify the direction of sound propagation). This essential am-
biguity has come to be known as the “180° ambiguity problem” and has dom-
inated most theorizing and experimentation on directional hearing in fishes since
the mid-1970s.

Schuijf (1975) and Schuijf and Buwalda (1975) conceived of a theoretical
solution to this problem. In the simplest terms, a determination of the phase
angle between acoustic particle motion and sound pressure could resolve this
ambiguity. This can be intuitively understood at a very simple level as follows:
Imagine an axis of particle motion that is from side to side. The monopole
source could be oscillating from side to side either on the left or right of the
receiving animal. However, if the sound is propagating from a source at the
right, then leftward particle motions are preceded by rising pressure and leftward
motions preceded by falling pressure. (The actual encoded phase angle between
them is a function of source distance in the near field and also depends on the
dynamics of the pressure and motion receivers the fish uses.) This “phase
model” of directional hearing requires that both the sound pressure and particle
motion waveforms be encoded at the periphery, and that appropriate central
computations take place using useful representations of their phase or timing
relations.

Schuijf and Buwalda (1975) went on to evaluate the phase model experimen-
tally. Again using appetititive conditioning in a nearly free-field natural envi-
ronment, they were able to condition cods to discriminate between sound sources
directly in front and directly behind the animals. Furthermore, the directional
choices could be reversed by manipulating the phase of sound pressure with
respect to the phase of particle motion (180° phase shift) of a synthesized stand-
ing wave as the phase model predicted. This sort of experiment, repeated and
extended several times later (e.g., Buwalda 1983; van den Berg and Schuijf
1983), represents the best evidence in support of the phase model for sound
source localization by fishes.

A potential weakness of the phase model is its requirement that both sound
pressure and acoustic particle motion be encoded separately at the periphery (or
segregated somehow by central computations such as common-mode rejection
[Fay and Olsho 1979; Buwalda et al. 1983]). In hearing generalist species with
a swim bladder, this could be imagined as, for example, one set of hair cells (or
otolith organs) oriented so as to receive reradiated or scattered particle motion
from the swim bladder (indirect, or pressure-dependent stimulation), and another
set somehow shielded from or insensitive to swim bladder signals that responded
to direct particle motion stimulation. In this case, the assumption is that
pressure-dependent input to the ears from the swim bladder is effective in hear-
ing. There has been continuous speculation that in ostariophysine and other
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hearing specialist species, the lagena and utricle may also function as auditory
organs (e.g., Wubbles and Schellart 1998). Since these probably do not receive
strong (or any known) input from the swim bladder (Fay et al. 2002), but re-
spond with great sensitivity to acoustic particle motion as inertial accelerometers
(Fay 1984), the dual encoding assumption could hold, in principle. However,
for species without a swim bladder (or equivalent) such as sharks and flatfish,
and for hearing generalist species receiving negligible pressure-mediated input
to the ears, this dual encoding assumption is less likely to be valid. In most
hearing generalists lacking specialized pathways between the swim bladder and
inner ears, it is sometimes assumed, but rarely demonstrated (see Chapman and
Hawkins 1973 for data on cod), that the ears respond to displacements reradiated
from the swim bladder. Since sharks, which lack a swim bladder, had been
reported to be able to approach sound sources from distances as great as 200 m
(e.g., Nelson 1965; Myrberg et al. 1972), how could the phase model apply
to them?

Two possible answers to this question were provided by Schuijf and his col-
leagues. Schuijf (1981) suggested that a pressure-dependent phase reference for
evaluating the phase of particle motion could be derived from the interference
between direct, inertial ear stimulation and sound reflections from the water
surface and bottom. Later, van den Berg and Schuijf (1983) demonstrated what
they interpreted as sound pressure sensitivity in addition to particle motion sen-
sitivity in the shark Chiloscyllium griseum in behavioral conditioning experi-
ments using multiple sources to synthesize the sound fields. Based on those
experiments, they suggested that pressure sensitivity could arise within the lab-
yrinth owing to the presence of two flexible “windows” in the relatively rigid
otic capsule (the oval window and the window to the endolymphatic duct) that
could possibly release the pressure (a sort of “mobilization” hypothesis). These
hypotheses have not been critically evaluated since that time.

Schellart and de Munck (1987) and de Munck and Schellart (1987) have
provided a somewhat different possible solution to the 180° ambiguity problem.
In their modeling and analysis of the fields impinging on otolith organs, they
suggest two sources of input:, the direct inertial route and the indirect route due
to reradiated fields from the swim bladder in species such as the cod having no
specialized mechanical linkages between the swim bladder and the otolith or-
gans. In this case, the authors point out that the interaction between these two
fields will tend to produce elliptical displacement orbits of relative motion be-
tween the otoliths and their hair cell epithelia. These orbits could possibly play
a role in encoding both the axis of acoustic particle motion and also solve the
180° ambiguity problem through sensing the rotation direction of the orbital
motion. In this analysis, these authors suggested that the utricle is best suited
as the receptor organ responsible for this encoding in the horizontal plane. How-
ever, there is no empirical evidence yet that the utricle is an auditory organ in
fishes other than clupeids (herrings), and the additional prediction that this sort
of encoding operates monaurally is inconsistent with empirical evidence that
sound source localization in the horizontal plane requires binaural input. Be-
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havioral conditioning studies have been carried out to indirectly evaluate the
orbit model in the rainbow trout (Salmo gairdneri) by Schellart and Buwalda
(1990). The results were equivocal, but details of their results suggested that
binaural processing could theoretically contribute to sound source localization
mechanisms based on processing the elliptical orbits of relative hair cell and
otolith motion.

Rogers et al. (1988) presented a computational model for sound source lo-
calization that incorporates some of the elements of both the phase model of
Schuijf (1975) and the orbit model of Schellart and de Munck (1987). The idea
is essentially that pressure and multiaxis acceleration information are inherently
contained in the totality of inputs from an otolith organ that responds to a
combination of direct (acceleration) and indirect (swim bladder—mediated, pro-
portional to sound pressure) inputs. Operations on matrix equations representing
these inputs were shown to compute estimates of sound source location in both
the near and far fields. This theory specifically predicts that pressure-dependent,
swim bladder-mediated input to the ears, which alone is nondirectional and
inadequate for sound source localization, is a necessary component for locali-
zation when combined with directional input from the ears’ responses to direct
acoustic particle motion. Here again, whether the fish is in the near field of a
sound source or not is not critically important. It is necessary only that the
otolith organs are activated in the direct mode by the kinetic components of
underwater sound as well as by pressure-dependent input to the ears from the
swim bladder or other gas bubble.

Most recently, Kalmijn (1997) has posited a novel mechanistic explanation
for sound source localization in fishes. Focusing on approach or avoidance
behaviors with respect to sound sources, Kalmijn has pointed out that a fish
could approach any sound source accurately simply by swimming in a direction
that maintained a constant angle with the locally determined axis of particle
motion, which itself need not point to the sound source. This conception does
not assume or explain a sound source localization decision based on sampling
a sound field at one point in time. Rather, this is an ethological approach fo-
cusing on a mechanism for a specific behavior (possibly, both approach and
avoidance). Note that for this sort of mechanism to work, the sound source
must be assumed to be broadcasting nearly continuously for a relatively long
period of time, and that the receiver must be assumed to be able to decide which
direction along the pathway to take in approaching or avoiding the source. The
behavior postulated could be evaluated, in principle, using a long-duration and
attractive sound source (e.g., a male midshipman’s advertisement call during the
reproductive season), and a receptive animal (e.g., reproductively ready female)
whose behavior could be tracked precisely with respect to the structure of the
sound field at each point between the source and receiver.
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5. Directional Acoustic Behaviors and Phonotaxis

Kleerekoper and Chagnon (1954) studied the behavior of the creek chub (Se-
motilus a. atromaculatus) in laboratory tanks in which a sound source was as-
sociated with food reinforcement. They found that the swimming pathways
taken by the animals during sound presentation depended on the locations of
sound sources in the experimental arena, and they concluded that the fish were
“guided by fields of strongest intensity.” Subsequently, Kleerekoper and Malar
(1968) studied the movement patterns of carp (Cyprinus carpio) and sunfish
(Lepomis gibbosus) during tone presentations in laboratory tanks. For both spe-
cies, the presentation of a pure tone (2 kHz for carp, 700 Hz for sunfish) clearly
resulted in a change in the swimming pathways and turning angles. Carp tended
to move to tank areas of lower sound pressure level and seldom crossed into
the fields of highest intensity when the sound was presented. However, no direct
evidence was obtained that fishes located the sound sources in either of these
studies.

Popper et al. (1973) studied behavior with respect to a sound source in the
Hawaiian squirrelfishes (Myripristus berndti and M. argyromus) caged in an
environment that was usual for the species. Both species responded to the play-
back of staccato and grunt vocalizations recorded from M. berndti by moving
toward the sound source in a two-choice test. However, only sources at a 2-m
distance (or less) were effective in eliciting this behavior; sources at a 2.9-m
distance did not reliably elicit approach responses. Since this effect was shown
to be independent of received sound pressure level, the authors concluded that
source distance, per se, was an important factor in controlling these behaviors.

Leis et al. (2003) investigated the hypothesis that some larval marine fishes
may orient with respect to reef sounds during searches for settlement sites at
the end of their pelagic phase. Light traps were set near Lizard Island, Great
Barrier Reef, Australia to capture larval fishes during the night. Some traps
were equipped with sound sources that broadcast recordings of “reef sounds”
typical for the area during the night. Pomacentrids, mullids, lethrinids, apo-
gonids, and blennids constituted 95% of the trapped species. For all trap lo-
cations and dates, the number of pomacentrids caught by the reef noise traps
significantly exceeded the number caught by silent traps. The effects for Mul-
lidae, Apogonidae, and Blennidae were less consistent over locations and dates,
but still, some significant differences were found. The authors concluded that
some of these species are attracted to reef sounds at night from a distance of
65 m or less. It is reasonable to conclude that some sort of sound source
localization is required for these behaviors.

In many fish species, males are known to signal their breeding territory lo-
cations through advertisement calls that attract females of the species (Fine et
al. 1977). It is presumed, and sometimes has been demonstrated, that females
are able to localize these sources using only the broadcast sounds as cues. Al-
though there are reports of approaches to conspecifics and sound playbacks
(phonotaxis) in many fish species (Fine et al. 1977), toadfish (family Batra-
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choididae) are the best studied (e.g., Gray and Winn 1961, Winn 1964 for Op-
sanus tau; Fish 1972). McKibben and Bass (1998) presented various
synthesized sounds to plainfin midshipman (Porchthys notatus) from one of two
loudspeakers near the center of a 4-m diameter cynindrical concrete tank (0.75
m deep) and observed the responses of females and males released within about
1 m from the loudspeakers. For continuous tones and harmonic complexes with
a fundamental frequency near 100 Hz (at about 130 to 140 dB re: 1 pPa), gravid
females were observed to exhibit a variety of behaviors that “usually began with
a straight approach to one speaker.”” The authors concluded that the male’s
vocalization (a long-duration “hum” with a fundamental frequency of about 100
Hz) functions as a “call” that attracts gravid females that are ready for repro-
duction. These and other (McKibben and Bass 2001) studies on this species
also represent some of the clearest evidence available that fishes are able to
locate sound sources. Since these experiments were “closed-loop” in the sense
that the sound continued during the phonotactic behavior, it is not known
whether these animals were moving up an intensity gradient, or approached the
source using another search strategy (e.g., the constant-angle mechanism pro-
posed by Kalmijn 1997), or whether they had determined the source location at
the time of initial release in the test arena. Further analyses of these behaviors
using different types of sound sources and sound fields will help answer these
questions.

Tavolga (1971, 1976) has documented an unusual example of the use of sound
by a marine catfish (Arius felis) that strongly implies a capacity for sound source
localization. Tavolga (1971) described the vocalizations of this species as pulses
and trains of pulses with energy at frequencies between 100 and several
kiloHertz. In preliminary experiments, animals were tested in a large laboratory
test tank with visible and invisible plastic obstacles scattered about. The swim-
ming fish had very few collisions with the obstacles. When the eyes were
surgically removed, the vocalization quantity increased transiently, and the an-
imals were still described as competent in avoiding obstacles. Subsequently,
Tavolga (1976) introduced clear plastic barriers into the test arena for normal
animals and animals that had been “muted” by surgically cutting the sonic mus-
cles that deform the swim bladder for sound generation. All the muted animals
behaved unusually with generally disoriented behavior and frequent collisions
with the plastic barriers. Again, evidence was obtained that Arius could deter-
mine the presence and location of transparent plastic barriers using a sort of
echolocation system. This is an interesting example of the use of vocal sounds
to generally characterize the structure of the local environment.

6. Reflex Directional Orientation with Respect to Sound
Sources

Many fishes produce fast escape responses (sometimes called fast startle or C-
start responses) that are directional with respect to nearby sound sources (e.g.,
Moulton and Dixon 1967; Blaxter et al. 1981; Mueller 1981). For many of
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these fast responses, the M-cells of the medulla (Bartelmez 1915) are most likely
responsible for initiating and directing the response. Mauthner cells are giant,
reticulospinal cells that receive multimodal sensory input (Zottoli et al. 1995)
and innervate motoneurons controlling contralateral body musculature. Begin-
ning with the work of Furshpan and his colleagues (e.g., Furshpan and Furukawa
1962), the structures and physiological functions of M-cells have become an
important example of how an identified single neuron of the vertebrate brain
can create behavior. The paired M-cells (and other reticulospinal neurons) fire
in a coordinated way to initiate rapid movement away from a local source of
sound or other mechanical disturbance in some species of fish and larval am-
phibians. There is some evidence that primary afferent input from the saccule
initiates the M-cell response through synapses directly on the M-cell lateral
dendrite (e.g., Canfield and Eaton 1990). Directional decisions are likely made
through synaptic processing mechanisms possibly involving both excitatory and
inhibitory inputs from multiple sensory organs and at least one group of inter-
neurons (i.e., passive hyperpolarizing potential cells: Korn and Faber 1975).

Since much of the work on M-cells has been done on goldfish, and since the
goldfish saccule is known to be an auditory organ, M-cells have been understood
as a mechanism for sound source localization. As such, the same questions that
have arisen earlier in this chapter regarding source localization in a more general
sense have been asked (and sometimes answered) of the M-cell system. The
fundamental ones are:

1. What sensory organs or systems provide triggering and directional infor-
mation to the M-cell?

2. How is the directional information encoded?

3. How are response thresholds and left-right directional decisions made given
the 180° ambiguity problem?

Understanding this relatively simple neurobiological system offers the promise
for understanding at least one neural circuit and processing strategy that could
accomplish sound source localization. However, as noted above, intentional lo-
calization behaviors with respect to sound sources (e.g., phonotaxis, MAA dis-
crimination) cannot be explained through the descending M-cell circuit, so it
seems probable that the signal processing problems of source localization for
fishes may have two independent circuit solutions within the fish auditory
system.

How the M-cell system makes fast directional decisions is still a matter of
speculation. Canfield and Eaton (1990) have shown that the M-cell excitation
and firing requires input from the swim bladder via the saccule. This finding
was initially surprising (but see Blaxter et al. 1981) since the swim bladder’s
input is mediated by sound pressure which, by itself, is nondirectional. How-
ever, an effective model that can account for both the initiation and directionality
of the C-start must include the sound pressure signal polarity or phase in the
computation (in accord with the phase model), so pressure information appears
to be necessary (Guzik et al. 1999).

Eaton et al. (1995) have presented a connectionist model for this decision-
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making by M-cells that they characterize as an exclusive NOR (“NOT OR,”
XNOR) logical operation. A putative neural circuit was postulated that could
implement this XNOR function in goldfish and other Otophysi. In this model,
the M-cell receives direct excitatory input from saccular afferents of both pos-
itive and negative polarity, and the magnitude of swim bladder-mediated,
pressure-dependent input from the saccules brings the M-cell membrane
potential near threshold. At the same time, combinations of polarity-specific
pressure inputs and direction-dependent displacement inputs combine via inhib-
itory interneurons (PHP cells) to provide the proper directionality (i.e., to solve
the 180° ambiguity problem). In effect, this inhibition can pull the direct,
pressure-mediated excitation just below M-cell spike threshold. This model is
in accord with observations of strongly pressure-dependent excitatory postsy-
naptic potentials recorded intracellularly in M-cells (Canfield and Eaton 1990).
Still unclear, however, is the source(s) of the directional displacement-sensitive
input to the PHP cells. In principle, these could arise from the saccule, lagena,
or utricle of the ear, or from the lateral line system. Also unclear at the moment
are the sources of the pressure-dependent excitation in hearing generalist species
and those lacking a swim bladder or equivalent. There are some indications
that M-cell decision making may lead to different behaviors in different species,
with visual cues weighted differently (Canfield and Rose 1996).

7. Physiological Studies on Directional Hearing in Fish

Neurophysiological investigations of directional hearing in fishes have focussed
on the encoding of directional information in the afferents of the otolith organs
and on the fates of these directional representations at various levels of the
brainstem. The species investigated have been somewhat limited, including
goldfish (Carassius auratus), toadfishes (Opsanus tau and Porchthys notatus),
sleeper goby (Dormitator latifrons), rainbow trout (Salmo gairdneri), and At-
lantic cod (Gadus morhua).

7.1 Directional Encoding at the Periphery

Single-unit studies on the peripheral encoding of directional information were
first reported by Fay and Olsho (1979) and Fay (1981) for goldfish. Hawkins
and Horner (1981) measured the first directional response patterns in recordings
from the saccular and utricular nerve of the cod in response to whole-body
oscillatory accelerations in the horizontal plane at frequencies between 63 and
250 Hz. Their major finding was that the response magnitude (expressed both
in terms of spikes per cycle and phase locking) tended to vary according to a
cosine-like function of vibration axis. This was significant because it indicated
that each afferent studied represented the presumed directionality of a single hair
cell or group of hair cells having the same directional orientation. In other
words, each hair cell orientation appeared to have a private line to the brain, a
requirement of the notion of “vector detection” assumed by Schuijf (1975) as
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the first stages of the phase model. For the saccule, the limited data set presented
indicated that the best azimuthal axis of motion corresponded roughly with the
horizontal-plane orientation of the saccular sensory epithelium and otolith. For
utricular units, best azimuths varied widely, roughly in accord with the diversity
of hair cell orientations over the (horizontal) surface of the utricular epithelium.
The authors noted that utricular best sensitivity was similar to that of the saccule,
suggesting that the utricle could possibly play a role in directional hearing.
Finally, it was noted that the phase angle at which units synchronized varied
widely among the units recorded and did not simply fall into two discrete groups,
180° out-of-phase with one another. Fay and Olsho (1979) and Fay (1981) also
observed a nearly flat distribution of phase-locking angles among saccular and
lagenar nerve units in goldfish. The phase model (and other related theories of
directional hearing in fishes outlined above) assume that pressure and displace-
ment “polarities” would be represented robustly in a bimodal distribution (180°
separating peaks) of phase-locking angles, as predicted by anatomical hair cell
orientation maps for otolith organs (e.g., Dale 1976; Platt 1977; Popper 1977).
The fact that phase-locking angles do not cluster in such a simple and easily
interpretable way (see also Fay and Edds-Walton 1997a for similar data on
Opsanus tau) presents a problem for all current theories of sound source local-
ization in fishes: Which neurons “represent” the phases of pressure or displace-
ment waveforms that have to be compared to resolve the 180° ambiguity?

Studies on directional encoding in goldfish (Fay 1984; Ma and Fay 2002) and
toadfish (Fay and Edds-Walton 1997a,b; Edds-Walton et al. 1999; Weeg et al.
2002) have used a three-dimensional electrodynamic “shaker” system to create
whole-body translational accelerations varying in both azimuth and elevation.
Figure 3.1 illustrates typical directional response patterns (DRPs) for saccular
units of oyster toadfish. Data of this sort have led to the following generaliza-
tions:

1. Most saccular afferents respond in proportion to the cosine of the stimulus
axis angle in azimuth and elevation, with a few exceptions (Fay and Edds-
Walton 1997a). Thus, each afferent seems to represent the orientation of one
hair cell, or a group of hair cells having the same directional orientation (Lu
et al. 1998).

2. In the horizontal plane (azimuth), most saccular units respond best and with
lowest thresholds to an axis angle that is approximately parallel with the
saccular epithelium and otolith orientation in the head (see also Sand 1974).

3. In vertical planes, the diversity of best elevations among units corresponds
qualitatively with the diversity of hair cell morphological polarizations on
the saccular epithelium.

4. The best threshold sensitivity for otolithic afferents is very high; at 100 Hz,
root-mean-square displacements that are effective in causing significant phase
locking in the most sensitive afferents are about or below 0.1 nm. This is
approximately the same amplitude of basilar membrane motion at behavioral
detection threshold in mammals (Allen 1996).

5. Intracellular labeling studies indicate that anatomical hair cell orientation
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maps do not quantitatively predict physiological directionality (Edds-Walton
et al. 1999). This is probably due, at least in part, to the simplifications
inherent in constructing two-dimensional map representations of three-
dimensional structures. Thus, anatomical maps cannot substitute for physi-
ological data in specifying the directional information transmitted to the brain
over the auditory nerve.

6. As noted above, the phase angles of synchronization do not form simple
bimodal distributions with peaks separated by 180°. These conclusions for
toadfish (Opsanus tau) do not differ importantly from those based on similar
work on the saccules of Porichythys notatus (Weeg et al. 2002), and on
Dormitator latifrons (Lu et al. 1998).

Since best azimuths for the saccular afferents studied so far tend to cluster
about the azimuthal angle in the head of the saccular epithelium and otolith
(see also Sand 1974), the overall activation of each of the two saccules will
tend to differ and will depend on the azimuth of the particle motion axis.
Thus, azimuth angle could be computed by comparing the summed output of
each saccule (e.g., through subtraction or common-mode rejection), but with a
front-back ambiguity and two other ambiguous points corresponding to about
plus and minus 90° (left-right) in Opsanus tau (Fig. 3.2). Since a relatively
simple binaural comparison could compute azimuth, azimuthal localization in
fishes could be a binaural process in fishes similar to that of terrestrial ani-
mals, with comparable ambiguities. This conclusion is consistent with the ex-
periments of Moulton and Dixon (1967), Schuijf (1975), and Schuijf and
Siemelink (1974) showing that the information from two intact labyrinths is
necessary for the determination of sound source azimuth. Note, however, that
in the case of fishes, binaural acoustic cues are not available; the binaural in-
formation derives from the directionality of the ears as they respond directly
to acoustic particle motion. Fay and Edds-Walton (1997a) have observed that
the phase angles at which the units synchronize to a tone stimulus are corre-
lated with the differences in response magnitude (and effective sound excita-
tion level) in nonspontaneous primary saccular afferents. This means that an
interaural response phase or timing difference could play a role in represent-

<

FIGURE 3.1. Directional response functions (DRFs) for five saccular afferents from the
left ear of one toadfish (Opsanus tau). Response magnitude is plotted as a function of
stimulus axis in polar coordinates. (Left) DRFs in the horizontal plane (azimuth 0° =
straight ahead). (Right) DRFs in the mid-sagittal plane (elevation 0° = straight ahead).
For most afferents, DRFs were determined at several displacement levels. Response
magnitude grows monotonically with signal level in 5-dB increments for panels with
multiple functions. Signal levels range between 5 and 25 dB re: 1 nm displacement at
100 Hz. Note that the best axes in azimuth tend to cluster toward the left front-right
rear axis while elevations are more diverse. Response magnitudes plotted are the z-
statistics (vector strength squared times total number of spikes). (Unpublished data from
Fay and Edds-Walton.)
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FIGURE 3.2. Simple model for using interaural differences in response magnitude to help
determine the axis of acoustic particle motion in toadfish and other hearing generalist
fishes. (Top) Each saccule is directional in the horizontal plane, roughly in the manner
of a cosine function. Arrows indicate the best sensitivity of each saccule in the horizontal
plane. (Bottom) The signed difference between the two differently oriented cosine func-

tions (rectified) can represent the azimuth of the axis of acoustic particle motion. As is
the case for other binaural vertebrates, ambiguities are present.
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ing response magnitude, giving rise to a robust interaural response timing code
for azimuth as well.

As discussed above, sound source azimuth could be represented in differences
between the neurally coded outputs of the two ears. Coding for elevation seems
to be a different matter, however. The elevation of a sound source (or the degree
and axis angle of up—down acoustic particle motion) is represented within a
sensory epithelium as the profile of activity across saccular afferents with dif-
ferent “best elevations” (see Fig. 3.1), as originally postulated by Schuijf (1975)
in the “vector detection” process. It is interesting to note that there is a func-
tionally similar hypothesis for determining elevation for human and other mam-
malian listeners; this is the hypothesis of processing the spectral profile (over
the length of the cochlear epithelium) as shaped by the HRTF (e.g., Wightman
and Kistler 1993). Thus, it is hypothesized that for both fishes and mammals,
sound source elevation could be, in effect, mapped or coded as a monaural
profile of excitation over the receptor organ surface.

The directional responses of auditory nerve units have also been studied for
organs other than the saccule. Hawkins and Horner (1981) studied utricular
units in the cod and found them to be most sensitive in the horizontal plane
with substantially cosinelike DRPs. Fay (1984) surveyed lagenar and utricular
as well as saccular units in goldfish. All three otolith organs had a similar
distribution of displacement thresholds (lowest thresholds based on phase-
locking near 0.1 nm, root-mean-square at 140 Hz) and essentially cosine-shaped
DRPs. Lagenar units showed a wide distribution of best axes in elevation with
a weak tendency to cluster in best azimuth along an axis parallel to the orien-
tation of the lagenar epithelium in the horizontal plane. Most utricular units
were most sensitive in the horizontal plane, in accord with the horizontal ori-
entation of the utricular sensory epithelium. Lu et al. (2003) have studied la-
genar DRPs in the sleeper goby. Surprisingly, many of the DRPs obtained
deviated significantly from a cosine shape, showing more narrowly shaped DRPs
than would be expected from hair cell directionality, and best thresholds that
were somewhat higher than saccular units from the same species. More broadly
shaped DRPs could be explained by excitatory convergence from hair cells
having different directional orientations (Fay and Edds-Walton 1997a), but more
narrowly shaped DRPs cannot be explained at present. The differences in sen-
sitivity between lagenar and saccular units in the sleeper goby could possibly
be related to the small size of the lagenar organ (characteristic of most hearing
generalists).

7.2 Directional Representations in the Brain

The representations of directional acoustic information in the brain have been
studied for Carassius auratus by Ma and Fay (2002), Opsanus tau by Edds-
Walton and Fay, and for Salmo gairdneri by Wubbles, Schellart, and their col-
leagues. The major acoustic nuclei of the fish brainstem are the first-order
descending octaval nucleus (DON) and the higher-order secondary octaval nuclei
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(SON) of the medulla, and the torus semicircularis (TS) of the midbrain. Au-
ditory responses of the SON, thalamic, and other forebrain auditory nuclei have
been investigated, but the cells were not analyzed with respect to directional
stimulation.

The great majority of single units recorded in the toadfish DON show simple
directional preferences for the axis of whole-body translational acceleration.
The maintenance of directionality in the DON (and in other auditory nuclei
investigated) indicates that excitatory convergence from auditory neurons having
different directional preferences tends not to occur in the brain; that is, direc-
tional selectivity originating at the periphery is maintained throughout the au-
ditory brainstem. The axons of primary saccular afferents enter the DON
anteriorally and project caudally throughout the rostrocaudal extent of the DON
with collaterals heading medially (Edds-Walton et al. 1999). The sensitivity,
frequency response, and phase locking of DON units are similar to those of
saccular afferents, but the DRPs of most units tend to be more directionally
selective than saccular afferents. This increased selectivity has been termed
“sharpening” (Fay and Edds-Walton 1999; Edds-Walton and Fay 2003). Figure
3.3 shows typically sharpened DRPs from the brain of toadfish along with a
graphical representation of a simple model mechanism that could account for
sharpening (Edds-Walton and Fay 2003). The hypothesis is that a central cell
receives excitatory input from one directional cell, and inhibitory input from
another directional cell, both having cosine-like DRPs with different best axes
in azimuth or elevation (Fay and Edds-Walton 1999). This excitatory—inhibitory
convergence appears to be a common interaction in the auditory brainstem, and
it inevitably would result in some degree of directional sharpening, depending
on the best axes and weights associated with each input. Recordings from the
TS of the midbrain (Fay and Edds-Walton 2001, Edds-Walton and Fay 2003)
show similar unit sensitivity and frequency response as in the DON, but with
dramatically reduced phase locking, and augmented directional sharpening (see
Fig. 3.3).

Directional auditory responses were found both in the nucleus centralis (nom-
inally, the “auditory” nucleus), and the nucleus ventrolateralis (nominally, the
“lateral line” nucleus) of the TS in toadfish. In addition, many units recorded
in both nuclei showed interactions of auditory and lateral line inputs (excitatory
and inhibitory) (Fay and Edds-Walton 2001; Edds-Walton and Fay 2003). It is
not known whether such bimodal interactions play a role in sound source lo-
calization; there are no major theories of source localization that require audi-
tory-lateral line interactions. At the same time, however, source localization is
likely a multimodal function (Braun et al. 2002), and the lateral line system
could play an important role at short ranges (c.f. Weeg and Bass 2002).

In general, the distributions of best axes for brainstem auditory units are more
widely distributed in azimuth and elevation than the same distributions for sac-
cular afferents. Thus, the across-neuron or population representations of the
axis of acoustic particle motion appear to be enhanced by excitatory—inhibitory
interactions in the brainstem, particularly in azimuth. It is not known whether
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FIGURE 3.3. Demonstration of the sharpening model for two cells of the left torus sem-
icircularis (C4-00, top and P2, bottom) in the horizontal (far leff) and mid-sagittal (mid-
dle) planes of oyster toadfish. Stimulus levels were 25 and 20 dB re: 1 nm displacement
at 100 Hz, respectively. Response magnitude is the z-statistic as in Fig. 3.1. One hy-
pothetical excitatory input (solid thin line) and one hypothetical inhibitory input (dashed
line) are shown for cell C4-00 (at 25 dB) and cell P2-01 (at 20 dB). The addition of
the excitatory and inhibitory inputs would result in the sharpened directional response

pattern shown with the heavier solid line. Square symbols are the data to be modeled
(see Fay and Edds-Walton 1999).
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this processing is based on binaural, monaural, or both types of neural interac-
tions, but it is known that excitatory—inhibitory binaural interactions take place
in the brainstem of the cod (Horner et al. 1980).

The directional characteristics of TS units also have been studied in goldfish,
a hearing specialist (Ma and Fay 2002). In general, most units responded best
to nearly vertical whole-body motion, in accord with the nearly uniform vertical
orientation of saccular hair cells in goldfish and other Otophysi. Thus, excita-
tory inputs to the TS appear to be primarily, if not exclusively, from the saccule
in goldfish. Nevertheless, deviations from cosine directionality among unit
DRPs (i.e., sharpening) was also observed in the goldfish TS, and could be
accounted for by simple excitatory—inhibitory interactions as in toadfish (see
Fig. 3.3). This suggests that sound source localization in Otophysi, if it occurs
at all (see Schuijf et al. 1977), may be based on computations taking place
elsewhere in the ascending auditory system where lagenar or utricular inputs
could be used to help resolve the axis of acoustic particle motion in a population
code comprised of a wide distribution of best axes among neurons. In any case,
the representation of acoustic particle motion appears at present to be organized
quite differently in the midbrains of toadfish and goldfish.

Wubbels and Schellart and their colleagues have presented a series of studies
on directional sound encoding in the midbrain (torus semicircularis or TS) of
the rainbow trout (Oncorhynchus mykiss). This species is a hearing generalist
and was assumed to receive both direct motion as well as reradiated, pressure-
dependent motion inputs from the swim bladder to the ears under normal lis-
tening conditions. Fish were stimulated in neurophysiological studies by
whole-body acceleration at various angles in the horizontal plane using a vi-
brating platform that could be rotated to any angle (Schellart et al. 1995). Sev-
eral important observations on directional encoding were made, including the
following:

1. Some units were classified as directional (about 44%), and some nondirec-
tional (Wubbels and Schellart 1997).

2. Directional units were described as roughly mapped in the TS with the medial
TS containing rostrocaudal orientations and the lateral TS containing all pos-
sible orientations (Wubbles et al. 1995).

3. Based on individual electrode tracks, the TS was described as having a co-
lumnar organization with similar best axes of horizontal motion tending to
be constant within vertical columns (Wubbels et al. 1995; Wubbels and Schel-
lart 1998).

4. Some phase-locked units had phase angles of synchronization that did not
vary with the stimulus axis angle (except for the expected 180° shift at one
angle around the circle), while others showed a phase shift that varied con-
tinuously with stimulus angle over 360° (Wubbels and Schellart 1997).

Wubbels and Schellart concluded that these and other results strongly sup-
ported the phase model. Further, they speculated that the rostrocaudally oriented
units of the medial TS were channels activated by swim bladder—dependent
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motion input, while the diversely oriented units of the lateral TS represented
direct motion input to the otolith organs. The utricle was hypothesized to be
the most important otolith organ supplying the direct motion-dependent input
because of its horizontal orientation. The authors further speculated that the
units with synchronization angles independent of stimulus direction represented
pressure-dependent swim bladder inputs while the units with variable synchro-
nization phase angles represented direct motion inputs. Wubbels and Schellart
(1997) then concluded that “the phase difference between the(se) two une-
quivocally encodes the stimulus direction (0 to 360°)” (i.e., solves the 180° am-
biguity problem). This conclusion could be strengthened by a mechanistic
explanation for the direction-dependent variation in synchronization angle
shown by some units and by a testable model for the final step that solves the
180° ambiguity.

8. Summary and Conclusions

1. There are multiple observations on the acoustical behaviors of many fish
species that strongly suggest the capacity for sound source localization. Most
of these observations take place within the near field of sound sources and likely
depend on the response of one or more otolith organs to acoustic particle motion.

2. The question of whether localization takes place in the near or far fields
is no longer important because we have learned that processing in the near field
does not imply that the lateral line system must be responsible for the behavior.
The otolith organs can respond directly to acoustic particle motion in both fields
given sufficient amplitude.

3. Most conditioning and psychophysical studies on the discrimination of
sound source location provide evidence consistent with the hypothesis that fishes
are able to locate sound sources in a way analogous to localization capacities
of humans and other tetrapods, both in azimuth and elevation. However, most
of these studies fail to unequivocally demonstrate that fishes can actually locate
the sources in space (i.e., “know” where the sources are).

4. An explanation for sound source localization behavior at the level of
Mauthner cells and other reticulospinal neurons are relatively successful for re-
flex orientation behaviors but cannot serve to explain conditioning and psycho-
physical observations on sound source localization.

5. There are several, related theories of sound source localization by fishes.
All present theories postulate that the process begins with the determination of
the axis of acoustic particle motion by processing the profile of activity over an
array of peripheral channels that directly reflect diverse hair cell and receptor
organ orientations (“vector detection”).

6. Neurophysiological studies on units of the auditory nerve and brainstem
are consistent with the notion of vector detection and show that most brainstem
cells maintain and enhance the directionality originating from hair cell direc-
tionality at the periphery. However, goldfish and other Otophysi present a clear
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problem for this view because there is little or no variation of hair cell direc-
tionality in the saccule and at the level of the midbrain. This has led to the
speculation that Otophysi use other otolith organs in addition to the saccule for
encoding the axis of acoustic particle motion. At present, it is still unclear
whether or not goldfish and other Otophysi are able to locate sound sources.

7. Vector detection leaves an essential “180° ambiguity” as an unsolved prob-
lem (Which end of the axis points to the source? In what direction is the sound
propagating?). The “phase model” of directional hearing has been moderately
successful in solving this ambiguity as part of a more complex theory, and in
experiments deriving from the theory. However, the 180° ambiguity is not the
only essential ambiguity that occurs in sound source localization throughout the
vertebrates. It is not certain that immediate auditory processing, alone, must be
able to solve this problem for appropriate behavior to occur with respect to
sound sources.

8. While the phase model is successful in a general sense, it is difficult to
apply in several important cases (i.e., for fishes lacking swim bladders, and for
Otophysi) where effectively independent representations of the particle motion
and pressure waveforms are required by the theory but are not evident in the
ear or through more peripheral structures.

9. Additional problems for vector detection and the phase model are that the
axis of acoustic particle motion points directly at the source only for monopole
sources, and that clear and unambiguous representations of waveform phase have
not been observed in auditory nerve units (distributions of phase-locking angles
tend to be uniform).

10. While there are behavioral and electrophysiological observations that are
consistent with sound source localization in fishes, there are no examples of
localization capacities in a single species that have a complete and satisfying
description and theoretical explanation. Sound source localization in fishes re-
mains incompletely understood.
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Directional Hearing in Nonmammalian
Tetrapods

JAKOB CHRISTENSEN-DALSGAARD

1. Introduction

The nonmammalian tetrapods—amphibians, reptiles and birds—are a diverse
assembly of animals with body mass ranging from below 1 g to more than 100
kg and adapted to almost any habitat on Earth. Apart from being tetrapods,
these animals do not form a natural group. However, they share an important
functional characteristic—a tympanic ear with a single auditory ossicle—and,
as will be outlined below, the limitations of this monossicular ear may impose
common constraints on the directional hearing of these species. Another shared
constraint in all vertebrates is the general, conserved organization of inner ear
and central auditory pathways.

The focus of this chapter is the origin of directional hearing, the general
principles of directionality of the monossicular ear, and the special character-
istics of directional hearing in the different groups. The main thesis is that the
primitive condition of the ear in all groups is one in which the tympana are air
coupled and that a pressure-sensitive ear represents a later (derived) speciali-
zation. Also, following the current view of the independent evolution of tym-
panic hearing in these groups, the differences in the organization of neural
processing of directional hearing are outlined. This chapter does not attempt to
review the older litterature on directional hearing in detail, since it has been
covered in excellent reviews (e.g., Fay and Feng 1987; Eggermont 1988; Klump
1988, 2000).

1.1 Origin of the Monossicular Ear

The earlier view of the evolution of tetrapod hearing was based on the general
similarity of the tympanic ears of tetrapods and stated that tympanic hearing
emerged early in the tetrapods (or even before the tetrapods, van Bergeijk 1966)
and was conserved in the lineages leading to recent amphibians and amniotes
(Goodrich 1930). However, this view was challenged by Lombard and Bolt
(1979) and Bolt and Lombard (1985), who provided evidence from the mor-
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phology of the middle ear in recent amphibians and their tetrapod ancestors,
leading to the conclusion that tympanic hearing had evolved independently in
anurans (frogs and toads) and in the amniotes. Studies on fossil tetrapods have
shown that a tympanic middle ear is not a primitive characteristic of tetrapods
(Clack 1993) and that even the amniote ancestors probably did not have a tym-
panic ear (Clack 1997; Manley and Clack 2004). Therefore, the informed con-
sensus today is that the columellar-tympanum connection has emerged
independently at least five times, that is, in the lines leading to amphibians,
turtles, lepidosaurs (lizards and snakes), archosaurs (crocodiles and birds), and
mammals, and that the inner ear (but not the auditory organs!) and middle ear
bone (columella/stapes) is homologous in the tetrapods (Lombard and Bolt 1979;
Clack 1997; Manley and Koppl 1998).

In this light, the tympanic ears of all groups are independently derived traits,
and, furthermore, many of the similarities of the tympanic ears in tetrapods are
probably caused by convergent evolution. Also, it is not self-evident anymore
that all the central auditory nuclei are homologous in the tetrapods beyond the
basic homology as octaval nuclei (McCormick 1999). An obvious, but still
important, point to note is that none of the extant groups can be regarded as
representing the ancestral condition of any of the others.

1.2 Origin of Directional Hearing

Unfortunately, directional hearing is not linked to any specific morphological
character and therefore it cannot be traced in the fossil record. It would be
tempting to link the emergence of directional hearing to the emergence of the
tympanic ear, but this would be incorrect, since also atympanic ears can show
directionality. For example, frogs show enhanced, nontympanic directionality
at low frequencies (see Section 3.3.4). Similarly, ancestral tetrapods, even if
atympanic, could have had a crude (low-frequency) directional hearing, since
the hair cells in their sensory maculae would encode the direction of vibrations
of the skull induced by sound: stimulation along the hair cell’s axis produces
maximal responses with 180° phase difference for stimulation parallel and an-
tiparallel to the hair cell’s orientation (see Jgrgensen and Christensen-Dalsgaard
1997b and Section 3.3.4). Thus, binaural amplitude and phase comparisons
would probably already be useful to sharpen the directional response, and some
of the neuronal substrate subserving directional hearing could already have been
in place from the early tetrapods. However, the emergence of tympanic hearing
changed directional hearing by (1) increasing sensitivity, (2) extending the fre-
quency range, (3) enabling the auditory system to use time-of-arrival and inten-
sity difference cues, and (4) enabling a new directional mechanism by acoustical
coupling of the eardrums. Therefore, the emergence of tympanic hearing is an
important landmark in the evolution of directional hearing.

The anurans (frogs and toads), the only amphibians that have a tympanic
membrane, probably emerged in the Triassic. In the amniote lineages, tympanic
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hearing also emerged during the Triassic (Clack 1997; Manley and Koppl 1998;
Manley and Clack 2004). It has been speculated that this timing coincides with
the evolution of sound-producing insects (earliest orthopterans date from the
Permian; Hoy 1992) and that the evolutionary push for high-frequency hearing
occurred in small insectivores of the different amniote lineages. If this hypoth-
esis is true, localization of sounds associated with prey organisms would also
have been a major driving force in the initial evolution of the tympanic ear that
was later exploited by secondary adaptations for sound communication in the
anurans and some of the amniote lineages.

2. General Properties of the Monossicular Ear

2.1 Structure of the Ear

The structure of the auditory periphery in a representative anuran, lizard, and
bird is shown schematically in Figure 4.1. Anurans and lizards show the same
general configuration in that they have middle ear cavities that are connected
through the mouth cavities by relatively large, permanently open Eustachian
tubes, but the anuran head (and body) is generally much more transparent to
sound than the head and body of the other groups (see Section 3.3). In birds

FIGURE 4.1. The middle ear of an anuran (a: Rana sphenocephala, redrawn from a section
shown in Wever 1984), the middle ear of a lizard (b: Sceloporus, redrawn from Wever
1978), and bird (c: zebra finch, Poephila guttata, from a preparation, courtesy of O.N.
Larsen). Note the large and continuous air spaces in frog and lizard, and the trabeculated
interaural canal connecting the bird middle-ear cavities.
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and crocodiles, the middle ear cavities are connected by an interaural canal that
is connected to the mouth cavity through a common Eustachian tube (Kiihne
and Lewis 1985). Also, the avian ear has a relatively long external ear canal.

The anurans, reptiles, and birds all have a single auditory ossicle, the colu-
mella (homolog to the mammalian stapes) and an extracolumella between col-
umella and eardrum. In reptiles and birds, the extracolumella is an incompletely
ossified and complex structure with several processes, whereas in anurans it is
a lump of soft cartilage. In all of these species, the columella—extracolumella
link has been shown to have an essential function in the impedance matching
of the ear by creating a mechanical lever (Manley 1972, 1990; Jgrgensen and
Kanneworff 1998).

2.2 Pressure and Pressure-Difference Receivers

Tympanic ears can be divided in two functional categories. Ears in which the
tympanum lines a closed middle ear cavity are pressure receivers and nondirec-
tional, since they respond to sound pressure, a scalar. An example of a pressure
receiver ear is the mammalian ear, in which the Eustachian tubes are narrow
and usually closed, resulting in functionally closed and separated middle ear
cavities. In pressure receiver ears, directional information is extracted by the
central nervous system (CNS) using binaural comparisons of the inputs, such
as interaural time differences (ITDs) and interaural level differences (ILDs). In
mammals, the duplex theory proposes that localization of low- and high-
frequency sounds depends on the ITD and ILD, respectively (Wightman et al.
1987). ITD includes both interaural phase differences (IPDs) and onset time
differences (OTDs). IPD is by far the most salient cue to direction at low
frequencies in humans (Blauert 1997), and a localization ability based on time
differences declines with frequency as would be expected by the decline in phase
locking by the auditory fibers. However, at high frequencies, in which neural
phase locking is decreased, OTD is probably an important cue for localization
of more complex sounds, such as amplitude-modulated sounds, based on timing
differences of the sound envelope.

The problem for a small animal in using a pressure receiver is that both the
maximal ITDs and ILDs depend on the head size (Michelsen 1994). The sim-
plest approximation of ITD, assuming that sound can penetrate the head, is

2r .
ITD = —- sinf
c

where r is the head radius, c is sound velocity, and 6 the angle of sound inci-
dence. If—more realistically—sound is assumed to propagate along the head
perimeter, the expression becomes

ITD = Z- (sinf + )
C
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(Woodworth and Schlosberg 1962; Blauert 1997; see also Klump 2000 for more
accurate approximations). For an animal with a head diameter of 2 cm, for
example, the maximal ITD (contra- or ipsilateral sound incidence) is 58 Us using
the simplest approximation (76 Us assuming propagation along the perimeter).
For a 10° sound incidence angle, the ITD would be reduced to 10 ps. ILDs
depend on the diffraction by the head and body of the animal. As a rough rule
of thumb, diffraction effects are seen when the dimensions of an object is larger
than 1/10 of the wavelength (Larsen 1995), for example, 3.4 cm at 1 kHz, where
the wavelength is 34 cm (but note that close to this limit the effects will be very
small, and robust effects are seen only for objects larger than 1/4 of a wave-
length). Therefore, for most frogs, reptiles and smaller birds measurable dif-
fraction effects are restricted to higher frequencies (above 4 kHz).

In contrast, the principle of the pressure gradient or pressure difference re-
ceiver ear is that binaural interaction takes place on the tympanum itself. Sound
reaches both sides of the tympanic membrane, and the driving force for
membrane motion is proportional to the instantaneous pressure difference be-
tween the two sides. Obviously, membrane motion depends on phase as well
as on amplitude differences between the two sides of the membrane. The pres-
sure gradient receiver is directional, because the phase shift between sounds
reaching the two sides of the membrane is directional, and both ILD and ITD
cues are larger than in a pressure receiver ear. However, the directivity (the
physical directional characteristics of the receiver) is very frequency dependent.
At very low frequencies, the phase difference between direct and indirect sound
will be small at any direction of sound incidence, so the vibration amplitudes
of the membrane will be small. At high frequencies, the phase difference be-
tween direct and indirect sound exceeds 360°; hence, the phase cues become
ambiguous.

Any ear in which the two tympana are coupled through Eustachian tubes or
interaural canals is potentially a pressure difference receiver. However, for the
ear to exhibit any significant directionality, the sound from the contralateral ear
must reach the ipsilateral ear with little excess attenuation. Evidently, if there
is no diffraction or interaural attenuation, so that the amplitudes of direct and
indirect sound are equal, the pressure difference will range from O (when direct
and indirect sound is in phase) to twice the level of direct sound (when the two
sides are 180° out of phase). If the indirect sound pressure is 0.5 that of direct
sound pressure p, then the pressure difference ranges from 0.5p to 1.5 p and,
generally, the smaller the indirect component, the smaller the directionality (ITD
as well as ILD; see Klump 2000) generated by the pressure difference receiver.
However, at high frequencies where sound is diffracted around the head of the
animal, the sound amplitudes reaching the shaded ear can be so small that they
are comparable in amplitude to sound reaching the ear via internal pathways,
even though attenuation through the internal pathways is considerable (Mich-
elsen 1998).

Any tubelike structure such as the Eustachian tubes will exhibit frequency-
dependent attenuation depending on its length and thickness, and this will limit
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the frequency range within which the receiver is directional. In contrast to the
ideal pressure difference receiver, which is just a suspended membrane, in real-
world ears the eardrums are connected by tubes and cavities, and the ears behave
like a combination of a pressure and pressure-difference receiver (a pressure—
pressure difference receiver; Fay and Feng 1987).

2.3 Acoustical Models

The directivity index V for a simple receiver consisting of a membrane, a cavity,
and an second sound entry can be modeled by

1 + Bcos6
V=20log———
1+ B
AL
B=—7-——
c-C, R,

(Beranek 1986) where B is a dimensionless constant, AL is the distance between
the eardrums, c is the speed of sound, C, is the compliance, and R, is the
resistance of the cavity. With a large interaural resistance, B approaches zero
(omnidirectional pressure receiver). Conversely, for small resistances (large B)
the directivity will approach V = 20 log cosf, producing a figure-of-eight di-
rectionality with a null for sound coming from frontal and caudal directions.

More realistic model calculations have been based on electrical network an-
alog of the auditory periphery of frogs and birds (Fletcher 1992; see Fig. 4.2).
For an initiation into such network modeling, the reader is referred to Fletcher
and Thwaites (1979) and Fletcher (1992). In brief, any acoustical system in
which acoustical flow is one dimensional (such as propagation in tubes and
through membranes) will have an analogous electrical circuit in which cavities
correspond to capacitors, tubes to inductances (at low frequencies; for high-
frequency approximations see Fletcher 1992) and sound absorbers to resistances.
At high frequencies, a key assumption inherent in the electrical analogy—that
the acoustical elements can be treated as lumped elements—is no longer valid.
Therefore, as a rule of thumb all elements must be smaller than 0.5 * wavelength
(Morse 1948), that is, 3.4 cm at 5 kHz, which means that the models are ap-
plicable only to low-frequency hearing in small animals. These kinds of models
are of course strongly simplified; nonetheless, with realistic parameters they
make it possible to evaluate the contributions of Eustachian tubes and mouth
cavity volume to the measured response. As will be noted below, some of the
network models fail to give a reasonable fit to the observed data, usually because
some of the basic assumptions are violated, for example, that the sound entrances
are not localized, but distributed as in the frogs. In these instances, more so-
phisticated models are needed.

An even more simplified model of the avian auditory periphery than the
network analog was developed by Calford (1988). Here, the difference between
direct sound and indirect sound, delayed and attenuated during propagation



4. Directional Hearing in Nonmammalian Tetrapods 73

a b
Z; Z;
P, @ @ P, P, U‘v Zv u, v Pz

c d
s - — 1600 Hz
2 A ~4 mma 1000 Hz
% _" \\- = 2200 Hz
E I -
: L ;

- n
g CL . b IL
% - | - L]
2 -50 A S
£ \
3 = S
4 2000 4000 S~ - e 4
frequency (Hz) -

FIGURE 4.2. An example of an analog model of a very simple (lizardlike) ear with two
eardrums connected by a large cavity (a). The equivalent electrical diagram of such an
ear is shown in (b). Sound only enters via the tympana (p, and p,) delayed by arrival-
time differences, and is filtered by impedances of tympanum (Z';) and middle ear cavity
(Z,) before reaching the other tympanum. With ‘realistic’ parameters the vibration am-
plitude of the tympana are highly directional in a limited frequency range, as shown by
the spectra (c¢) and polar plots (d). The parameters used are based on measurements
from a lizard. (From Fletcher 1992; Christensen-Dalsgaard and Manley 2005; and un-
published data.)

through the interaural canal, was calculated. The advantages of this model are
its conceptual simplicity and that no parameters need to be estimated (the only
parameters entering the equations are dimensions of the interaural canal and
canal attenuation; both can be measured with relative ease). The model is im-
portant, because it allows calculation of the additional delays caused by the
indirect pathway. The disadvantage of the model is that the phases of direct
and indirect sound are not realistic, since the complex impedances associated
with inductance of the interaural canal and Eustachian tube and with the capac-
itance of the mouth cavity that would generate a (frequency-dependent) phase
shift of the indirect signal are neglected. It may be advantageous to use the
models discussed by Fletcher (1992, see e.g., pp. 208-212), since they are based
on a realistic, if simplified, acoustical description of the system.
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2.4 Optimization of Directionality

It follows from the paragraphs above that in the optimization of the auditory
periphery of a small animal for directional hearing, natural selection can follow
one of three courses. Either (1) the animal will be forced to use high frequencies
at which diffraction by the head becomes measurable by the ears, (2) the animal
will improve its time resolution to use the small ITDs available, or (3) by ma-
nipulating the dimensions of the interaural connections the ear will become
inherently directional in a limited frequency range. The first solution is the
mammalian, where small mammals extend their frequency range of hearing to
frequencies at which diffraction produces useful directional cues (Heffner and
Heffner 1992), but also used by some bird species, most notably the owls (see
below). The second solution is also used by barn owls (Section 5.2) and prob-
ably by other bird species. The third solution is used by anurans, reptiles, and
some bird species.

There is an obvious reason why nonmammalian tetrapods cannot extend their
frequency range to that of mammals of comparable size. As shown by Manley
(1972, 1990) for reptiles and birds the ear is impedance matched by insertion
of the incompletely ossified extracolumella between eardrum and columella. At
low frequencies vibrations of the eardrum is transferred with little loss to the
columellar footplate. At higher frequencies, however, the transfer breaks down
because the extracolumella—columella link flexes, and a further high-frequency
limitation is that the tympanic membrane vibration tends to break up in higher
vibration modes at higher frequencies (Manley 1972). In these modes, nodes
can form at the extracolumellar attachment, effectively limiting the sound input
to the inner ear. The high-frequency limit of the nonmammals does not exceed
12 kHz, and for most species sensitivity drops around 5 kHz. Here, the wave-
length is 6.8 cm, so for the smallest animals (head size around 1 cm) diffraction
might just be measurable.

2.5 The Pressure Difference Receiver:
Primitive or Derived?

Consider the emergence of a tympanic ear in a generalized ancestral tetrapod.
This animal would have a mouth cavity and a columella probably functioning
as a structural element (see Clack 1997). It is likely that the first eardrums
would have been especially compliant areas of skin covering fenestrations in the
skull and contacted by the columella. The most compliant areas would connect
directly to the mouth cavity. Thus, there would be little obstruction of sound
reaching the internal surface of the eardrum, and, hence, the ear would in a
certain frequency range function as a pressure difference receiver. In contrast,
the pressure receiver in the terrestrial tetrapods is considerably more compli-
cated, since it depends on a specialized structure, that is, an enclosed cavity
behind the tympanic membrane. Therefore, the pressure receiver ear is probably
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a derived condition and the pressure difference receiver in the amphibians and
reptiles reflects the primitive condition—not necessarily as a special adaptation
for directional hearing, but rather as a byproduct of having an ear that is coupled
to the respiratory structures. What, then, are the selection pressures that can
lead to the pressure receiver?

It is evident that some undesirable effects will result from the ears being
coupled to the respiratory and food-intake pathways. One effect is that breathing
will produce noise that is very efficiently coupled to the eardrum. However, it
may be of equal consequence that the frequency and directional characteristics
of the ear are quite variable. Inflation of the lungs and changes of the volume
of the mouth cavity will change the characteristics of the ear (Rheinlaender et
al. 1981, Jgrgensen et al. 1991), and this instability of the ear directivity may
pose a problem for the processing of directional information by the CNS. Frog
calls tend to be at frequencies at which the directionality of their ear is not
maximal, but stable, probably because at the frequencies where the directionality
is maximal it is also quite variable (Jgrgensen 1991; Jgrgensen and Gerhardt
1991; see below). Thus, a step in the evolution of a pressure receiver could be
to isolate the ear from the respiratory pathway (see also Clack 1997). The
development of a separate interaural canal in the archosaurs (crocodiles and
dinosaurs including birds) can be seen as a step in this direction.

Another disadvantage of the pressure difference receiver is that the two ears
are functionally converted to one directional ear, since they are coupled. Thus,
monaural directional cues generated by diffraction cannot be used. Such cues
could aid the segregation of sound components from multiple sources, for ex-
ample, in distinguishing between one sound source located equidistantly from
the ears and two sound sources stimulating each ear equally (auditory streaming,
Bregman 1990).

Obviously, an advantage of the pressure-difference receiver is that it produces
a directional response at low frequencies, whereas an unspecialized ear may
have few directional cues. However, the drawback is that the directionality is
strongly frequency dependent. Consequently, the useful frequencies for sound
localization may lie in a restricted frequency range. In the context of sound
communication, the animal can place its signals within the operational range of
the pressure-difference receiver. However, for animals that rely on passive hear-
ing the sound emitted by important sources (such as high-frequency rustling
noises made by prey) may lie outside of the useful frequency range. For ex-
ample, it has been speculated that an evolutionary push for the development of
mammalian high-frequency hearing could have been that insect prey increased
the frequencies of their communication sounds into the ultrasonic range (Clack
1997). The resulting selection pressure to detect and localize such sounds would
lead to improved high-frequency hearing, to a reliance on diffraction cues, and
to further the functional isolation of the two ears.
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3. Directional Hearing in Amphibians

Directional hearing in amphibians has only been studied in anurans (the frogs
and toads). Both the urodeles (salamanders) and the caecilians lack a tympanic
ear (although the columella is present), but they may still possess directional
hearing comparable to the low-frequency extratympanic hearing of anurans (see
Section 3.3.4). Apart from a recent study showing that the marbled newt, Tri-
turus marmoratus, will perform phonotaxis toward sympatric anuran choruses
(Diego-Rasilla and Luengo 2004), far less is known about these groups than
about the anurans.

3.1 Behavioral Studies of Frog Directional Hearing

In almost all species of anurans, males produce advertisement calls to attract
females, and the female’s identification and localization of the advertisement
call is a prerequisite for successful mating. Furthermore, given that the female
incurs increased predation risks during her phonotactic approach, it is a reason-
able assumption that natural selection should act to shorten the phonotactic ap-
proach by maximizing her efficiency in localizing conspecific calls.

It is natural, therefore, that the main focus of behavioral studies of frog di-
rectional hearing has been on localization of the mating call, especially since
the only robust sound localization behavior in anurans thus far has been observed
in phonotaxis. As pointed out by Gerhardt (1995), the problem with this “nat-
uralistic” approach is that behavioral studies on anurans are difficult to compare
with psychophysical experiments using conditioning in other animal groups,
because there is no way to test the localizability of nonattractive signals (Klump
1995). However, it has proved to be difficult to condition anurans to acoustic
stimuli. Food conditioning does not seem to work with acoustic stimuli. So
far, the only quantitative results have been obtained with aversive conditioning
(Elepfandt et al. 2000) and reflex modification (Megela-Simmons et al. 1985).
None of these methods seem to work very robustly in frogs and they have not
been applied to directional hearing studies.

In earlier phonotaxis experiments, frogs (usually gravid females) were placed
in an arena and the localization path toward a loudspeaker continuously playing
the advertisement call was recorded. Not all frog species work equally well in
such a setup, but some of the hylid treefrogs have a very robust and consequently
well-studied phonotactic behavior. It is unfortunate, though, that the ranid “lab-
oratory” grass frogs Rana temporaria and R. pipiens, on which the bulk of
physiological experiments have been performed, do not exhibit very robust
phonotaxis.

A study of the sound localization behavior in two treefrog species, Hyla ci-
nerea and H. gratiosa (Feng et al. 1976) showed that gravid females could
accurately locate the sound source (a loudspeaker broadcasting the mating call
continuously at a level comparable to a calling male—86 dB SPL in 2m dis-
tance). The phonotactic paths were shown, but the accuracy was not quantified.
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Furthermore, the frogs were unable to locate the sound source when one eardrum
was covered with vaseline (Feng et al. 1976). In this case, the frogs would turn
in circles toward the unoccluded ear, indicating that interaural comparison
(acoustical—by the pressure difference receiver—and neural) is necessary for a
normal phonotactic response. The accuracy of phonotaxis toward the mating
call was quantified in H. cinerea by Rheinlaender et al. (1979). The average
jump error was 16.1°, but the head orientation error after head scanning move-
ments was smaller (mean 8.4°), as was the jump error after scanning (11.8°),
suggesting that scanning improves the localization accuracy. Later, azimuthal
localization accuracy was quantified in the species H. versicolor (mean jump
error angle 19.4°, Jgrgensen and Gerhardt 1991), Hyperolius marmoratus (mean
jump error angle 22.0°, Passmore et al. 1984), and, interestingly, in the small
dendrobatid Colostethus nubicola (mean jump error angle 23.2°, Gerhardt and
Rheinlaender 1980). In other words, azimuthal localization accuracy is remark-
ably similar in the species studied (around 20°), including in the very tiny C.
nubicola. However, in this species the small head width (5 mm) is probably
compensated for by the high-frequency advertisement call (5 to 6 kHz).

All of the studies discussed above have been so-called closed-loop experi-
ments, in which sound is emitted continuously (Rheinlaender and Klump 1988).
In closed-loop experiments the frogs can locate the sound source using lateral-
ization by scanning movements of the head until the ears are equally stimulated,
or even simply by following the pressure gradient (by moving in the direction
of increasing sound level). In contrast, true angle discrimination must be in-
vestigated in open-loop experiments, in which the sound is switched off after
the frog has made an orienting response (Klump 1995). Such brief sounds are
not attractive in all frog species, and angle discrimination has so far been dem-
onstrated only in the barking treefrog, H. gratiosa, that does respond to single
sound pulses. Head orienting and jump error angles are 21.2° and 24.6°, re-
spectively (Klump and Gerhardt 1989).

The role of head scanning for localization acuity is a matter of current debate.
As mentioned above, head scanning improved localization in Hyla cinerea and
Hyperolius marmoratus. However, in the open-loop study of Hyla gratiosa, the
localization acuity without scanning was comparable to the acuity in the other
species. Furthermore, lateral scanning movements were not observed in Hyla
versicolor (Jgrgensen and Gerhardt 1991).

Many arboreal frog species locate conspecifics calling from elevated sites,
that is, they have to localize sound in elevation as well as in azimuth. Locali-
zation of sound in elevation was first demonstrated in Hyla cinerea (Gerhardt
and Rheinlaender 1982). The mean jump error angle of Hyperolius marmoratus
in a three-dimensional grid (closed-loop) was 43.0°, that is, approximately twice
as large as the error angle in a two-dimensional grid (Passmore et al. 1984). In
Hyla versicolor, the mean three-dimensional error angle was 23° (excluding
vertical climbs; with vertical climbs the error angle was 36°), close to the azi-
muthal error angle of 19.4° (Jgrgensen and Gerhardt 1991). The localization of
elevated sound sources is still difficult to explain, since mechanisms such as



78 J. Christensen-Dalsgaard

binaural comparisons for azimuthal localization cannot be invoked. The fre-
quency response of the eardrum (see below) seems to vary systematically with
elevation (Jgrgensen and Gerhardt 1991), but the frog needs a reference to utilize
this cue. Vertical head scanning movements would be a possible way to com-
pare auditory responses at different elevation angles, but such movements are
not reported for H. versicolor. However, the frogs make quick orientation move-
ments in response to sound onset (Jgorgensen and Gerhardt 1991), and such
movements might enable the frogs to compare different elevation angles. An-
other possibility is that the frog has some kind of acoustic memory enabling a
comparison of sequential responses at different elevation angles. In both cases
the elevation angle determination should work only in a closed-loop experiment.
Thus, it would be interesting to investigate three-dimensional phonotaxis in an
open-loop experiment.

While most of the studies reviewed so far have dealt with localization of single
sources, in the real world frogs face the problem of localizing and discriminating
in the presence of several sound sources, whether they be masking noise or
calling males emitting sound more or less synchronously in a chorus. For ex-
ample, female H. gratiosa were attracted and made accurate phonotactic move-
ments toward a chorus of calling males at least 160 m away (Gerhardt and
Klump 1988). The detection of the advertisement call in noise by H. cinerea
females was shown to improve, but only 3 dB or less, with angular separation
of masker and target when the separation was 45° or 90° (Schwartz and Gerhardt
1989). Other angles were not tested, but if the spatial release from masking
reflects the directionality of the auditory system, an effect of angular separation
should be expected at least down to the 20° found in the phonotaxis experiments.

The ability to separate simultaneously calling males has been investigated in
Hyperolius marmoratus (Passmore and Telford 1981). Here, neither phonotactic
paths nor duration of the phonotactic approach was affected by simultaneous
playback of the mating call from two speakers placed 0.5 m apart (corresponding
to an angular separation of approximately 35° at the release point of the frog).
In a clever experiment, female H. versicolor was presented with advertisement
calls emitted from either adjacent or spatially separated speakers (Schwartz and
Gerhardt 1995). The calls were time shifted so that calls from speaker pairs
overlapped, thereby obscuring the temporal pattern (in fact, changing it to the
temporal pattern of H. chrysoscelis). The test was whether the females would
choose the spatially separated pair over the adjacent pair, and it was shown that
females would choose pairs separated by 120°, but not by 45°. Even at 120°
the preference could be counteracted by dropping the level of one of the adjacent
speakers by 3 dB. Compared to neurophysiological data (midbrain multiunit
recordings) that showed a 9 dB release from masking for a 120° angular sepa-
ration, the behavioral performance seems to be relatively poor. One reason may
be that the behavioral experiments do not measure directionality as such, but
rather female choice—not whether the sounds presented are localizable, but also
whether they are attractive. For example, as mentioned by the authors, the
female performance could be offset by a preference for closely spaced calling



4. Directional Hearing in Nonmammalian Tetrapods 79

males. However, an alternative interpretation is that processing of sound from
multiple sources degrades the localization accuracy, indicating that the separation
of sounds emitted simultaneously from multiple sources (i.e., auditory streaming,
Bregman 1990) should be difficult for the frog, maybe as a result of the acous-
tical coupling of the two ears.

3.2 Structure of the Frog Ear

A schematic diagram of the frog ear is shown in Figure 4.3 (see Lewis and
Narins 1999 for a full review of amphibian ear structure). In brief, the two
large middle-ear cavities are bounded by a tympanum and coupled through the
mouth cavity by wide, permanently open Eustachian tubes (see Fig. 4.1a). Vi-
brations of the tympanum are coupled to the inner ear through the middle ear
bone, the columella. The inner ear is encased in the otic capsule that has two
major openings, the round and oval window. The columellar footplate sits in
the oval window, and uniquely to the amphibians, a second movable element is
inserted in the oval window. This is the operculum, which is connected to the
scapula through the opercularis muscle. Vibrations generated by the columellar
footplate or operculum at the oval window travel through the otic capsule to the
other pressure release window, the round window.

Three inner-ear organs can be regarded as acoustic sensors: the otolithic sac-
culus primarily responds to low-frequency vibrations (BF 40 to 80 Hz), but can

FIGURE 4.3. A diagram of the frog ear seen in transverse section at the level of the
eardrum. Note that the operculum (O) is drawn in simulated 3-D (extending out of the
plane of the figure). BS, brainstem; ELS, endolymphatic sac; PLS, perilymphatic sac;
Post VIIIth n, posterior branch of the VIIIth nerve; SC, semicircular canals. (Redrawn
and altered from a diagram by Frishkopf and Goldstein 1963. © 1963 American Institute
of Physics; reprinted by permission.)



80 J. Christensen-Dalsgaard

also be stimulated by intense sounds (Christensen-Dalsgaard and Narins 1993).
The amphibian papilla responds to low-frequency sound (from below 100 Hz
up to 1200 Hz) and vibrations, while the basilar papilla responds to high-
frequency sounds (above approximately 1.5 kHz).

The amphibian papilla (AP) is by far the most complicated of the auditory
organs. It contains a large sensory macula in which the best frequencies of the
sensory hair cells are organized tonotopically. In contrast, the basilar papilla
(BP) is probably a simple resonator that is tuned to a single best frequency,
which is usually the higher frequency component of the advertisement call. The
AP and BP are located close to the round window and, according to recent
measurements of the acoustic flow resulting from columellar vibrations in R.
catesbeiana (Purgue and Narins 2000), the acoustic flow is directed through the
perilymphatic and endolymphatic spaces and diverges according to stimulus fre-
quency. The frequency dependence of the acoustic flow is such that the BP
contact membrane is maximally stimulated above 1100 Hz, whereas the AP
contact membrane displays a peak for frequencies below 500 Hz.

3.3 Biophysics of Directional Hearing in Anurans

Understanding directional hearing in the anurans is complicated, since sound
enters the frog ear by multiple pathways: through tympana, the lungs, the mouth
cavity, and the nares as well as through extratympanic pathways. The following
paragraphs will characterize each of these inputs.

3.3.1 The Tympanic Input

Anurans lack external ear structures and external ear canals and the tympana
are located flush with the skin. In most species, the tympanic membrane is a
relatively undifferentiated piece of skin, although in the aquatic clawed frog
(Xenopus laevis) the tympanic “membrane” is a cartilaginous disk covered with
normal skin and suspended in a delicate membranous frame (Wever 1985,
Christensen-Dalsgaard and Elepfandt 1995). In the Southeast Asian ranid frog
(Amolops jerboa), the tympanic membrane is very thin and transparent and
clearly differentiated from normal skin (personal observation). The cartilaginous
extracolumella is attached to the center of the tympanic membrane and connects
it to the columella.

The columella is not driven like a piston by the membrane. Rather, the ventral
edge of the columellar footplate is firmly connected to the otic capsule, and the
columella rotates around this fulcrum, producing a lever ratio of approximately
6 (Jgrgensen and Kanneworff 1998; Werner 2003). The rotational instead of
translational movement of the columella has the consequence that inward move-
ment of the tympanum results in outward movement of the columellar footplate,
contrary to the motion in amniotes. A key element in the mechanism is that
the inward movement of the eardrum is converted to a downward displacement
of the distal end of the columella. This happens because the soft extracolumella
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slides down relative to the eardrum during inward movement of the eardrum
(Jgrgensen and Kanneworff 1998). However, the weakness of this mechanism
probably is the same as described for reptiles and birds whose middle ear trans-
duction also rely on a flexible extracolumella (Manley 1990). At high frequen-
cies, the coupling between extracolumella and columella decreases, and so does
the efficiency of transmission of eardrum vibrations to the inner ear.

Another factor that may limit the high-frequency transmission by the middle
ear is the changes in the vibration pattern of the eardrum at high frequencies.
At low frequencies, the membrane will usually vibrate in the fundamental mode
in which all parts of the eardrum move in phase. However, at higher frequencies
the eardrum vibration tends to break up into higher modes where parts of the
eardrum move 180° out of phase (Jgrgensen 1993; Purgue 1997) and the sound
radiated to the internal pathways therefore may cancel. Also, in these modes,
the site of attachment of the extracolumella may move very little.

3.3.2 The Lung Input

The lungs of several species of frogs vibrate as a simple resonator in the sound
field with a characteristic frequency set by the lung volume (Jgrgensen 1991)
and hence by the size of the frog, and a corresponding low-frequency peak can
be seen in the eardrum vibration spectrum (Narins et al. 1988; Jgrgensen et al.
1991; Ehret et al. 1993). Furthermore, Jgrgensen et al. (1991) showed that the
low-frequency peak in Eleutherodactylus coqui could be diminished by shielding
the lungs (Fig. 4.4). How sound is coupled from the lungs to the middle ear
cavity is not clear. The pathway from the lungs to the middle ear cavity is
obstructed by the glottal slit. During most of the respiratory cycle the glottis is
closed and the lungs inflated. The glottis is open only briefly during the res-
piratory cycle when the lungs are emptied and refilled with air. Opening of the
glottis leads to instant deflation of the lungs. Therefore, the efficient transfer of
sound during the brief glottis-open periods is probably not very important in
the normal function of the ear. Moreover, when the glottis is closed sound is
transferred efficiently from the lungs to the middle ear cavity (Jgrgensen et al.

FIGURE 4.4. The lung input to the ear
of Eleutherodactylus coqui. The figure
shows eardrum vibration spectra mea-
sured by laser vibrometry before (a)
and after (b) loading the body wall of
awake frogs with Vaseline. Curve ¢
shows the response after removal of the
Vaseline. The low-frequency peak cor-
responds to the frequency of body wall
vibrations. (From Jgrgensen et al. R | L
1991. © 1991 Springer-Verlag.) 500 frequency (Hz) 5000
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1991). This idea was corroborated by the finding that blocking the glottal slit
in Xenopus reduced the lung input to the tympanum (Christensen-Dalsgaard and
Elepfandt 1995).

However, it has also been proposed that sound is transferred from the lungs
to the ear through the round window (Hetherington and Lindquist 1999). The
round window is isolated by a layer of muscle and connective tissue from the
respiratory tract.

Another proposed pathway is through endolymphatic channels that connect
directly to the inner ear (Narins et al. 1988). At present sound entry through
both pathways are hypothetical and the importance of them needs to be verified
by experiment. Finally, the relatively large pulsations of the lungs will generate
vibrations in the adjacent tissue that may be coupled to the inner ear (for ex-
ample, through the scapula and opercularis muscle), even in the absence of
specialized structures.

3.3.3 Mouth Cavity and Nares

In earlier studies and models of anuran directional hearing, in addition to the
tympana, the nares were regarded as the main point of entry for sound into the
mouth cavity (Fletcher and Thwaites 1979; Palmer and Pinder 1984). However,
blocking the nares with grease does not affect ear directionality (Aertsen et al.
1986). Furthermore, Vlaming et al. (1984) showed that the effect of stimulating
inside the mouth cavity is almost identical to contralateral stimulation and sug-
gested that sound can enter the mouth cavity through the mouth floor with little
attenuation. However, it is also evident that opening the mouth obscures the
coupling between the two ears and changes the directionality of the ear (Feng
1980; Feng and Shofner 1981; Vlaming et al. 1984). Thus, the mouth floor
cannot be totally transparent to sound. A partial solution to this discrepancy
could be that the lung input was not known at the time of the experiments of
Vlaming et al. (1984). Hence, at least part of the sound entering the mouth
cavity could have done so through the lung—glottis pathway described above.
Rheinlaender et al. (1981) showed that altering the mouth cavity volume by
inserting molds changed the directivity of the ear. They speculated that the frog
could actively change the directionality by changing mouth cavity volume.
However, their molds only allowed connection between the Eustachian tubes
(and in one experiment the nares), so the mouth floor input or lung input was
blocked. Thus, the increased directionality could also have resulted from an
increased interaural transmission, because the mouth input was blocked. The
idea that the frogs would be able to actively change the directionality is attrac-
tive, but probably unlikely, since the directional cues generated would be vari-
able and thus difficult to process by the CNS (the same argument as for the
variable directionality generated by the lung input; see Section 3.4).

3.3.4 The Extratympanic Input(s)

Neurophysiological experiments (Lombard and Straughan 1974; Wilczynski et
al. 1987) showed that the anuran ear is remarkably sensitive at low frequencies,
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where the eardrum shows very little sensitivity. Wilczynski et al. (1987) com-
pared auditory nerve fiber thresholds in frogs stimulated by a coupler and by
free-field stimulation with the eardrum shielded by the coupler housing. They
showed that the thresholds for the two stimulation routes were similar up to 1
kHz. Also, the directionality of the low-frequency fibers is pronounced, in con-
trast to the small directionality measured at the eardrum (Feng 1980; Wang et
al. 1996; Jgrgensen and Christensen-Dalsgaard 1997a; see Section 3.5.1). Fur-
thermore, some anurans have secondarily lost parts of the middle ear, so they
do not have a functional tympanic ear (Jaslow et al. 1988; Hetherington and
Lindquist 1999), yet most of these species communicate by sound. Recordings
from their auditory system shows responses to acoustic stimulation with thresh-
olds that are elevated compared to tympanate species, but not more than ap-
proximately 20 dB in the low-frequency range (Walkowiak 1980). Hence,
extratympanic sensitivity obviously is important for low-frequency sensitivity
and directionality. The main characteristics (inferred from neurophysiological
studies) are: (1) the sensitivity is maximal in the frequency range of 100 to 400
Hz, (2) the extratympanic directionality has a figure-of-eight characteristic with
a frontal null, and (3) the phase difference between ipsi- and contralateral stim-
ulation approaches 180° (see Section 3.6.1).

The origin of the extratympanic input is still unknown, but several studies
have attempted to assign it to different acoustical pathways. Most interest has
centered on the operculum, a movable cartilaginous element inserted in the oval
window. The operculum is connected to the scapula by the opercularis muscle.
It has been proposed that the operculum could be implicated in extratympanic
sensitivity, since the low-frequency sensitivity decreased after section of the
opercularis muscle (Lombard and Straughan 1974). Eggermont (1988) specu-
lated that the opercularis complex may have a resonance frequency around 2 to
300 Hz and be acted upon by sound entering through the eardrum and through
the mouth cavity. Conversely, Christensen-Dalsgaard et al. (1997) reported that
laser vibrometry measurements from the operculum show that it vibrates 20 dB
less than the columellar footplate when stimulated with free-field sound. More-
over, the peak vibration frequencies of opercular vibrations were around 1200
to 1500 Hz. It should be noted, however, that they had to expose the operculum
for the laser vibrometry measurements, which may conceivably have changed
its frequency response.

Christensen-Dalsgaard and Narins (1993) proposed sound-induced substrate
vibrations as the origin of the extratympanic sensitivity. However, it was later
shown that the low-frequency sensitivity is essentially unchanged when the
sound-induced vibrations are canceled (Christensen-Dalsgaard and Jgrgensen
1996). Other putative extratympanic pathways, as yet unconfirmed by ex-
periments, may be sound entering via the round window (Hetherington and
Lindquist 1999) or via endolymphatic pathways (Narins et al. 1988).
Christensen-Dalsgaard et al. (1997) reported that removal of the tympana also
affects the low-frequency sensitivity, in contrast to the earlier observations of
Lombard and Straughan (1974). The effect of detympanation is largest at high
frequencies, but can be measured down to 150 Hz. This puzzling observation
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shows that the extratympanic sensitivity may be quite closely coupled to tym-
panic hearing. Jgrgensen and Christensen-Dalsgaard (1997b) proposed an al-
ternative model for extratympanic hearing, where the inner-ear fluids are set in
motion by a combination of bone conduction and differential motion of otic
capsule and columella. The directionality of such a system would result from
the fact that the inner-ear fluids will show maximal vibrations when the head is
displaced along the axis of the pressure release windows. A hair cell oriented
along this axis would show figure-of-eight directivity and a maximal phaseshift
of 180° (stimulation parallel and antiparallel to the hair cell’s orientation). Frog
VIIIth nerve fibers show well-defined best axes of sensitivity to vibration in
three dimensions (Brandt and Christensen-Dalsgaard 2001). Manipulations of
the system by severing the opercularis muscle or removing the tympanum will
change the impedances as seen from the inner ear and may conceivably affect
the bone-conduction pathways (e.g., by “shunting” vibrations through the oper-
culum or columellar footplate and reducing the effective stimulus for the sensory
cells).

3.4 Measurements of Eardrum Directionality

Eardrum directionality has been measured in several anuran species: Rana es-
culenta (Pinder and Palmer 1983); R. temporaria (Vlaming et al. 1984); Hyla
cinerea (Michelsen et al. 1986); Eleutherodactylus coqui (Jgrgensen et al. 1991);
R. temporaria, H. versicolor, H. chrysoscelis, and H. gratiosa (Jgrgensen 1991);
and Bufo calamita (Christensen and Christensen-Dalsgaard 1997). In all
species, the frequency response of eardrum vibration stimulated with free-field
sound has a bandpass characteristic with one or two peaks, where the low-
frequency peak usually corresponds to the frequency of lung resonance (Section
3.3.2).

The eardrum vibration spectrum varies systematically with sound direction.
Generally, the resulting polar plots (Fig. 4.5) are ovoidal with a maximal dif-
ference of 6 to 10 dB between ipsi- and contralateral sound incidence, but at
very low and very high frequencies, eardrum vibration amplitude as well as
directionality decreases. Around the lung resonance frequency, eardrum direc-
tionality is small, as is the directionality of lung vibrations (Jgrgensen 1991;
Jgrgensen et al. 1991). However, directionality is maximal at frequencies be-
tween the two peaks. If this directionality maximum was exploited by the
frogs, the call frequencies would be expected to be placed in this frequency
region, but that is not the case in any of the species investigated. Jgrgensen
and Gerhardt (1991) tested whether female H. versicolor had improved local-
ization abilities when using these intermediate frequencies and concluded that
sound localization was poorer at the intermediate frequencies, at which ear-
drum directionality is maximal, probably because the directionality at these
frequencies is also quite variable and affected by small changes in the infla-
tion of the lungs.
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FIGURE 4.5. Directional response of the eardrum in E. coqui measured by laser vibro-
metry. The figure shows polar plots at three frequencies (5 db/circle), and the inset
figures are vibration spectra taken at different directions. In each figure, the IL spectrum
is shown as a reference (thin line). (Redrawn from Jgrgensen et al. 1991. © 1991
Springer-Verlag.)

3.5 Models of Anuran Eardrum Directionality

The common characteristic of all current models of the anuran acoustic periph-
ery (Fletcher and Thwaites 1979; Palmer and Pinder 1984; Aertsen et al. 1986)
is that they rely on electrical analog models (see Section 2.3). Also, the tym-
panic inputs and the mouth cavity are modelled similarly in all models. The
models differ, however, in the inputs. For example, a crucial element in the
model by Palmer and Pinder (1984) is that the input to the mouth cavity is
through the nares, that are given a tubelike radiation impedance. In contrast to
this, Aertsen et al. (1986) ascribe the mouth cavity input to a delocalized, general
transparency of the mouth floor to sound. Aertsen et al. incorporate the direc-
tional characteristics of the extratympanic pathway as known from neurophy-
siology experiments in their model and obtain, not surprisingly, a nice fit to this
part of the experimental data.

All models published so far fail to give a reasonable fit to the experimental
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data if realistic parameters are used. The model by Palmer and Pinder (1984)
predicts a figure-of-eight shaped directivity at low frequencies. This directivity
is observed in neural recordings, but not in eardrum vibrations and is probably
a property of the extratympanic pathway. The model of Aertsen et al predicts
generally higher directionality at low frequencies. However, the eardrum vibra-
tion measurements (e.g., Jorgensen 1991; Jgrgensen et al. 1991) show highest
sensitivity and directionality at and between the peak frequencies and very little
directionality and sensitivity at low frequencies. One explanation for the dis-
crepancy between model predictions and the experimental data may be that the
lung input needs to be incorporated in the models, but another serious problem
probably is that some of the sound entrances are not very well localized and
therefore cannot be approximated by a single input with a well-defined phase.
For example, Vlaming et al. (1984) showed that sound enters via most of the
head region. Also, the lung input would essentially cover a large area of the
dorsum.

3.6 Neurophysiology of Anuran Directional Hearing
3.6.1 The Auditory Nerve

Afferent nerve fibers from the inner-ear organs are collected in the eighth or
auditory nerve that enters the dorsal part of the brainstem. The number of fibers
innervating the amphibian papilla ranges from 141 (Ascaphus) to 1548 (R. ca-
tesbeiana); those innervating the basilar papilla range from 31 in Ascaphus to
392 in R. catesbeiana (Will and Fritzsch 1988). In directional hearing studies,
the auditory nerve must be exposed from the dorsal side to allow the animal to
sit in a normal posture and to avoid decoupling the ears by opening the mouth.
This type of experiments have only been undertaken in two relatively large ranid
species: R. pipiens (Feng 1980; Feng and Shofner 1981; White et al. 1992;
Schmitz et al. 1992; Wang et al. 1996; Wang and Narins 1996) and R. tempor-
aria (Jgrgensen and Christensen-Dalsgaard 1997a,b). Comparative studies, es-
pecially on frogs that have a well-studied phonotactic behavior (e.g., hylids), are
thus badly needed.

In the following, neural coding of direction by spike rate and spike timing
will be discussed. It should be realized from the outset that this separation is
somewhat artificial, since spike rate and spike timing are linked through phe-
nomena such as intensity-latency trading, in that spike latency decreases mon-
otonically with stimulus level, whereas spike rate usually shows a monotonic
increase (Feng 1982; Jgrgensen and Christensen-Dalsgaard 1997b). Further-
more, in the central processing of auditory nerve information in the frogs, there
is at present no evidence of separate time and intensity pathways such as re-
ported, for example, for barn owls (see Section 5.2.4). Rather, in the CNS both
response timing and response strength are integrated, for example, by inhibitory
interneurons in the DMN where the output depends both on input timing and
strength (see Section 3.6.2).
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3.6.1.1 Spike-Rate Coding of Sound Direction

Single-cell recordings from the anuran auditory nerve using free-field stimula-
tion have shown that the auditory fibers have two types of directional responses
(Feng 1980; Jgrgensen and Christensen-Dalsgaard 1997a; see Fig. 4.6). For
low-frequency stimulation, a polar plot of spike rates shows a figure-of-eight
directivity pattern with a frontal “null,” that is, very low sensitivity to sound
coming from the frontal and caudal directions, and equally high sensitivity to
sound from ipsi- and contralateral directions. The axis of least sensitivity is
tilted relative to the frog’s symmetry axis. For high-frequency stimulation, the
directivity pattern is ovoidal with the highest sensitivity for sound coming from
the ipsilateral direction. The directivity pattern of a fiber depends on its char-
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FIGURE 4.6. Response of VIIIth nerve fibers in Rana temporaria to directional stimula-
tion. (A) Response of a low-frequency fiber stimulated at BF (300 Hz). Note the “figure-
of-eight” response with low sensitivity at frontal directions. (B) Response of a BP fiber
stimulated at its BF (1500 Hz). Here, the response is ovoidal. In (C) the response of a
fiber stimulated at different frequencies shows that the response changes systematically
with frequency. (From Jgrgensen and Christensen-Dalsgaard 1997a. © Springer-Verlag.)
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acteristic frequency (CF, the frequency where the cell is most sensitive) and not
on stimulus frequency (Feng 1980; Jgrgensen and Christensen-Dalsgaard
1997a). Accordingly, tuning curves change shape with stimulus direction (White
et al. 1992).

For all fibers, the directionality depends strongly on stimulus intensity. Since
almost all fibers have a relatively narrow dynamic range (median 20 dB) and
saturating rate-level curves (Christensen-Dalsgaard et al. 1998), at high stimulus
intensities the directionality will also show saturation and therefore decrease.
Conversely, at low stimulus levels the response from some of the directions will
be below threshold. Note, however, that this limited dynamic range is not nec-
essarily a problem in the processing of directional information, since the thresh-
olds of fibers span a range of approximately 60 dB, and, furthermore, cells with
different CFs will be recruited at high stimulus intensities. When the spike rates
are recalculated as equivalent decibel values by reading the levels corresponding
to the measured spike rates off the fiber’s rate-level curve (measured with ipsi-
lateral stimulation) (Feng 1980), the resulting directivity is the directivity of the
entire acoustic periphery and can be compared to the directivity of the tympa-
num such as Fig. 4.5. For the low-frequency fibers the maximal differences
between ipsi- and contralateral stimulation in equivalent dB is 15 dB in R.
temporaria (Jgrgensen and Christensen-Dalsgaard 1997a) and 1 to 8 dB in R.
pipiens (Feng 1980). For high-frequency fibers, the maximal directional differ-
ence is 10 dB in R. temporaria and 5 to 10 dB in R. pipiens. The high-frequency
directivity is directly comparable in shape and magnitude to the directivity of
the eardrum. However, at low frequencies, where the eardrum shows little di-
rectivity, the nerve fibers show the highest directionality and a figure-of-eight
directivity pattern that is not found in the eardrum measurements. Here, the
nerve fiber directivity undoubtedly reflects the directionality of the extratym-
panic pathway. Simultaneous single cell recordings and laser vibrometry mea-
surements in R. pipiens auditory nerve fibers showed that 55% of the fibers
show some degree of extratympanic directionality (Wang et al. 1996). Interest-
ingly, however, in detympanated frogs the low frequency directionality is also
changed, suggesting that detympanation also affects the extratympanic pathway
(Christensen-Dalsgaard et al. 1997). When interaural transmission in R. pipiens
is reduced by filling the mouth cavity, directionality at all frequencies decreases
and the directivity patterns of the auditory fibers are ovoidal (Feng and Shofner
1981; see Fig. 4.7, second row). It may be surprising that blocking the mouth
cavity also changes the directivity pattern at the low, extratympanic frequencies.
However, it should be realized that filling the mouth cavity not only blocks
interaural transmission. By blocking sound access to the middle ear cavity, the
ear is converted to a pressure receiver, and this changes the frequency response
of the eardrum and its directionality. After covering the contralateral eardrum,
the directionality and directivity pattern of the low-frequency fibers was un-
changed, but for mid- and high-frequency fibers directionality decreased and the
directivity pattern changed to omnidirectional (Fig. 4.7, third row). When the
frog’s mouth was forced open, an increased directionality and a figure-of-eight
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FIGURE 4.7. Directional response of R. pipiens auditory fibers after manipulations of the
auditory periphery. (Reprinted from Feng and Shofner 1981. © 1981 with permission
from Elsevier.) See text for details.

directivity pattern was found at all frequencies (Feng and Shofner 1981; Fig.
4.7, bottom row). Conceivably, opening the mouth changes the characteristics
of the ear to that of a pure pressure-difference receiver, probably caused by easy
access of sound to both sides of the eardrums. Interestingly, this result again
suggests that the mouth floor is not transparent to sound (see above). Taken
together, Feng and Shofner’s experiments are consistent with the view that low-
frequency directionality essentially is extratympanic, whereas directionality at
higher frequencies is produced by the acoustics of the coupled middle-ear cav-
ities and respiratory pathway resulting in combined pressure—pressure-difference
receiver directivity.

3.6.1.2 Spike Timing Coding of Sound Direction

Response timing in auditory nerve fibers of R. pipiens and R. temporaria de-
pends on the direction of sound incidence (Schmitz et al. 1992; Jgrgensen and
Christensen-Dalsgaard 1997b). Schmitz et al. investigated the directionality of
phase locking and showed that preferred phase, but not vector strength (i.e., the
degree of phase locking), varied systematically with sound direction. Polar plots
of the phase differences showed an ovoidal directivity, and the directionality of
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phase locking decreased with fiber CF. Contralateral stimulation always pro-
duced a phase lead relative to ipsilateral stimulation. The magnitude of the
phase lead was, however, quite variable (150° to 360° in the 200 to 300-Hz
range). Jgrgensen and Christensen-Dalsgaard (1997b) found qualitatively sim-
ilar results showing a phase lead for contralateral stimulation in 84 of 86 neurons
(the remaining two showed a phase lead for ipsilateral stimulation), but a much
more homogeneous distribution of phase leads. They report a mean phase shift
of 140° at 200 to 300 Hz decreasing with frequency to 100° at 600 to 700 Hz.
These phase shifts correspond to time shifts of 2 ms at 200 Hz and 0.5 ms at
700 Hz (see Fig. 4.8). In contrast, the maximal timeshift resulting from arrival
time differences at the two eardrums is only 60 pus (assuming a 2-cm interaural
distance). Measurements of the directional phase shift at the eardrum show a
maximal difference of 60 to 100°. At higher frequencies, therefore, the phase
shifts of the fibers are largely caused by the directionality of the frog ear. At
200 to 300 Hz, however, the phase shift is caused by the extratympanic pathway
(see Section 3.4.4). Spike latencies also show systematic changes with sound
direction with a difference of up to 2 ms between ipsi- and contralateral stim-
ulation. The latency difference is probably caused by directional changes in
stimulus intensity (time-intensity trading). Both the directional latency and phase
changes produce large interaural time differences. Jgrgensen and Christensen-
Dalsgaard (1997b) calculated that a hypothetical binaural neuron in the CNS
that compared inputs from two auditory fibers with equal directional character-
istics would register systematic variation in interaural time differences with di-
rection with a range of + 1.6 ms.

These directional effects are only seen at frequencies to which the auditory
fibers show robust phase locking (below 500 to 600 Hz). However, the auditory
fibers also show phase locking to the envelope of amplitude modulated (AM)
stimuli (Christensen-Dalsgaard and Jgrgensen, in preparation). The time shift
of the spikes again varies systematically with direction, but surprisingly, there
is now a phase lead for stimuli from ipsilateral directions. The time shifts (up
to 3 ms) are comparable to those produced by phase locking to the carrier and

FIGURE 4.8. Ipsilateral-contralateral
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are independent of AM rate and carrier frequency. Similar directional time shifts
are found for stimulation with the advertisement call, but not for stimulation
with AM noise. If the AM time shifts were caused by time-intensity trading,
so the effects were due to directional changes in stimulus intensity, the time
shifts should be smaller, with high AM rates producing shorter rise—fall times
and should be independent of the carrier (tone/noise). Since this is not the case,
the time shifts are generated by an unknown mechanism, perhaps related to
short-term adaptation during the AM stimulus.

3.6.2 Processing of Directional Information in the Dorsal Medullary
Nucleus (DMN)

The first auditory nucleus, the DMN (see Fig. 4.9) (also called the dorsolateral
or dorsomedial nucleus), is also the first stage in the processing of directional
information (for a review of central auditory processing, see Feng and Schellart
1999). DMN has traditionally been homologized with the mammalian cochlear
nucleus, but it is now realized that the “homology” is as octaval nucleus (Will
1988; McCormick 1999) and does not imply similarity in processing of auditory
stimuli, given the independent origin of tympanic hearing in the two groups.
Also, in contrast to its mammalian counterpart (the cochlear nucleus) the DMN
is innervated by commissural fibers from the contralateral DMN (Feng 1986;
Will 1988). Anatomical studies of the DMN have shown that the nucleus is
heterogeneous in that it has six different cell types (Feng and Lin 1996), al-
though it does not exhibit the clear subdivisions found in its amniote counter-
parts (Will 1988). So far, nothing is known about the location and morphology
of the binaural cells in the DMN. Dichotic stimulation (where the ears were
uncoupled by opening the mouth) of neurons in the DMN in Rana catesbeiana

FIGURE 4.9. Diagram of the ascending auditory connections in the anuran brain. (Re-
drawn from Endepols et al. 2000. © 2000, with permission from Elsevier.)
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(Feng and Capranica 1976) showed that approximately half of the cells studied
were monaural and that most of these cells were excited by the ipsilateral ear.
Of the binaural cells, most were EI cells (excitatory = inhibitory, meaning that
they were excited by one ear and inhibited by the other). In most of these cells,
the contralateral ear was excitatory. The EI cells were sensitive to interaural
time differences of 150 us and interaural level differences of 3 dB. Recently,
binaural cells in R. temporaria have been studied using both closed-field and
free-field stimulation (Christensen-Dalsgaard and Kanneworff 2005; Kanneworff
and Christensen-Dalsgaard, in preparation). A subset of cells is inhibited by a
combination of ITD and ILD (Fig. 4.10a). ITD responses are always seen as
inhibition, and the cells probably respond to IPD (the ITD response is repetitive
with the stimulus cycle). Interestingly, the responses are similar to recent data
from mammals (Brand et al. 2002) where ITD sensitivity is generated by precise,
fast inhibition. Using closed-field stimulation, it is possible to separate neural
interaction from acoustical interaction resulting from coupling of the ears. How-
ever, it may be difficult to relate the results to natural, free-field stimulation. In
a pilot study of free-field responses of DMN neurons, Christensen-Dalsgaard
and Kanneworff (2005) report that the directionality in many cases was not much
different from the directionality of VIIIth nerve fibers (Fig. 4.10b, c). However,
most low-frequency neurons (Fig. 4.10b) showed ovoidal directivity in contrast
to the figure-of-eight directivity of the auditory nerve fibers. Also, some of their
high-frequency neurons (Fig. 4.10c) show increased directionality that probably
is caused by inhibition. Such a sharpening probably is caused by the EI neurons.
Note that the minimal ITD where inhibition in EI neurons was observed in Feng
and Capranica’s study (1976) was only 150 ps. As stated above, in a free sound
field the directional interaural time difference found in the auditory nerve fibers
can be much larger (up to 2 ms latency differences; Jorgensen and Christensen-
Dalsgaard 1997b). If the latency difference of the DMN neurons to contra- and
ipsilateral stimulation is 1 to 2 ms (reported by Feng and Capranica 1976, for
the EE [excitatory-excitatory] neurons) the response of an EI neuron could range
from total inhibition (inhibitory side leads) to a shortened excitatory response
(excitatory side leads), depending on inhibitory and excitatory strength. Con-
versely, the EE cells that receive excitatory input from both ears probably do
not increase the directionality compared to the auditory nerve fibers, unless they
are coincidence detectors that have so far not been reported from the anuran

>

FIGURE 4.10. Responses of neurons in the DMN of R. temporaria to dichotic stimuli (A)
and free-field stimulation (B, C). (A) is an ITD-ILD response area; the number of spikes
elicited at each combination is indicated by a grayscale code. This low-frequency neuron
is inhibited at ITDs from 0.4 to 1 ms, IL leading. (B, C) shows the response of two
DMN neurons to free-field sound. The thin line is the average response of VIIIth nerve
fibers at the same best frequencies (B: 300 Hz, C: 1500 Hz), indicating a sharpening of
directional sensitivity already at this stage. (From Christensen-Dalsgaard and Kanneworff
2005. © 2005, with permission from Elsevier.)
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DMN. Note also that, in contrast to avian and mammalian auditory systems,
there is no evidence of a segregation of time and intensity pathways at this
stage. Rather, the response of the EI cells depend both on level and time
difference.

3.6.3 Processing of Directional Information in the Superior Olivary
Nucleus (SON)

The SON of anurans (Fig. 4.9) receives projections bilaterally from the dorso-
lateral nuclei with most prominent projections from the contralateral DMN (Will
1988). It has no subdivisions comparable to the lateral and medial olivary nu-
cleus of amniotes, but is tonotopically organized (Wilczynski 1988). The SON
has traditionally been homologized with the amniote SON, but as for the DMN,
the homology is disputed (Will 1988; McCormick 1999), as is the homology of
the SON within the amniotes (Carr and Code 2000). Only one study of direc-
tional processing in the SON has been published (Feng and Capranica 1978).
Here, responses of SON neurons in H. cinerea to dichotic stimulation were
investigated. A little less than half of the cells were binaural, and most of these
were EI cells. Generally, the directional response characteristics of these cells
are very similar to those of the DMN cells. From the limited data available
there is no indication of a sharpening of the directionality or a separation in
time and intensity pathways as reported for the SON of birds and mammals, but
further investigations of the directional processing in the SON are obviously
needed.

3.6.4 Processing of Directional Information in the Torus Semicircularis (TS)

The anuran midbrain auditory center TS in anurans is homologous to the inferior
colliculus (IC) of mammals and birds and to the torus semicircularis in reptiles
(Carr and Code 2000). It is subdivided into five nuclei of which three—the
principal (T,), magnocellular (T,) and laminar nuclei (T,)—are auditory (see
Fig. 4.9). The principal nucleus receives most of the inputs from the caudal
brainstem nuclei, for example, direct projections bilaterally, but predominantly
from the contralateral DMN and from the ipsilateral SON. The arborizations
of cells in the principal nucleus are small and projections are found mainly
within the torus (Luksch and Walkowiak 1998). This nucleus is tonotopically
organized. The magnocellular and laminar nuclei receive most of their ascend-
ing projections from the thalamus and have descending projections to the DMN
and SON (Feng and Lin 1991). The cells in these nuclei differ in their projection
patterns, one cell type in each having mainly intrinsic projections within the TS
(Luksch and Walkowiak 1998). To summarize, the principal nucleus is the input
layer of the TS, whereas the other nuclei serve audiomotor functions, the laminar
nucleus probably being the main output station of toral auditory processing
(Luksch and Walkowiak 1998). (Note, however, that the organization of the TS
in the aquatic frog Xenopus laevis is apparently totally different. Here, the
laminar nucleus receives all ascending projections from the DMN, and the prin-
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cipal and magnocellular nuclei receive projections from the lateral line nucleus
[Edwards and Kelley 2001]). In contrast to the paucity of data from the lower
auditory stations in the CNS, the accessibility of the TS has generated a wealth
of neurophysiological data on processing of directional information. Kaulen et
al. (1972) made single-cell recordings from TS with dichotic (coupler) stimu-
lation in “the frog”and found that most of the cells were monaural. Approxi-
mately 40% were binaural, and half of these were EE cells. Of the rest, almost
all were EI cells (ipsilateral inhibitory). Unfortunately, in these experiments as
in some of the later studies, the mouth was closed during the recordings, so the
ears were coupled acoustically. This probably leads to an overrepresentation of
EE cells (Epping and Eggermont 1985), but could also influence the responses
of EI cells. With free-field stimulation, most cells in the TS show direction-
dependent changes in firing rates and/or latencies (Feng 1981). The units were
distributed over the principal, magnocellular and laminaris nuclei and showed
two major classes of directional responses. Most (with CFs ranging from 135
to 2100 Hz) had ovoidal directional responses, usually with highest sensitivity
from the contralateral side. The rest (CFs ranging from 295 to 1950 Hz) had
“V-shaped” (i.e., figure-of-eight) directional responses. Note that these types of
directional responses are also found in auditory nerve fibers (see Section 3.5.1).
In auditory nerve fibers, however, the directivity pattern is frequency specific
(V-shaped at low and ovoidal at high frequencies), and V-shaped directional TS
responses at high frequencies reflects additional processing by the CNS. Mel-
Isen and Epping (1990), using closed-field dichotic stimulation in R. temporaria
found that almost all units were binaural. Of the binaural units, most were EI
units with BFs uniformly distributed between 100 and 3000 Hz and most sen-
sitive to IIDs from —4 to 4 dB. Forty percent of the units showed intensity-
invariant responses. Gooler et al. (1993) showed that tuning curves of single
neurons in the TS (free-field stimulation) varied systematically with sound di-
rection; the tuning curves were broader with contralateral than with ipsilateral
stimulation. Similarly, the isointensity frequency response showed a narrower
bandwith for ipsilateral than for contralateral stimulation (Xu et al. 1994). That
these effects are due to neural interactions, especially ipsilateral inhibition me-
diated by y-aminobutyric acid (GABA), has recently been shown in a series of
elegant experiments (Zhang et al. 1999). However, it is also suggested that
binaural interactions probably takes place in lower stations in the brainstem,
maybe also by GABA-mediated inhibition, or more likely by faster inhibitory
transmitters such as glycine. While most of these studies deal with ILDs, it
should be noted that there is apparently not a clear division of time and level
processing in the anuran auditory pathway. Rather, as discussed for the auditory
nerve and DMN, directional phase and level changes are coupled. Furthermore,
the effects of inhibition probably are intensified by the large timeshifts that
accompany directional changes in level in the auditory nerve. Approximately
half of the units in the TS showed intensity-invariant responses to click stimu-
lation, and most ITD-selective units showed a well-defined latency of the re-
sponse to the excitatory, contralateral stimulus (Melssen and Epping 1992). The
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inhibitory, ipsilateral stimulus depressed activity within a time window of a few
milliseconds following excitation. Whether there is a spatiotopic organization
of the TS neurons (i.e., an auditory space map) is controversial. Pettigrew et
al. (1981) found spatiotopy in multiunit recordings from the TS of R. temporaria
and Rana esculenta. They also proposed the simple explanation that if the best
direction of a neuron varied systematically with frequency, this would produce
a spatial map because of the tonotopicity in TS. This idea was corroborated by
field potential recordings in B. marinus by Pettigrew and Carlile (1984) sug-
gesting that the optimal stimulus angle changed with frequency. However, other
studies (Wilczynski 1988) have shown that the tonotopicity in TS is not very
pronounced, and furthermore, Pettigrew and Carlile probably included areas out-
side the TS in their data. To conclude, it is probably safe to say that no robust
spatiotopy is found in the anuran TS and that the data are compatible with a
model in which sound direction (encoded in the spike rate of individual TS
neurons; Feng 1981) is processed in separate frequency channels (since the TS
neurons are tuned) and encoded by neuronal ensemble activity. At the popu-
lation level the directional information is sharpened by inhibition in the TS that
will produce strong lateralization cues.

3.6.5 The Processing of Directional Information in the Forebrain

Next to nothing is known about directional processing in the forebrain. Lesion
experiments have shown that female toads (B. americanus) will perform phon-
otaxis after complete removal of the telencephalon and dorsal diencephalon
(Schmidt 1988). However, Walkowiak et al. (1998) showed that phonotaxis in
H. versicolor was affected by lesions in the septum (MS, see Fig. 4.9) and the
striatum (Stv) and abolished completely by lesions in the preoptic area (PA),
but apparently unaffected by lesions in the dorsomedial pallium (DP, MP). Le-
sions of the thalamus (A, C, P) did not affect phonotaxis, whereas even small
lesions in the torus produced a degraded phonotactic response (Endepols et al.
2003). In summary, the forebrain lesions seem to affect only the initiation or
control of the phonotactic response. The experiments do not permit any eval-
uation of whether directional hearing as such is degraded (as would, e.g., lesion
experiments showing that the frogs showed phonotaxis, but that localization
accuracy was reduced), but show that all the processing necessary for sound
direction determination likely occurs in the TS. The question then is how pattern
recognition (i.e., mating call identification) and localization are integrated in the
TS (apparently, there are no specialized centers for spatial hearing and pattern
recognition), and, even more fundamentally: How is the directional information
“read out”? Obviously, the contralateral inhibition found in the TS (Zhang et
al. 1999) can generate a robust lateralized response in a “winner takes all”
fashion. However, such a simple lateralization does not explain the behavioral
results showing true angle discrimination (Klump and Gerhardt 1989). The
absence of any robust spatiotopy as well as the generally distributed nature of
frequency representation in the TS might suggest that directional information is
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processed in separate frequency bands (since the directional input is strongly
frequency dependent, see above; note also that all the directionally sensitive TS
cells are tuned) and integrated with pattern recognition subsystems to generate
a direction-specific (but probably distributed) excitation pattern. Each excitation
pattern could then elicit a pattern of muscle activity turning the frog in the
relevant direction. Whether the frog would move or not would then be con-
trolled by inhibition (i.e., forebrain structures). Interestingly, a simulation ex-
periment on visual orientation in salamanders showed that a relatively small
network consisting of 300 neurons (100 optic tectum [OT] neurons with “coarse
coding,” i.e., large receptive fields, 100 interneurons, 100 motoneurons, and 4
muscles) and incorporating neuroanatomical and physiological features of the
salamander visual brain can be trained to localize moving prey (Eurich et al.
1995). The model does not incorporate a motorneuron map. Rather, all neurons
participate in coding of prey location, and the distributed coding of the tectal
neurons is transformed directly into a distributed activation of the muscles. It
remains to be shown whether phonotaxis in anurans can be explained by similar
models. What is needed is probably simultaneously recordings from many neu-
rons under directional stimulation.

4. Directional Hearing in “Reptiles”

The reptiles do not form a “natural” taxonomic group, since they are amniotes
united by primitive characteristics (i.e., a paraphyletic group; see Manley 2004).
Thus, crocodiles are more closely related to birds than to the other reptile groups,
and turtles and tortoises are as distantly related to other reptiles as to mammals.
This section concentrates on lacertids (the lizards), since the (few) data available
on reptile directional hearing have been obtained in this group.

4.1 Behavioral Investigations of Lacertid Directional
Hearing

Only in one case has a behavioral use of directional hearing been demonstrated
in any lizard (or reptile). It was shown that Mediterranean geckos (Hemidactylus
tursicus) will intercept calling crickets and also perform phonotaxis toward a
speaker playing cricket songs (carrier frequency 6.6 kHz; Sakaluk and Belwood
1984). Interestingly, the data suggest that the behavior is acquired, since only
adults show a significant phonotactic response. The members of one lacertid
family, the true geckos (Gekkonidae) are highly vocal, but no phonotaxis (or
indeed any clear responses) to call playbacks have been shown so far. Investi-
gations of hearing using conditioned responses to sound in the reptiles have met
with as little success as in the anurans (Manley 2000). However, one experi-
mental approach seems to work, namely that lizards open their eyes in response
to sounds (Berger 1924). An audiogram from Tiligua rugosa based on this
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paradigm matches the neural audiogram reasonably well (Manley 2000). This
approach has so far not been applied to directional hearing studies, but it would
be interesting in the future to investigate, for example, directional release from
masking or habituation.

4.2 The Lacertid Ear

Lizards do not have an external ear, although some species have an external ear
canal, while in other species the eardrum is flush with the surrounding skin.
The tympanic membrane is usually delicate and clearly distinct from normal
skin and is usually convex. The single auditory ossicle, the columella, is con-
nected to the eardrum by an extracolumella, that is generally not strongly os-
sified and with up to four fingerlike processes (Wever 1978; Manley 1990;
Saunders et al. 2000). The extracolumella is probably essential for the impe-
dance matching of the ear by being one arm in a second-order lever system with
a lever ratio of approximately 3 in Gekko gecko (Manley 1990) and 2 in an
eublepharid and a pygopodid gekko species (Werner et al. 1998). An essential
feature of the lever system is that there is a flexible connection between extra-
columella and columella. At low frequencies (below 4 kHz) the extracolumella
pivots as a stiff rod around a fulcrum and pushes the columella. As pointed out
by Manley (1990), the system is less efficient at high frequencies, because the
energy is lost in flexion at the extracolumella—columella joint and thus poorly
transmitted. A limited high-frequency response thus appears to be an inherent
drawback of the design.

4.3 Biophysics of Lacertid Directional Hearing

Very little information exists on lizard directional hearing. Wever (1978), noting
the very wide Eustachian tubes, suggested that the ear of some lizards could
operate as a pressure-difference receiver. However, most of the earlier studies
of the eardrum response were made using closed field stimulation. Preliminary
data from a free-field investigation of midbrain auditory neurons in G. gecko is
reviewed by Manley (1981), who together with co-workers found highly direc-
tional units in the torus semicircularis. These units exhibited ovoidal directivity
with activity almost completely suppressed at (mostly) ipsilateral angles. How-
ever, as Manley (1981) pointed out, the responses are probably both due to
neural inhibition and acoustical interaction. Recently, Christensen-Dalsgaard
and Manley (2005) have studied the directional characteristics of the tympanum
in four lizard species stimulated with free-field sound. The tympana of all spe-
cies showed bandpass characteristics and a remarkable directivity (Fig. 4.11a).
In some of the animals, the difference between ipsi- and contralateral stimulation
exceeded 25 dB in the frequency range from 1 to 3 kHz, and the directivity is
dependent on acoustical coupling of the eardrum. In this frequency range, sound
shadowing hardly contributes to the difference. The directivity pattern of the
eardrum is ovoidal and highly asymmetrical around the midline (i.e., with a
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FIGURE 4.11. Directivity of eardrum vibrations in the iguanid Ctenosaura measured with
laser vibrometry and free-field stimulation. The three-dimensional plots in (A) and (C)
show the response as a function of frequency and direction (vibration amplitude is in-
dicated by a grayscale), and each horizontal line corresponds to a polar plot. The ear-
drum has its maximal sensitivity and directionality around 2 kHz, but as shown in (A),
contralateral sensitivity is generally depressed. A special feature of the directivity is that
it is highly asymmetrical with the highest sensitivity in the IL frontal quadrant, as shown
in the polar plot (B). If the inputs from the two ears are subtracted, the asymmetry
produces a considerable sharpening of the directivity (C). Here, the reflection along the

midline is subtracted from the response. (Redrawn from Christensen-Dalsgaard and Man-
ley 2005 and unpublished data.)
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large difference between, e.g., 30° ipsilateral and 30° contralateral, Fig. 4.11b).
Any mechanism that performs binaural subtraction (as, e.g., an EI neuron) will
exaggerate this directivity. A simplified model of the output of such a neuron
is shown in the interaural vibration amplitude difference (IVAD) plot (Fig.
4.11c), where a mirror image of the directivity plot is subtracted from itself
(Jorgensen et al. 1991). Note that the shape of the IVAD plot is generally similar
to the eardrum directivity, but that (because of the asymmetrical directivity) the
directionality is much sharper, with up to 40 dB difference between 30° ipsilat-
eral and 30° contralateral. In conclusion, the fact that all investigated lizard
species essentially show a similar, pressure-difference characteristic and fur-
thermore, that the characteristic reflects a primitive organization of the periphery
(i.e., that the middle ear cavities are almost continuous with the pharynx) sug-
gests that a pressure difference characteristic and the associated low-frequency
directionality is a feature of most lizard ears. The larger species, for example,
some of the iguanids and varanids, should be able to exploit ILDs generated by
diffraction and also have large ITDs resulting from arrival time differences at
the ears. Consequently, it could be expected that some of these species would
have developed uncoupled, pressure sensitive ears during the course of evolution,
but that does not seem to be the case; also in the larger species (such as Iguana
iguana) the middle ear cavities are connected through wide Eustachian tubes
(G.A. Manley, personal communication).

4.4. Neuroanatomy and Neurophysiology of Lizard
Directional Hearing

Apart from the study on TS neurons mentioned above (Manley 1981) the proc-
essing of directional information in the lizard (or reptile) CNS has not been
studied. The same divisions of the cochlear nucleus (CN) (i.e., in a nucleus
angularis and magnocellularis) as in the birds have been described (see review
in Carr and Code 2000). In birds, the division in nucleus angularis and mag-
nocellularis reflect a functional division of time and intensity processing, at least
in the barn owl, and it is hypothetized that the nuclei in reptiles should serve a
similar functional division (Carr and Code 2000). At least in the alligator lizard
(Gerrhonotus multicarinatus) there is anatomical evidence that two types of
auditory afferents (low-frequency tectorial and high-frequency free standing fi-
bers) project differently in the cochlear nucleus (Szpir et al. 1990). Endbulb
terminations were found only in the tectorial fibers and only in the magnocellular
nucleus. This finding should be noted, since endbulb swellings with the asso-
ciated, very efficient synaptic transmission is a characteristic of cochlear nucleus
cells in the time coding pathway in birds and mammals. It should also be noted,
however, that most lizard nucleus magnocellularis cells are small to medium-
sized and therefore may not be functionally equivalent to the avian magnocel-
lularis cells, even if the nuclei are homologous (which by no means can be
assumed). Furthermore, it could be argued that the special characteristics of the
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pressure difference receiver and the high directionality of the periphery in the
lizards would necessitate a different central processing, with emphasis, for ex-
ample, on EI cells that could sharpen the directionality considerably (as shown
by the IVAD plots above). Therefore, it would be of considerable interest to
investigate the directional processing in the CNS of lizards. Physiological data
from the CN (reviewed in Manley 1981) show that the CN in G. gecko (and
probably also in other lizards) is tonotopically organized. All neurons are tuned,
many have primary-like (i.e., phasic-tonic) responses to sound, but very phasic
responses also are common. The anatomical data from Iguana iguana (Foster
and Hall 1978) and Varanus exanthematicus (ten Donkelaar et al. 1987) show
that the earliest stage of binaural interaction probably is at the level of the
trapezoid body or SON (the trapezoid body was included in the SON by ten
Donkelaar et al 1987) that receives projections from both ipsi- and contralateral
nucleus angularis. Note, however that the 1. iguana SON apparently lacks struc-
tures similar to the MSO in mammals and the nucleus laminaris (NL) in croc-
odiles and birds (Foster and Hall 1978). From the SON, bilateral projections to
the TS have been found in both lizard species, where highly directional cells
have been found in G. gecko, as outlined above (Manley 1981).

5. Directional Hearing in Birds

For a general review of directional hearing in birds, the reader is referred to
Knudsen (1980) and to a recent review in this series (Klump 2000). The aim
of the present section is to provide a counterpoint to that review by focusing on
the biophysics of directional hearing and especially the evidence for pressure
difference/ pressure sensitivity of the avian ear.

5.1 Biophysics of Directional Hearing in Birds

The structure of the avian ear is similar to the lizard ear. Birds usually have no
external auditory structures (with the exception of some of the owls, see below).
However, an ear canal is always present, but short (2 to 7 mm, Saunders et al.
2000). The single ossicle (columella) is connected to the eardrum via an es-
pecially complex extracolumella with three processes, which probably improves
the lever ratio of the ear, but probably also limits the high-frequency sensitivity
of the ear, depending on the flexibility of the columella—extracolumella connec-
tion (Manley 1990).

In birds, arising from an archosaur—dinosaur lineage, the ancestral condition
probably is that the middle ears are partially isolated from the respiratory path-
way, but connected via an interaural canal that is also found in crocodilians
(Wever 1978) and probably in nonavian dinosaurs including Tyrannosaurus rex
(Larsen and Pettigrew 1988; J.D. Pettigrew, personal observation). Reflecting
this ancestral condition, all birds have an interaural canal and the eardrums of
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all birds are therefore to some extent coupled acoustically. To what extent the
acoustic coupling produces usable pressure-difference receiver directivity has
been debated extensively. The evidence is reviewed in the following paragraphs.

5.1.1 Directivity of the Auditory Periphery

Studies of directivity roughly fall into two groups. One group of researchers
has shown that the directionality is greater than expected from diffraction effects
and have compared the directivity to that of a pressure-difference receiver. An-
other group of researchers found generally small directionality that could result
from diffraction and assumed that the ears are functionally uncoupled pressure
receivers.

5.1.1.1 Evidence for Pressure-Difference Receiver Operation of the
Auditory Periphery

The pioneering studies on bird directional hearing were performed by Schwartz-
kopff (1950, 1952), who found that the bullfinch (Pyrrhula pyrrhula) auditory
periphery showed higher directionality than expected from diffraction, but, sur-
prisingly, that this directionality did not change on ear occlusion. Consequently,
he concluded that the ears operated as independent pressure receivers. Coles
and co-workers (Coles et al. 1980; Hill et al. 1980) showed pronounced direc-
tionality of the quail (Coturnix coturnix) auditory periphery. Hill et al. (1980)
measured sound transmission through the quail head using inserted microphones
and found less than 5 dB interaural canal transmission attenuation at frequencies
below 5 kHz. At higher frequencies, attenuation increased above 20 dB. From
the attenuation data, they predicted strongly asymmetrical directivity with 10-
to 20-dB directional difference in the 1- to 4-kHz range. Cochlear microphonics
in anesthetized quail showed a variety of directivity patterns, cardioid at lower
frequencies and figure-of-eight shaped at high frequencies. The directivities
were altered when one eardrum was blocked. Larsen and Popov (1995) found
very similar results using laser vibrometry and sound diffraction measurements
from quail. They reported an enhancement of interaural delay of 40 ps and an
interaural canal attenuation of 6 dB at 1 kHz. Interaural coupling was also
inferred by Calford (1988) from a study of frequency selectivity in the IC of
nine different bird species. All species except owls exhibited a poorly repre-
sented frequency range, which was correlated with the dimensions of their in-
teraural canal. Model calculations based on the interaural canal dimensions
showed that the “missing” frequency ranges corresponded to frequency regions
in which tympanic directionality generated by interaural coupling was poor. The
proposed model, which was based on the addition of direct and indirect sound
components (delayed by propagation time and attenuated by the interaural ca-
nal), was subsequently used to calculate interaural delays, which were shown to
be frequency dependent and, especially at low frequencies, much larger than
travel-time delays. Pettigrew and Larsen (1990) reported that neurons in the IC
of the plains-wanderer (Pedionomus torquatus) showed very directional re-
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sponses to low-frequency sound (300 Hz) and ascribed the directionality to the
large interaural canal in this species. Similarly, Hyson et al. (1994) measured
bilateral cochlear microphonics in the chicken and found larger ITDs (up to 200
us at low frequencies) than expected from travel time differences. They also
report up to =30% (=3dB) directional change of IID (relative to frontal stim-
ulation), and effects of contralateral tympanum occlusion at low, but not on high
frequencies, and conclude that interaural coupling enhances the sound locali-
zation cues. Finally, Larsen et al. (1997) showed that the interaural coupling
and normal operation of the tympanum of budgerigars was very dependent on
the intracranial air pressure (ICA) (Fig. 4.12). This is a very important finding,
because the ICA tends to decrease in anesthetized birds, unless they are vented.
The result is that tympanic vibrations are impeded (the tympanum is sucked
inwards), and interaural coupling decreases by around 20 dB and tympanal di-
rectivity by 6 dB or more in nonvented compared to vented birds.
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FIGURE 4.12. Effect of interaural air pressure on sensitivity in budgerigar. The polar
plots show laser measurements of eardrum vibrations at 1 kHz before (dashed line) and
after (solid line) venting of the middle-ear cavity. The dotted line shows the sound
pressure. Note the large difference in directivity and sensitivity before and after venting.
Scale: 3 dB/unit circle. (Redrawn from Larsen et al. 1997 © World Scientific Publishers,
reprinted by permission.)
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5.1.1.2 Experiments Showing Small Effects of Interaural Coupling

Owls have large interaural canals, and earlier studies (Payne 1971) assumed that
acoustical coupling of the ears would contribute to the directionality. However,
Moiseff and Konishi (1981) recorded from monaural cells in the “cochlear nu-
cleus” of barn owls and showed that interaural attenuation (measured as the
difference between the unit’s threshold to ipsi- and contralateral stimulation via
couplers) increased with frequency from 13 dB at 3.5 kHz to 63 dB at 7 kHz.
Measurements with probe microphones also showed large interaural attenuation
at higher frequencies. Thus, at behaviorally relevant frequencies, the ears would
be functionally isolated pressure receivers. In contrast, Coles and Guppy (1988)
report that directionality in the barn owl, measured by cochlear microphonics,
exceeds the directionality produced by the external ear and suggest that inter-
aural coupling is important for the directionality also at high frequencies. The
reason for the discrepancy between the measurements of Moiseff and Konishi
(1981) and Coles and Guppy (1988) is not clear. However, microphonic re-
cordings are inherently unstable and the level can fluctuate during the time
needed to measure directional sensitivity in the entire frontal hemifield. There-
fore, it would be important to know about the reproducibility of the directional
patterns, but this information is not given in the paper by Coles and Guppy. In
contrast, threshold comparisons are probably much more reliable. Also, since
head-related transfer functions generate virtual space stimulation in the owl with
identical responses to free-field sound and virtual stimulation (Keller et al. 1998;
Poganiatz et al. 2001) interaural coupling cannot be very important. Rosowski
and Saunders (1980) used cochlear microphonics to measure interaural trans-
mission in the chicken and found virtually no attenuation by the interaural canal,
but 15- to 20-dB attenuation by the tympanum. With such an impedance mis-
match by the tympanum, the directionality should be negligible, which contrasts
with Hyson et al.’s (1994) data from the chicken. However, the level of the
microphonics measured by Rosowski and Saunders are much lower than the
levels measured by Hyson et al. (1994), suggesting that the ears had not been
working optimally. Thus, the 15- to 20-dB attenuation is probably too high.
Lewald (1990) investigated the directionality of cochlear microphonics in an-
esthetized pigeons and found less than 5 dB effects of interaural sound trans-
mission and small effects of blocking the contralateral ear. Perhaps the most
convincing case for a bird with uncoupled ears was presented by Klump and
Larsen (1991) in their work on the starling. They used laser vibrometry to
measure free-field directional characteristics of the eardrum in anesthetized star-
lings and showed that the largest directionality when corrected for sound dif-
fraction by the animal was 3.4 dB (average 1.13 dB). These results in
anesthetized birds were paralleled by cochlear microphonics from awake birds.
To summarize, there is solid evidence that some species (quail, chicken, and
budgerigar) have enhanced peripheral directionality caused by interaural cou-
pling. However, it is also evident that there is considerable species variation,
and that some species (barn owl, starling) probably have functionally separate
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ears. Most importantly, perhaps, the results of Larsen et al. (1997) have re-
opened the field, since many of the earlier measurements on anesthetized animals
need to be redone with appropriate venting of the middle ear cavities.

5.2 Directional Hearing in Barn Owls and Other Birds

The barn owl is a model organism within the field of neuroethology and direc-
tional hearing studies. The reason for this is that the barn owl is extremely
specialized for directional hearing (Payne 1971; Wagner 2002) and exhibits a
very robust sound localization behavior associated with prey capture. This be-
havior and the associated neurophysiology has lent itself to rigorous, careful
laboratory studies for three decades, with the consequence that probably more
is known about sound localization in the barn owl than in any other organism.
Any discussion of bird directional hearing, therefore, would be clarified by in-
vestigating similarities and dissimilarities between directional hearing in the
barn owl and that of other birds, summarized in Table 4.1. The field has been
extensively reviewed, however, and is only outlined briefly here. The reader is
referred to Klump (2000), Wagner (2002) and, especially, to reviews by Konishi
(1973, 2000) and Knudsen (2002).

5.2.1 Sound Localization Behavior

Early experiments (reviewed in Payne 1971) demonstrated that barn owls can
locate prey accurately using acoustical cues (i.e., the rustling noises made by

TABLE 4.1. Specializations of the owl localization pathway.

Feature Reference
Extended high-frequency hearing Konishi (1973); Koppl et al.
(1993)
Very low thresholds (—20 dB SPL) Konishi (1973)
Asymmetrical auditory periphery Konishi (1973)
Sound-reflecting facial ruff Konishi (1973)

Increased phase-locking properties of auditory-nerve fibers (up to Koppl (1997)
9 to 10 kHz)

Longest basilar papilla Smith et al. (1985)
Overrepresentation of high-frequency range in basilar papilla Koppl et al. (1993)
(“auditory fovea™)
Large size and convoluted shape of NA Koppl (2001)
Multiple layering of NL Carr and Konishi (1990)
Kv 3.1 channels in NM that reduces the duration of action Parameshwaran et al. (2001)
potentials
Segregation of time and intensity pathways Sullivan and Konishi (1984)
Small receptive fields and ordered spatiotopic representation in Knudsen and Konishi
the ICC (1978a,b)
Sharp spatial tuning in ICx Wagner (1993)

Spatial map in ICx and SCC Knudsen (1982)
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the prey). The accuracy of striking the target depends on the stimulus band-
width; a 4-kHz noise band centered on 7 kHz was most efficient (Konishi 1973).
Later, Konishi, Knudsen and co-workers used a setup in which the turning angle
of perched owls was measured (Knudsen et al. 1979). These behavioral studies
have shown that the orientation error of the barn owl for noise is approximately
5°, but around three times as large for tones (Knudsen and Konishi 1979). Fur-
thermore, occluding the right ear produced an orientation bias downwards and
to the left; occluding the left ear produced an orientation bias upwards and to
the right. Finally, removing the ruff feathers of the facial mask only disturbed
localization in elevation. Recent studies using a pupillary dilation response have
found minimum audible angles of approximately 3° (Bala et al. 2003).

The performance of other birds in sound localization tasks vary among the
investigated species, but are not as acute as in the barn owl. Early experiments
on bullfinches (Schwartzkopff 1950) showed minimal angular resolution of 25°,
and minimal resolution angles of 20° in Great tits (Parus major) were reported
by Klump et al. (1986). The authors suggested that the ITD cues generated by
comparing the inputs from two uncoupled ears (18 us at 25°, approximately
twice the minimal ITD in barn owls) are sufficient to explain the localization
accuracy. Park and Dooling (1991) reported minimal resolution angles (noise
stimulation) of 17° and 25°, respectively, in budgerigar (Melopsitaccus undula-
tus) and canary (Serinus canarius), at 1 and 2 kHz, the minimal resolution angles
were larger. Outside the owls, the smallest minimal resolution angles were
found in other aerial predators like the marsh hawk (Circus cyaneus) (2°) and
red-tailed hawk (Buteo jamaicensis) (8 to 10°) (Rice 1982; see also Klump 2000,
Table 6.1). Note, however, that a study of the passerine bird Pipilo erythro-
phtalmus (Towhee) showed much higher acuity than that of other songbirds: 5
to 9° azimuth as well as accurate estimation of distance (Nelson and Stoddard
