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9.1 Introduction

Proteins play a vital role in almost every process of life. There are over
2100 known protein families; many are crucially involved in biochemical
metabolism, cellular signaling and transport, reaction catalysis, cytoskeletal
structure, immune recognition, and sensory input. Because single mutations in
the amino acid sequences can have a drastic effect on the protein’s function–
and potentially on the fitness of the individual–proteins can be considered
the primary unit of phenotypic expression. The complex relationship among
protein chemistry, structure, function, and evolution is therefore a significant
piece of the evolutionary puzzle, and models of protein evolution are used to
test hypotheses about these relationships.

There are several applications where protein evolutionary models have had
particular success. For example:

1. detecting and aligning remote homologs,
2. measuring divergence times between sequences and species,
3. inferring the evolutionary history of related proteins (the phylogenetic

tree), and
4. determining the physicochemical factors that have been important to the

function and evolution of a protein family.

This chapter focuses on models that can be used for the last two applications,
specifically those that treat evolution as a Markov chain with transitions be-
tween amino acid states. When combined with the statistical toolbox of likeli-
hood methods (Chapter 2), Markov models have proven to be a powerful tool
for phylogenetic inference and hypothesis testing. Rather than attempting to
provide an exhaustive description of all available models, this chapter will
highlight a few that illustrate the important distinguishing features of protein
sequence evolution.
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9.2 Basic Features of Protein Sequences

The factors that are important to the evolution of a protein can be complex
and subtle, and the study of protein evolution is a very active field. A detailed
discussion of protein structure and evolution is beyond the scope of this chap-
ter (see, e.g., references [10, 60]), but a few of the most relevant features from
an evolutionary perspective follow.

• Most proteins function natively with the amino acid chain folded
into a stable three-dimensional structure. This structure is called the
tertiary structure and is thought to be determined primarily by the amino
acid chain’s interaction with a solvent and with itself (a proposition known
as the Thermodynamic Hypothesis [4]). While the protein-folding pathway
is still not well-understood for most sequences, some general principles of
protein folding are known. For example, in aqueous solution, a combina-
tion of entropic and enthalpic factors combine to cause hydrophobic (oily)
amino acids to fold into the interior of a protein, exposing charged and po-
lar residues to solvent. These factors also give rise to stable substructures
that occur ubiquitously in protein families (called secondary structure),
such as alpha helices and beta strands. One consequence of this folded
protein structure is that each residue in a protein sequence is exposed to a
different local environment, potentially resulting in different evolutionary
constraints at each site.

• In general, protein structure is more conserved during evolution
than protein sequence. In the SCOP database of protein structure clas-
sification [49], there are over 2100 protein structural families of homologous
sequences, while there are nearly 170,000 amino acid sequences in Pfam [8],
a protein families database. A good rule of thumb is that two sequences
with more than 30% sequence identity are likely to be homologous and
fold into the same tertiary structure or domain, although homology can
sometimes be inferred at a lower identity. The conservation of function
is less clear-cut; sometimes proteins can perform the same function with
less than 15% identity, while in other cases the function can be completely
altered by the mutation of a few key amino acids.

• Protein sequences are generally subject to greater selective con-
straint than noncoding DNA sequences. For a protein to function
properly in an organism, it must be transcribed and transported, fold,
interact with its binding partners or substrate, perform its function effi-
ciently (catalysis, recognition, transport, etc.), and be properly disposed
of when no longer needed. If a mutation in the amino acid sequence affects
any of these steps, it can potentially affect the function of the protein and
therefore the fitness of the organism. The combination of these factors con-
strains the evolution of protein sequences much more than the evolution
of most noncoding DNA sequences, an effect that can be observed as a low
nonsynonymous/synonymous substitution rate ratio. This allows protein
sequences to be used to infer homology among more distant evolutionary
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Fig. 9.1. Some commonly used amino acid properties. For other properties, a variety
of empirically determined scales have been collected in the AAindex database [39].

relatives, but it also complicates phylogenetic inference because the effect
of these constraints can be difficult to predict.

• Amino acids each have unique properties that are utilized in
different contexts within the protein. Figure 9.1 shows several dif-
ferent sets of physicochemical properties; the importance of each property
depends upon the local environment of the amino acid. For example, tyro-
sine is a bulky, aromatic amino acid that is often found in the same context
as other large aromatics such as tryptophan and phenylalanine. But ty-
rosine also has a polar hydroxyl group like serine and threonine, and like
those amino acids it can be involved in hydrogen-bonding interactions as
well. In modeling protein evolution, it is therefore important to take into
account not only the properties of the amino acids but also the context in
which they are used.

9.3 The REV Model

A Markov model of protein evolution must at a minimum provide a substi-
tution probability matrix P(t), where Pij(t) is the probability that an amino
acid substitution i → j will occur in evolutionary time t. In the likelihood
function (see Chapter 2), a different P-matrix is needed for each branch of
the tree. Rather than estimating each matrix separately, typically a single
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instantaneous transition rate matrix1 Q is used for the entire tree, and the
different P-matrices can be calculated using the standard equation for a con-
tinuous Markov process:

Pij(t) =
[
eQt
]
ij

. (9.1)

The challenge for any model of protein evolution is to determine the best
estimate of the transition rates in the Q-matrix given the available data. In
general these rates are not equal; some amino acid substitutions are more
likely than others, and this is directly related to the physical and chemical
characteristics of the amino acids in protein structures.

9.3.1 Counting Methods for Model Estimation

Early models of protein evolution were limited by the computational issues
associated with likelihood inference on phylogenetic trees. To overcome these
limitations, empirical methods were devised to approximate the transition ma-
trix by counting the number of inferred substitutions. The first widely used
model of protein evolution was developed by Margaret Dayhoff and co-workers
in the Atlas of Protein Sequence and Structure [17]. Using sets of closely re-
lated protein sequences (more than 85% similar), they used an assumption of
parsimony to infer the ancestral amino acids at each site in the protein. Once
the amino acid at each node has been determined, the internodal substitu-
tions can be counted, resulting in a 20 × 20 symmetric matrix of amino acid
replacement counts (the A-matrix).

These counts depend on the exposure of each amino acid during the evolu-
tionary process; a rare but mutable amino acid can be indistinguishable from
a common amino acid that rarely changes. To discriminate between these pos-
sibilities, Dayhoff defined the mutability of an amino acid mi as the number
of inferred changes for each amino acid divided by its total number of nodal
appearances on the tree Ni:

mi =

∑
k �=i Aik

Ni
. (9.2)

The mutabilities and the count matrix were then multiplied to calculate M,
the “mutation probability matrix”2,

Mij = λmi
Aij∑

k �=i Aik
for j �= i , (9.3)

1Because “transition” has a formal meaning when dealing with sequence evo-
lution, the Markov transition rate matrix Q is sometimes called a mutation rate
matrix or substitution rate matrix in the biological literature.

2For consistency with standard Markov model notation, the i, j indices have been
reversed from Dayhoff’s original notation.
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where λ is a scaling factor that determines the average probability of a sub-
stitution in a specified unit of evolutionary time. Because this is a probability
matrix, each row must sum to 1, and therefore the diagonals are

Mii = 1 − λmi . (9.4)

When λ is set so that the mean probability of substitution is 0.01, on average
one substitution will be observed per 100 amino acid sites. This is called 1
PAM, or “point accepted mutation,” a commonly used measure of distance
between protein sequences.

The Dayhoff model was originally developed to aid in alignment of distant
homologs and to help determine evolutionary distances between sequences.
To convert it into a continuous-time Markov chain model that can be used
for statistical inference and likelihood calculations [22, 41, 1], the matrix is
commonly converted into a slightly different form, the symmetric “relative
rate matrix” R:

Rij =
Aij

NiNj
. (9.5)

Typically this is estimated empirically from the sequence alignment since in
a stationary process with sufficient data πobs

j → πj . The instantaneous tran-
sition matrix Q is then defined as

Qij = δRijπj/s for j �= i (9.6)

and
Qii = −

∑
k �=i

Qik , (9.7)

where πj is the stationary frequency of amino acid j, δ is the number of
expected substitutions per site in a unit of evolutionary time (typically 0.01),
and s is a normalization constant,

s =
∑

i,j,i �=j

πiπjRij . (9.8)

This R-matrix parameterization is generally called the REV model.3 As
the most general reversible amino acid model, it is analogous in form to the
GTR model for nucleotide substitution. One important difference is that in
contrast with the GTR nucleotide model, the REV matrix values are fixed
and not estimated for each new dataset of interest. Similar empirical counting
methods have been used to update the REV model parameters as more data
have become available. Dayhoff’s matrix represents data from 1572 counted
substitutions; in 1992, Jones et al. updated the matrix parameters using 59,190

3The values of the Dayhoff R-matrix are different from the Dayhoff log-odds
PAM matrix used for sequence alignment (although they use the same underlying
A count matrix), so care should be taken not to confuse the two.
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substitutions from 16,130 protein sequences in what is now commonly called
the JTT model [37]. These sequences were generally globular proteins in an
aqueous solvent; a model has also been tallied for transmembrane proteins and
is called the tmREV matrix [38]. Each of these REV models–Dayhoff, JTT,
and tmREV–differs only in the particular (fixed) values of their R-matrices.

Counting methods are relatively rapid, but they can only utilize the infor-
mation from closely related sequence comparisons. To test the effects of this
assumption, Benner, Cohen, and Gonnet [9] computed a set of matrices from
proteins related by different PAM distances. When comparing these with ex-
trapolated Dayhoff matrices, they found that the Dayhoff parameter values
reflected the structure of the genetic code, while over long timescales the more
accurate matrix values were better correlated with physicochemical properties
of the amino acids. Even with methods that allow more divergent sequences
to be used, the parsimony assumption inherent in the counting methods can
cause bias in parameter estimation [16].

9.3.2 Likelihood Methods for Model Estimation

Maximum likelihood (ML) methods are a natural choice for optimizing mod-
els over divergent datasets [22, 76], as they can account for the probability
of multiple substitutions over long branches and can be tested using a rig-
orous statistical framework. The likelihood equation for a phylogenetic tree
utilizes a continuous-time Markov chain, which determines the probability of
substitution over the evolutionary time t of each branch by exponentiating
the Q-matrix as shown in equation (9.1). This equation can be approximated
as

P(t) = eQt ≈ 1 + Qt + (Qt)2/2 + ... . (9.9)

The higher-order terms in this expansion account for the nonzero probability
of multiple substitutions over long branches. As t increases and/or the off-
diagonal terms in Q increase, the higher-order terms become more significant
and the assumptions of parsimony no longer hold true.

The first use of ML estimation (MLE) methods to optimize REV model pa-
rameters was by Adachi and Hasegawa [1], who were interested in modeling the
evolution of mitochondrial proteins. The Dayhoff and JTT matrices were de-
veloped as an average over many protein families from the nuclear genome, but
mitochondrial proteins evolve under different selective constraints. Translated
using a different genetic code with a different nucleotide compositional bias,
most mitochondrial proteins also function in a lipid membrane rather than
in aqueous solution. To account for these differences, the mtREV model [1]
was developed on a tree of mitochondrial proteins from a diverse set of ver-
tebrate species. Instead of using a counting method to infer the values of the
R-matrix, each of the Rij values was treated as a free parameter of the model
and estimated using maximum likelihood. The MLE REV model was there-
fore estimated with 210 parameters: the 190 values of the symmetric R-matrix
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and the 20 amino acid frequencies. (The model has 208 degrees of freedom,
because the R-matrix values are relative and the amino acid frequencies must
sum to 1.) The resulting mtREV matrix had a significantly higher likelihood
on mitochondrial proteins than the JTT matrix, and some of the known differ-
ences between mitochondrial and nuclear proteins are evident from mtREV’s
parameter values. For example, the Arg↔Lys substitution rate is much lower
in mtREV than in JTT, a difference that is attributed to the fact that it re-
quires two nucleotide mutations in the mitochondrial genetic code while only
requiring one in the universal code. Other MLE REV models developed for
specific datasets include the cpREV model for chloroplast proteins [2] and
the rtREV model for retroviral polymerase proteins [19]. As with the Dayhoff
model, all of these ML-estimated REV models have their R-matrix values
fixed for further analyses; they are not adjusted for each new dataset.

For a general model applicable to many different protein families, the MLE
equivalent of the Dayhoff and JTT matrices is the WAG matrix [74]. To create
this matrix, 3905 protein sequences were divided into 182 protein families. A
neighbor-joining tree was inferred for each family, and then the combined
likelihood was maximized by adjusting the values of the R-matrix. Using the
likelihood ratio test (LRT), the increase in likelihood over the former models
was found to be statistically significant for all families in the analyzed dataset.
In fact, the increase in likelihood from the JTT matrix to the WAG matrix
is even greater than the increase from Dayhoff to JTT, despite the fact that
WAG was optimized using fewer protein sequences than JTT, an indication
of the power of the ML estimation method. Because ML estimation can be
computationally expensive, approximate methods have been developed as a
compromise between accuracy and speed [54].

The selective constraints acting on the amino acid level are reflected in the
parameter values for these REV models. For example, in the universal genetic
code, Ala is fourfold degenerate–represented by the codons GC*–while Trp is
only represented by one codon (UGG). Therefore, there are six possible nu-
cleotide mutations away from Ala and nine mutations away from Trp. If there
were no selection on the amino acid level, one would predict from entropic
principles that Trp would show a greater propensity for substitution than
Ala since there are more “escape routes.” But according to the mutabilities
calculated for example by Jones et al. [37], tryptophan has the lowest muta-
bility, while alanine has a mutability four times larger, an effect due in part
to tryptophan’s unique chemical characteristics. In the mtREV model, Cys is
more mutable than it is in matrices optimized on proteins that function in an
intracellular environment [1], probably because Cys-Cys disulfide bonds are
not thought to be as important to membrane proteins as they are to aqueous
proteins. The importance of such factors can be tested by comparison with
the codon Poisson model [41], which disallows all single-step amino acid sub-
stitutions requiring more than one nucleotide mutation (Rij = 0), while all
other Rij values are set to 1. This simple model is almost always statistically
rejected in favor of models such as the Dayhoff model, an indication that sim-
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ple nucleotide models are inadequate for modeling protein sequences because
they do not account for the different properties of amino acid residues.

The simplicity and generality of the REV model are attractive, and its
similarity in form to nucleotide models has made its implementation in phy-
logenetic software a fairly straightforward task. But this simplicity can be a
limitation when attempting to understand the complex determinants of evolu-
tion at the protein level. Alternative models have concentrated on correcting
some of these limitations, focusing on four features of amino acid sequence
evolution: site heterogeneity, time heterogeneity, site dependence, and the
physicochemical properties of amino acids. The rest of this chapter will be
devoted to a discussion of these features and the models that address them.

9.4 Modeling Heterogeneity Across Sites

The parameter values in the REV models are typically an average over many
amino acid sites from many different proteins. The implicit assumption is that
every site in the protein is subject to the same evolutionary constraints, or
at least that the constraints are evenly distributed about some mean value.
But most proteins fold into an intricate three-dimensional structure, creating a
different chemical environment for each amino acid residue. This heterogeneity
in environments leads to heterogeneity in evolutionary constraints, which can
have a dramatic effect on protein evolution and inference [56] (see Figure 9.2).
The concept of a single transition matrix that can describe the evolutionary
process at every site becomes difficult to justify.

9.4.1 Rate Heterogeneity Across Sites (RHAS)

One useful approximation for modeling site heterogeneity is the use of a dis-
tribution of evolutionary rates, or rate heterogeneity across sites (RHAS).
According to the Neutral Theory [40], functionally important sites are un-
der more stringent evolutionary constraints and will therefore exhibit a lower
overall substitution rate. One of the simplest methods for adding rate hetero-
geneity to a phylogenetic model is to use a Gamma distribution of rates [77].
This is done exactly as with the nucleotide models (see Chapter 1), where
each site is assigned an equal prior probability φk of evolving at rate λk. The
possible values for λk are drawn from a discretized Gamma distribution with
a specified number of categories K. The likelihood function in each column
in the alignment Dn is determined by summing the conditional likelihood for
each possible rate:

L (Dn|θ′) ≡
K∑

k=1

f (Dn|λk, θ′) φk . (9.10)

In this case, θ′ represents the other parameters in the model; for example, the
R-matrix and amino acid frequencies. The shape of the Gamma distribution
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Fig. 9.2. An empirical Bayesian mapping of rates onto sites in the trypsin family.
The darker the residue, the slower the rate of evolution at that site. Residues on the
surface of the protein (left) tend to be less conserved than those seen in a cutaway
view of the interior (right). The posteriors were calculated using CONSURF [63]
and mapped onto the structure using MOLMOL [43].

can be adjusted with a single parameter, while the relative rates of substitution
at any particular site are determined by a REV model. The result is a set of
K rate categories, each related by a common REV model but multiplied by
a different rate constant to determine the P-matrices:

P k
ij(t) =

[
eQλkt

]
ij

. (9.11)

The improvement in likelihood with a rate distribution is almost always
significant relative to a site-homogeneous model even with just a few rate
categories, making the Gamma distribution a commonly used approximation.
This difference is not just a statistical nuance; failure to account for rate
heterogeneity can also cause errors when inferring phylogenies and divergence
times [13]. For this reason, the inclusion of some form of site heterogeneity–
at least a REV+Γ model–is almost always recommended for phylogenetic
analysis.

9.4.2 Pattern Heterogeneity Across Sites (PHAS)

The fact that rate heterogeneity is ubiquitous among protein sequences is ev-
idence of the diversity of selective constraints operating on the amino acid
level. Still, a rate distribution cannot account for variability in the pattern of
evolutionary constraints. It allows a site to evolve more slowly or quickly, but
a simple rate distribution does not, for example, allow a Gly→Ala substitu-
tion rate to be higher than a Gly→Pro substitution at one site but lower at
another. Due to the diversity of amino acid environments in a folded protein,
such differences can be pronounced. For example, glycine and alanine are the
smallest amino acids, while proline (although still small) is bulkier. In the
folded core of the protein, where steric constraints might preclude a bulky
amino acid, the Gly→Pro substitution may be less favorable than the more
conservative Gly→Ala substitution. But glycine and proline are also known
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to induce kinks in the protein chain, and these kinks are sometimes neces-
sary for terminating alpha helices and creating turns. In these locations, a
Gly→Pro substitution becomes the “conservative” one, accepted more often
than a Gly→Ala substitution. This can only be modeled by a change in the
relative rates of substitutions, not just the overall rate.

To account for this type of heterogeneity (called here pattern heterogeneity
across sites, or PHAS), matrices have been estimated for specific structural
classes of sites [59, 73, 44, 53]. For example, Koshi and Goldstein [44] divided
sites into four different structural categories–helix (H), turn (T), strand/sheet
(E), and coil (C)–and subdivided those into two accessibility categories: buried
(b) and exposed (e). Then ML estimation was used along with an evolutionary
tree to estimate structure-specific substitution matrices for each category.

The Koshi-Goldstein structure-based matrices were log-odds matrices de-
signed for sequence alignment and structural prediction rather than Markov
substitution matrices. To optimize matrices for phylogenetic use, Goldman
and co-workers used an across-sites hidden Markov model (HMM) called the
PASSML model [29]. PASSML begins with the assumption that any sequence
site is in one of the eight structural categories mentioned above. These cate-
gories are further divided into a total of 38 possible classes by position along
the sequence. For example, there are six each of the possible buried and ex-
posed sheet classes [Ebi, Eei (i ∈ {1, 2, ..., 6})], ten each of the buried and
exposed helix classes, two buried and two exposed turn classes, and one buried
and one exposed coil class. This seemingly complicated division has an empir-
ical basis: if each sequence site were completely independent (with no i, i + 1
dependence) and transitions between structural categories were random, the
length of each structure in a protein would be geometrically distributed with
a mean of 1. This is physically unrealistic; helices and sheets by definition in-
volve more than one amino acid. By adding in site dependence with an HMM,
the PASSML model’s mean structure length better resembles the empirically
observed distribution.

A large training database of over 200 globular protein families with known
structure was used to estimate PASSML’s parameters, with the R-matrix
for each site category estimated using a technique similar to the Dayhoff
counting method. The result was a set of eight Q-matrices and their associated
equilibrium amino acid frequencies (one set for each combination of secondary
structure type and solvent accessibility):

θpassml = {Qk,πk} for k ∈ {1, 2, ..., 8} . (9.12)

To model site dependence, the PASSML model also includes a set of ρkl

parameters, the transition probabilities between the hidden classes that were
estimated by empirical fit to the data. Once the model was estimated on the
training set, all parameter values were then fixed for further analysis.

To apply PASSML to nontraining datasets, it is not necessary to know
the protein’s structure. Because this is an HMM, the true state of a site is
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Fig. 9.3. An example of some allowed transitions within categories (solid lines) and
between categories (dashed lines) in the PASSML model. The structural categories
shown are helix, sheet, and turn (H, E, and T); the accessibility categories are buried
and exposed (b and e). Not all transitions or states are shown. For more details, see
Goldman et al. [29]

considered to be “hidden”, and the likelihood is a sum over the conditional
likelihood of each site class at each site,

L(Sn|T ) =
∑
kn

f(Sn, kn|T ) , (9.13)

where

f(Sn, kn|T ) =
∑
kn−1

f(Dn|kn, T )P(Sn−1, kn−1|T )ρkn−1kn . (9.14)

Here Dn denotes the nth column in the N -column alignment, Sn denotes the
set of columns {Dx}, x ∈ {1, 2, ..., n}, kn is the structural category for site
n, ρkn−1kn is the transition probability from a category at column n − 1 to
a category at column n, and T is the tree topology. The difference between
this equation and an alignment-based HMM approach (see Chapter 14) is in
the likelihood function; in this case f(Dn|kn, T ) is the phylogenetic likelihood
function for site n.

Using likelihood ratio tests on several different protein families, the authors
found that simple models that did not include structural categories were al-
ways rejected in favor of those that did. Even HMMs with just eight site
classes with no site-to-site dependence (all ρkl equal) yielded a much higher
likelihood. (Each site class’s mean rate is also variable, so rate heterogeneity
is an implicit feature of the model.) The inclusion of additional solvent acces-
sibility categories was also found to be significant, but the dependence among
adjacent sites was a less important feature of the model. Using the same tech-
nique but different category designations, the PASSML-TM model [47] and
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MT126 model [48] have been optimized for transmembrane and mitochondrial
proteins, respectively.

An interesting twist on structure-based evolutionary modeling uses simu-
lated evolution on a known protein structure to create substitution matrices.
The IS-SCPE method [25] (for Independent Sites–Structurally Constrained
Protein Evolution) requires a representative structure and sequence for the
protein family of interest. The sequence is repeatedly mutated, and the mean
field energies at each site in the structure are computed using prespecified
energy potentials. The structural perturbation of the new sequence from the
reference structure is then calculated, and mutations causing a perturbation
smaller than a specified cutoff are accepted. Finally, the accepted mutations
are tallied in a set of replacement count matrices that are categorized by
structural class (for example, position in an alpha helix).

Matrices created using this method were found to have a significantly
higher likelihood than the JTT+Γ model, another indication that rate het-
erogeneity alone can sometimes be insufficient for modeling and that pattern
heterogeneity also plays a large role. The IS-SCPE method is promising for
proteins of known structure, although its assumptions that energetic stability
and local structural integrity are important evolutionary constraints should
be kept in mind when this method is applied.

9.5 Mechanistic Models

The models discussed in Section 9.4 emphasize structural features that are
often easily observable: alpha helices, beta sheets, solvent accessibility, struc-
tural stability, etc. The ubiquity and strong conservation of such features
favor this assumption, but protein evolution can also be affected by subtleties
that are difficult to ascertain a priori. Transient recognition binding patches,
allosteric regulatory networks, and dynamic hinge regions are just a few ex-
amples of evolutionary constraints that may be crucial but not obvious, even
when the protein structure is available. In fact, there is evidence indicating
that many functional regions of proteins are disordered and do not exist in a
single stable structural state [20].

When little is known about the structural determinants of evolution in a
protein family, ideally one would prefer to estimate the model’s parameters
for each dataset of interest. This is typical when applying nucleotide models
such as the Jukes-Cantor or GTR models, where the ML estimates of the
parameters are jointly estimated while searching for the ML tree topology.
Contrast this with all the amino acid models mentioned thus far, which have
been trained on a set of reference sequences or a reference structure and then
the parameters are fixed for further analysis. The reasons for this are both
theoretical and practical. The GTR model has only six parameters (ten if the
nucleotide frequencies are also estimated), while the full REV model has 190
parameters (or 210 with estimated frequencies). When using a PHAS model,
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this number is multiplied by the number of site classes. A model with eight site
classes, each represented by a REV matrix, can have over 1600 parameters!
Precise estimation with so many degrees of freedom requires an extremely
large dataset. Even when hundreds of sequences are used, the time required
for model estimation can be prohibitive, especially when simultaneously esti-
mating the tree topology and branch lengths.

One way to reduce the number of parameters is to use a mechanistic model.
The parameters of the models discussed previously can all be considered to be
somewhat empirical: substitutions are tallied in parameters that have more
statistical convenience than physical meaning. In reality, these relative rates
are an aggregate measure of the physicochemical characteristics of the amino
acids and their interactions with their local environment. In contrast, mecha-
nistic models explicitly utilize these physicochemical characteristics, facilitat-
ing the testing of hypotheses related to these properties. This reparameteriza-
tion reduces the degrees of freedom, allowing the use of a realistic number of
site classes while estimating mechanistic model parameters for each dataset of
interest. Mechanistic models are frequently used in combination with multiple
site classes; in these cases they are a type of PHAS model.

Several examples of mechanistic models can be summarized as physico-
chemical amino acid fitness models [45, 79]. In these types of models the
Q-matrix for each site class k is divided into a mutation rate λ and an amino
acid substitution function Ωk

ij :

Qk
ij = λΩk

ij(F
k
i , F k

j ) . (9.15)

F k
i and F k

j are amino acid fitnesses,4 parameters that are explicitly depen-
dent upon the physicochemical properties of the amino acids. For example, in
the model of Koshi and Goldstein [45] (called the FIT-PC model here), these
fitnesses are determined as quadratic functions of the amino acid’s hydropho-
bicity (h) and volume (v):

F k
i = ak

(
hi − hk

o

)2
+ bk

(
vi − vk

o

)2
. (9.16)

In this model, ak, bk, hk
o , and vk

o are all parameters of the model and esti-
mated from the data using maximum likelihood. The first two parameters (ak

and bk) determine the strength of the selective pressure from each chemical
characteristic, while hk

o and vk
o determine the optimal value of that charac-

teristic in the site class. The substitution rate for nonsynonymous changes in
the FIT-PC model is determined by a fitness function,

4These parameters have been called fitnesses as an analogy to fitness functions
on an energy landscape rather than as fitnesses in the genetic sense of the term.
Nevertheless, they could be made mathematically equivalent with the proper choice
of fitness function. Also, in a reckless abuse of notation, a superscript k will indicate
that the parameter is particular to that site class, not that k is a numerical exponent.
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Ωk
ij =

{
ωke(F k

j −F k
i ), if F k

j < F k
i ,

ωk, if F k
j ≥ F k

i .
(9.17)

The value of the parameter ωk is estimated using ML, and it can be regarded as
a general selective disadvantage for making any nonsynonymous change (or as
an adaptive advantage if ωk > 1). This type of fitness function is also known
as a Metropolis-Hastings function; its form is chosen for its mathematical
convenience, as it allows the straightforward derivation of the equilibrium
frequencies for each site class as a function of the fitnesses:

πk
i =

eF k
i∑

i′ eF k
i′

. (9.18)

Qualitatively, favorable mutations to “more fit” amino acid are all accepted
at the same rate, while unfavorable mutations are tolerated depending on the
difference between the amino acid properties. The larger the difference, the
lower the substitution probability.

There are several alternatives for calculating λ in equation (9.15). One
possibility is to set λ as an estimated parameter. This can only be done if ωk

is fixed, as they are indistinguishable on the amino acid level (one is actually
estimating {λω}k). Another possibility is to use a Gamma rate distribution
to subdivide each site class into r rate categories,

Qkr
ij = Ωk

ijλ
kr , (9.19)

where each λkr is determined from category r of a discretized Γ(α, ωkα) dis-
tribution that has a mean ωk (see Chapter 5).

A third possibility, suggested by Yang et al. [79], is to specify λ as a
weighted sum of the mutation rates on the codon level, independent of site
class k but dependent on the set of codons u ∈ i and v ∈ j coding for amino
acids i and j, respectively:

λij =
∑
u∈i

∑
v∈j

λuv

(
πu∑

u′∈i πu′

)
. (9.20)

The frequency of codon u, πu, can be estimated empirically from the data.
λuv can itself be set as a function of mechanistic parameters on the nucleotide
level such as the transition/transversion rate ratio κ:

λuv =

⎧⎨⎩0, if the two codons differ at more than one position,
πv, for transversion,
κπv, for transition.

(9.21)

Because these fitness models do not make prior assumptions about which
fitness characteristics best describe each specific site, they must deal with the
issue of how to assign the site classes. For example, a large amino acid may
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be appropriate for some sites in the protein (represented by high values of
vk

o and bk), while a small amino acid might be important at another site.
To avoid any prior assumptions about which sites are represented by which
selective constraints, hidden site classes are used. These are analogous to the
hidden rate classes used by the Gamma distribution and to the hidden Markov
classes of the PASSML model, albeit without site dependence. Rather than
explicitly assigning classes to sites, all sites instead have a prior probability
φk of being modeled by each site class k. The likelihood at each column in the
alignment Dn is the sum of the conditional probabilities weighted by these
prior distributions:

L (Dn|θ) ≡
∑

k

f(Dn|θk, k)φk . (9.22)

Typically the prior distribution are set equal for all classes and all sites (flat
priors), although they can be specified on a site-by-site basis if prior informa-
tion about each site is to be included in the model.

Under the simplifying assumption that λ = 1, the FIT-PC model has just
five parameters per site class (ak, bk, ho, vo, and ωk) compared with over
200 for a REV model. This allows the values of the parameters to be ML-
estimated for each dataset of interest rather than estimated on a training
set and then fixed as with the REV models. The FIT-PC model generally
yields higher likelihoods than site-homogeneous REV models once a moderate
number of site classes is specified (generally five or more) [45, 18]. The fact
that higher likelihoods can be achieved even with such a simplified model is
further evidence of the importance of site heterogeneity in protein modeling.

Other parameterizations of the fitnesses and fitness function have also been
explored [79, 78]. For example, in the DIST-PC model [79], the fitnesses can
more accurately be called distances, where the distance dij between amino
acids is (in their example) based on polarity (p) and volume (v) [52]:

dij =
√

(pi − pj)2/σ2
∆p + (vi − vj)2/σ2

∆v . (9.23)

Here σ2
∆p and σ2

∆v are the standard deviations of |pi − pj | and |vi − vj |, re-
spectively. The substitution rate is an exponential function of this distance:

Ωk
ij = ωke−(bkdij/dmax) . (9.24)

The parameter bk is a measure of the strength of selection upon the particular
physical properties of the amino acid; a larger value of bk indicates that more
radical amino acid changes are less likely to be accepted as substitutions. The
λ parameter can be specified as described above in the FIT-PC model. The
differences between the Ω functions of the two models reflect two distinct
philosophies about the manner in which evolution proceeds. The DIST-PC
function can be thought of as a neutral walk through the fitness landscape;
what matters most is not the direction of changes but whether or not they
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are conservative or radical. Given enough mutational steps, an amino acid
position could change from small to large with little penalty. As a result, the
equilibrium amino acid frequencies for the Ω function are all equal in the
DIST-PC model if reversibility is assumed. By contrast, the FIT-PC model
assumes that the protein site has an optimal set of physicochemical properties,
and the favorability of an amino acid change is measured relative to both the
former amino acid and this ideal value. Favorable mutations are all accepted
at the same rate, while unfavorable ones are tolerated depending on their
distance from the former amino acid’s properties. In reality, the sites in a
protein probably evolve in a mixture of these two regimes, and so a mixture
of site classes or fitness functions can be appropriate [68].

The FIT-PC and DIST-PC models relax assumptions about which pro-
tein structural types are important, but they still require the specification of
particular amino acid characteristics. Hydrophobicity, bulk, and polarity have
been shown to be three of the most dominant [52, 44, 70], but other charac-
teristics are sometimes crucial, such as the turn-inducing properties of glycine
and proline or the delocalized electrons of the aromatic amino acids. To avoid
any assumptions about which characteristics are important, a general fitness
model can be used [18]. FIT-GEN is nested with the FIT-PC model, instead
setting each Fi in equation (9.17) as a free parameter rather than as a function
of physicochemical properties. This yields 21 parameters per site class: the 20
amino acid fitnesses F k

i and the nonsynonymous rate ωk (there are 20 free
parameters because the fitnesses are relative). With adequate data, FIT-GEN
is better able to capture the nuances of evolution than FIT-PC at the cost
of some simplicity, while still using 188 fewer parameters per site class than
a REV model. FIT-GEN can be used in an iterative manner with FIT-PC;
general fitnesses can first be determined, and these can then be correlated
with physicochemical characteristics. The dominant characteristics can then
be utilized in a FIT-PC or DIST-PC model for later analysis on the same
protein family.

The FIT-GEN model still assumes a specific number of site classes; the
most general approach would be to assign one site class per location in the
protein. Bruno [11] used an EM algorithm to obtain site-specific amino acid
frequencies, with one frequency vector per site. The obstacle then becomes a
lack of data; at short evolutionary distances, the inferred substitutions at each
site may be just a fraction of the allowable substitutions, so a large, diverse
sequence set is required. Although the parameters from this method are not
directly applicable to phylogenetic analysis, they can provide a starting point
for further site classifications, such as by principle component analysis [45] or
as initial groupings in a FIT-GEN model.

Part of the power of these types of mechanistic hidden site class models
is that they lend themselves well to empirical Bayesian mapping [58]. In this
technique, the posterior probability of each site class k at each site n can
easily be calculated using the likelihood and the prior distributions:
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Pr(k|Dn, θ) =
f(Dn|θk, k)φk∑
k′ f(Dn|θk, k′)φk′

. (9.25)

These posteriors probabilities can then be mapped onto the sequence align-
ment or protein structure of interest to determine which sites are more likely
to be evolving under the different selective constraints [78, 5, 68, 69]. For ex-
ample, site class 1 could model a fitness function based on polarity, site class
2 on bulk, and so on. When the posterior probabilities are mapped onto the
sequence alignment, sites where bulk has been more important to evolution
than polarity will have a higher posterior probability for site class 2. When
mapped onto the protein structure, these posterior probabilities can reveal
important evolutionary features such as transmembrane regions and dimer-
ization interfaces [69]. Empirical Bayesian mapping is not limited to PHAS
models; it has also been applied to RHAS models to map rate heterogeneity
onto protein structures [63] (see Figure 9.2).

9.6 Modeling Heterogeneity over Time

The phylogenetic models discussed above assume that the rate and pattern
of evolution have remained constant over the entire evolutionary tree, an as-
sumption called homotachy [50]. This assumption can be violated when a
protein is adapting to a new function or structure; according to the Neutral
Theory, sites that are involved in the change in function will appear to evolve
at a different rate. By developing models that allow a change in rate over
time, these types of functional shifts can be detected.

The concept of an explicitly heterotachous model (or RHAT model, for
Rate Heterogeneity Across Time) was first outlined in a maximum parsimony
framework as the covarion model [23]. With this model, only a fraction of
the sites in a protein-coding gene are “on” and can accept mutations: the
concomitantly variable codons. All others are “off”, and no substitutions are
observed; these sites are assumed to be completely functionally constrained. A
site may switch from “on” to “off” (and vice versa) with a certain persistence
time, indicating that the site has acquired (or lost) functional significance.

More recently, covarion-like models for proteins have been cast into a like-
lihood framework, allowing the application of likelihood ratio tests for hypoth-
esis testing. In 1999, Gu developed a time-heterogeneous ML method and ap-
plied it to the detection of functional divergence between gene duplicates [34].
Gene duplication is thought to be a factory for evolutionary diversification;
one copy of the gene can continue to perform its native function, while the
other can be adapted for a distinct task [15]. This adaptation results in dif-
ferent rates of substitution for each of the two paralogous protein families, a
phenomenon dubbed type I divergence.

Consider the subfamilies in Figure 9.4, with two possible states: S0 and
S1. S0 is the null hypothesis that there are no altered functional constraints
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Fig. 9.4. In state S0, both subfamilies are scaled by the same overall rate λ. In state
S1, each family subtree may have a different overall rate. Adapted from Gu [35].

in either subfamily. In this state, the substitution rates for each subfamily are
completely correlated: λX = λY = λ. The other possibility, S1, is that the
function of either or both subfamilies has diverged since the common ancestor,
and therefore λX and λY are treated as independent. The other parameter
requiring estimation is θ12, the probability that the site is in state S1 (also
called the coefficient of type I divergence).

To calculate the likelihoods, it is assumed that the subtrees are statistically
independent, so that f(Xn|λX) and f(Yn|λY ) are the likelihoods at site n for
the unrooted subfamilies X and Y , respectively, conditional upon the rates
for each subfamily. Since it is a difference in rate that is important and not
the absolute rates, the values of λX and λY are not explicitly specified but
integrated out by using a Gamma rate distribution [77],

p(Xn) = E[f(Xn|λ)] =
∑
λ′

f(X|λ′)φ(λ′) , (9.26)

where φ(λ′) is the probability of each λ′ partition from the Gamma distribu-
tion. The joint probabilities conditional on being in either state S0 or S1 can
then be written as

f∗ (Xn, Yn|S0) =
∑
λ′

f(Xn|λ′)f(Yn|λ′)φ(λ′)

= E [f(Xn|λ)f(Yn|λ)] ,

f∗ (Xn, Yn|S1) = p(Xn)p(Yn)
= E [f(Xn|λX)] × E [f(Y |λY )] . (9.27)

Finally, the full joint probability for the two subtrees at this site is
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p∗(Xn, Yn) = (1 − θ12) f∗ (Xn, Yn|S0) + θ12f
∗ (Xn, Yn|S1) , (9.28)

where θ12 is a parameter called the coefficient of divergence. Over the whole
tree, the likelihood is

L(X,Y |data) =
∏
n

p∗(Xn, Yn) . (9.29)

The null hypothesis is that θ12 = 0, while the alternate hypothesis of func-
tional divergence is that θ12 > 0; these can be compared with a likelihood
ratio test.5 As the support for a rate change in the data increases, so should
the θ12 parameter.

This RHAT model has been shown to successfully detect functional di-
vergence on a variety of protein families, including COX enzymes [35] and
tyrosine kinases [33]. It has been extended to the comparison of multiple clus-
ters [35] and for the detection of type II divergence, where the evolutionary
rate immediately after duplication is different from that in either subfamily.
Empirical Bayesian mapping has been applied to detect the specific sites most
likely to be involved in the functional change [35, 42, 28], and a faster approxi-
mate method has been devised that uses the ML estimates of the substitution
counts in each subfamily to test for significance [34].

Note that the RHAT model, like the RHAS model, specifies only the rate
parameter in conjunction with a REV matrix such as JTT and does not
address differences in the pattern of mutations. This could be important if,
for example, a particular site may evolve at the same rate in two subfamilies
but with positively charged residues selected in one subfamily and negatively
charged residues selected in the other. These types of questions have been
addressed for nucleotide models [72, 27, 36] and in qualitative fashion for
proteins [69], but they have not yet been applied in a rigorously testable
“PHAT” context for proteins. As an example, one could set S0 as the null
hypothesis that sites in the subtrees evolve with the same mechanistic site
class (kXn = kYn = k) and evaluate S1 as the alternative hypothesis that kXn

and kYn are independent.
The existence of rate heterogeneity between widely divergent sequences

and between paralogous protein subfamilies is generally well-accepted. But
there is mounting evidence indicating that heterotachy, like site heterogeneity,
may be quite common even within protein families where function is largely
maintained [28]. For example, Lopez and co-workers [50] performed a thorough
analysis of heterotachy on over 3000 sequences of vertebrate cytochrome b,
a protein whose function in the electron transport pathway is generally con-
served throughout vertebrates. They used a modified RHAT model to examine
several evolutionary groupings of cytochrome b, finding significant evidence
of protein heterotachy among birds, mammals, and fish, as well as among

5Since the θ12 parameter is at the boundary of its state space in the null model,
the corrected χ2 test should be used for significance testing [30].
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four different groupings of murids. This significance was not caused by just a
few extremely adaptive locations but was instead seen at a large percentage
of sites. The fact that rates could vary significantly through time within a
protein family with ostensibly conserved function is an indication that het-
erotachy may be an important component of protein models.

9.7 Modeling Correlated Evolution Between Sites

Most models of protein evolution treat sites independently, but this is mainly
a mathematical convenience that helps to keep the likelihood equations
tractable. In reality, a protein sequence does not generally function as an ex-
tended floppy chain, but as a globular structure where the amino acids pack
tightly against one another. Since it is these interactions that determine the
structure and function of a protein, there is significant interest in modeling
correlated evolution between sites.

Correlation between sites can be classified as indirect or direct. Indirect
correlation occurs when sites are in the same structural category and there-
fore subject to the same selective constraints. Their rates and patterns may be
correlated, but a substitution at one site does not necessarily affect the rate
of substitution at another. This type of correlation is the basis for models
such as the PASSML models discussed previously. To measure the strength of
correlation between adjacent sites, Gonnet and co-workers used a 400 × 400
dipeptide matrix [31]. This matrix was created using a parsimony-counting
method similar to the Dayhoff method, but in this case there are 400 charac-
ter states, one representing each two-residue pair. The resulting matrix was
significantly different from matrices created by assuming site independence,
indicating that nearby sites can undergo correlated evolution. For example,
on average, conservation at the first position was likely to be correlated with
conservation in the second, a reflection of the fact that nearby residues tend
to be in the same types of environments.

Direct correlation, or coevolution, occurs when a substitution at one site
alters the fitness landscape at other sites, potentially creating an adaptive
evolutionary regime.6 For example, the salt bridge is one type of stabilizing
interaction in proteins, potentially formed when a positively charged amino
acid residue is in the proximity of a negatively charged residue. If one member
of the salt bridge mutates into an oppositely charged residue, it can destabi-
lize the protein structure or disrupt its function. Assuming the mutation is
accepted as a substitution, the salt bridge can be reestablished by a compen-
satory mutation at the other site, and the substitution rate can temporarily
increase as a result [24]. Other possibilities for compensatory coevolution in-
clude small-large amino acid pairs and a polar-polar to nonpolar-nonpolar
compensation.

6This is sometimes called “covariation,” but that term is avoided here to mini-
mize confusion with the covarion model mentioned in Section 9.6.
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The degree to which such coevolution occurs is still debated. Most evidence
seems to indicate that compensatory substitution does occur but that the
prevalence is low [57, 66, 7, 46, 51, 32]. Some possible explanations for this
weak signal are: (a) the first mutation is generally so deleterious that no
chance for compensatory change is allowed, (b) an unfavorable substitution
can be effectively compensated by subtle shifts in the protein structure, and/or
(c) compensatory substitutions are important but occur at just a few sites in a
particular protein, making them hard to detect among the many comparisons
that must be made. Because of the potential for predicting protein structures
and interactions, there has been significant interest in developing methods
to detect the sites that may be strongly coevolving. Most of these methods
have been primarily based upon detecting mutually informative sites in the
alignment [67, 46, 6, 3, 21], but these types of methods can be misled unless
proper correction due to evolutionary relationships is taken into account [61,
71, 75]. Even in methods that do explicitly utilize the phylogenetic tree, the
tests are generally not based on a particular model of evolution [14, 26].

As an example of a coevolutionary Markov model, the site-independent
fitness models in Section 9.5 are readily applicable to a coevolutionary frame-
work by adding a correlation term:

FAB(a, b) = FA
ind(a) + FB

ind(b) + FAB
dep (a, b) . (9.30)

In this equation, FA
ind(a) is the fitness for amino acid a if site A evolved

independently of site B; for example, the fitness in equation (9.16) can be
used. FAB

dep (a, b) is the coevolution term, an increase or decrease in the fitness
of amino acid a due to the presence of amino acid b at site B. This dependent
fitness function can itself be made mechanistic:

FAB
dep (a, b) = ρABψab . (9.31)

ρAB is the strength of interaction between the site pairs, and Ψ is a symmetric
interaction matrix, where ψab describes the interaction between amino acids
a and b. In the salt-bridge example given above, ψab > 0 when a and b are of
opposite charge, and ψab < 0 when their charge has the same sign. Assuming
ρAB > 0, the overall fitness FAB will be increased when ψab > 0–when the
interaction between a and b is favorable. If a mutation is attempted at site A
to amino acid j, when ψjb > ψib, the result will potentially be an increase in
Ωaj and therefore Qaj , the transition rate (equations (9.17) and (9.15)). When
specifying Ψ using for example empirically determined contact energies, this
model can be nested with the FIT-PC model; the two are equivalent when
ρAB = 0 for a site pair. This model is similar to a codon-based model described
in [64].

While such a coevolutionary fitness model is theoretically attractive, it
is computationally impractical when performing full-likelihood calculations.
One of the barriers to the development of any coevolutionary Markov model
is the size of the state space. Instead of the 20 amino acid states in the site-
independent model, there are 20 × 20 = 400 possible pairs of amino acids,
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leading to a 400 × 400 Q-matrix. Even if the data were available to estimate
the ρAB parameter for each site pair, it is computationally expensive to expo-
nentiate such a matrix and to use it in the phylogenetic likelihood function.
(RNA coevolutionary models, with only 4 × 4 = 16 possible states, have had
more success because they do not suffer from this limitation [55, 65].)

To simplify the state space, Pollock and co-workers [62] created a coevo-
lutionary Markov model by reducing amino acids to two states (designated
A and a or B and b, depending on their position in the pair). For example,
all large amino acids might be designated A and small residues called a, or
the split could be based on amino acid charge (positive or negative). There
are then four possible states at an amino acid site pair—AB, Ab, aB, and
ab—and the transition matrix is

Q =

AB
Ab
aB
ab

⎧⎪⎪⎨⎪⎪⎩
−
∑

AB λBπAb/πA λAπaB/πB 0
λBπAB/πA −

∑
Ab 0 λAπab/πB

λBπAB/πB 0 −
∑

aB λBπab/πa

0 λAπAb/πb λBπaB/πa −
∑

ab

⎫⎪⎪⎬⎪⎪⎭ , (9.32)

where λA and λB are the rates at each site and the π’s are the stationary
frequencies for each possible pair. The independent frequencies πA and πB

are constrained by the pairwise frequencies:

πA = πAB + πAb . (9.33)

The coevolutionary model has six parameters per site pair:

θcoev = {λA, λB , πAB , πAb, πaB , πab} . (9.34)

(Since the π values must sum to 1, one of them is constrained by the others,
and there are five free parameters). This yields one degree of freedom in com-
parison with the site-independent model, which assumes that πxy = πxπy.
The degree of correlation can be examined as a residue disequilibrium value,
RD = πABπab − πAbπaB , where a higher RD value indicates greater corre-
lation. Pollock et al. found that the likelihood ratios did not fit the usual
chi-squared distribution, so they used simulation to determine significance
levels.

When applied to myoglobin, their model indicated the presence of co-
evolution, especially among neighboring sites, but as with most studies, the
signal is weak. For example, they tested 2259 site pairs for coevolution using
a charge metric to determine the character states. Due to Type I error, at
the 5% significance level one would expect to erroneously report 113 pairs as
false positives where no coevolution actually occurred. Pollock et al. found 158
significant pairs, indicating that 43 truly coevolving site pairs are probably
mixed in with those 113. This is an example of the multiple testing problem
that arises when testing all site pairs in a protein: the number of comparisons
increases as the square of the number of sites, threatening to swamp the small
number of true positives with false positives. Therefore, it is often important
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to reduce the number of comparisons either by making some prior assump-
tions about which sites are to be tested, by combining the data from groups
of sites using total likelihood, or by making only relative comparisons.

9.8 Final Notes

Although protein evolutionary models have taken great strides since the for-
mation of the Dayhoff matrix, their development and implementation are
still nascent when compared with nucleotide models. For example, there is
no commonly accepted hierarchy of nested protein models, and most of the
more complex models detailed here have not been incorporated into popular
tree-searching software packages. Therefore, to perform ML tree estimation on
amino acid sequences, REV matrices such as JTT and WAG are generally the
only options in commonly used software. At the very least, it is important to
include rate heterogeneity among sites, such as with the +Γ option, as failure
to do so can cause errors in topology and divergence estimation [13]. Studies
seem to tentatively indicate that the tree topology is fairly robust to model
misspecification, as long as some site heterogeneity is included [12] in either
RHAS or PHAS form. Therefore, it may be an adequate approximation to
choose a credible set of trees using a REV+Γ model and then test more de-
tailed hypotheses with the specialized models. Nevertheless, the full potential
of recent advances in protein modeling will not be realized until these models
are better integrated with tree-searching methods.

Another practical decision is whether to use amino acid or codon models.
Codons contain information about the underlying mutation rate, and this in-
formation can be valuable for detecting selection at a particular site or along
a particular lineage (see Chapter 5). But with this increase in information
comes a decrease in computational speed. The Felsenstein pruning algorithm
for likelihood calculation [22] is O(N3); computational time increases as the
cube of the number of states. Since codon state space is over three times
larger than amino acid state space, computations with amino acid models are
generally about 27 times faster than with codon models. For larger datasets
and/or longer divergence times, amino acid models are often a more pragmatic
choice and may provide more information about the origin of evolutionary con-
straints such as protein structure and amino acid characteristics. For smaller,
more closely related sets of sequences, codon models offer higher fidelity and
may provide more information about the different “directions” of Darwinian
selection (purifying or adaptive) that act upon the evolution of the protein.

One practical constraint on the development of protein phylogenetic mod-
els has been the computational time involved in ML estimation and signifi-
cance testing. Bayesian phylogenetic methods hold great promise for alleviat-
ing these concerns. Bayesian methods can provide estimates of the variance on
the parameters of interest and integrate over the uncertainty in other parame-
ters, allowing models that are more complex than those estimated using ML
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methods. With recent computational strides in this field, it is possible that
Bayesian methods may facilitate the combination of site dependence with rate,
pattern, and time heterogeneity into a unified framework.
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