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Artificial Neural Networks have been one of the most active areas of
research in computer science during the last fifty years, with periods of intense
activity interrupted by episodes of hiatus [1]. The premise for the evolution of
the theory of artificial neural networks stems from the basic neurological struc-
ture of living organisms. Cells are the most important constituent of these life
forms. These cells are connected by synapses, which are the links that carry mes-
sages between cells. In fact, by using synapses to carry the pulses, cells can acti-
vate each other with different threshold values to form a decision or memorize
an event.

Inspired by this simplistic vision of how messages are transferred between
cells, scientists invented a new computational approach, which became popu-
larly known as Artificial Neural Networks (or Neural Networks for short), and
used it extensively to target a wide range of problems in many application
areas. Although the shape or configurations of different neural networks may
look different at the first glance, the networks themselves are almost similar in
structure.

A neural network consists of cells and links. Cells are the computational part
of the network that perform reasoning and generate activation signals for other
cells, while links connect the different cells and enable messages to flow among
cells. Each link is usually a one-directional connection with a weight that affects
the carried message in a certain way. This means that a link receives a value (mes-
sage) from an input cell, multiplies it by a given weight, and then passes it to the
output cell.

In its simplest form, a cell can have three states (of activation), namely, +1
(TRUE), 0, and −1 (FALSE), to represent three states: activation, unknown, and
deactivation. Figure 5.1 shows a simple network with two inputs and one output.
Table 5.1 gives the output for all possible inputs in such a network. As can be
seen, this network simply separates the sample space into two completely indi-
vidual subspaces.



1 A GENERIC NEURAL NETWORK

Figure 5.1 shows a simple instant of a neural network. Cells (or neurons) can
have more sophisticated structure that can handle complex problems. These neu-
rons can be linear or nonlinear functions with or without biases. Figure 5.2 shows
two simple neurons that can have biased and unbiased states.
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Figure 5.1. A neural network with two inputs and one output

Table 5.1 Truth table of the network in Figure 5.1
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Figure 5.2. (a) Unbiased and (b) biased structures of a neural network



1.1 Single-Layer Perceptron

The single-layer perceptron is one of the simplest classes of neural net-
works [1]. The general overview of this network is shown in Figure 5.3, where
the network has n inputs and generates only one output. The input of the func-
tion f (.) is actually a linear combination of the network’s inputs. In this case,
W is a vector of neuron weights, X is the input vector, and y is the only output
of the network. These inputs are defined as follows:

y = f (W . X + b)
W = (w1 w2 ... wn )
X = (x1 x2 ... xn )T

The above-mentioned basic structure can be extended to produce networks
with more than one output. In this case, each output has its own weights and is
completely uncorrelated to the other outputs. Figure 5.4 shows such a network,
with the following formulas:
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where
n: number of inputs
m: number of outputs
W: weighing matrix
X: input vector
Y: output vector

( )F $ : array of output functions
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Figure 5.3. A single-output (single-layer) perceptron



2 MULTILAYER PERCEPTRON

A multilayer perceptron can be simply constructed by concatenating several
single-layer perceptron networks. Figure 5.5 shows the basic structure of such a
network, which has the following parameters [1]:
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Figure 5.5. The basic structure of a multilayer neural network
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X: input vector
Y: output vector
n: number of inputs
m: number of outputs
p: total number of layers in the network

while
mi: number of outputs for the ith layer
ni: number of inputs for the ith layer

Note that in this network, every internal layer of the network can have its
own number of inputs and outputs only by considering the concatenation rule,
i.e. ni = mi−1. The output of the first layer is calculated as follows:
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As a result, the output of the second layer would be
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Finally, the last-layer formulation can be given as

Y = Zp = Fp(Wp . Zp−1 + Bp)
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Note that, in such networks, the complexity of the network rises quickly based

on the number of layers. Practically experienced, each multilayer perceptron can
be evaluated by a single-layer perceptron with a comparatively huge number of
nodes.

2.1 Function Representation

Two of the most popular uses of neural networks is to represent (or approxi-
mate) functions and model systems. Basically, a neural network would be used to
imitate the behavior of a function by generating relatively similar outputs in com-
parison with the real system (or function) over the same range of inputs.

2.1.1 Boolean Functions

Neural networks were first used to model simple Boolean functions. For exam-
ple, Figure 5.6 shows how a neural network can be used to model an AND oper-
ator, while Figure 5.7 gives the truth table. Note that “1” stands for “TRUE” while
“−1” represents a “FALSE” value. The network in Figure 5.6 actually simulates a
linear (function) separator, which simply divides the decision space into two parts.

2.1.2 Real-Value Functions

In real-value functions, the network weights must be set so that the network
can generate continues outputs of a real system. The generated network is also
intended to act as an extrapolator that can generate output data for inputs that
are different from the training set.

To clarify this, assume that the data set given in Table 5.2 is produced by a real-
world phenomenon (or system). The idea here is for a neural network (Figure 5.8)
to regenerate the same data and also be able to produce other values for sets of
unforeseen inputs (i.e., extrapolate). Figure 5.9 shows graphically the output of
both the system and the neural model.
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Figure 5.6. A neural network that implements the logical AND operator



Artificial Neural Networks 153

x2

x1

x1

x2

−1 

−1

−1

−1 −1

−1

−1

+1

+1 

+1

+1+1

Figure 5.7. Representation for the network in Figure 5.6

Table 5.2. Truth table for an instance of a real value function
X1 −3 0 3

X2

−3 0.97 0.43 −3.49
0 1.85 0.28 −1.18
3 4.26 1.0 −1.36
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Figure 5.8. A neural network that implements a simple real function



3 LEARNING SINGLE-LAYER MODELS

The main, and most important, application of all neural networks is their abil-
ity to model a process or learn a behavior of a system. Toward this end, several
algorithms have been proposed to train the adjustable parameters of a network
(i.e., W). Basically, training a neural network to adjust the Ws is categorized into
two different classes: supervised and unsupervised [2–6].

3.1 Supervised Learning

The main purpose of supervised learning is to “teach” a network to copy the
behavior of a system or a function. In this case, there is always a need to have a
“training” data set. The network topology and the algorithm with which the net-
work is trained are highly interrelated. In general, a topology of the network is
chosen first and then an appropriate training algorithm is used to tune the
weights (W) [7, 8].

3.1.1. Perceptron Learning

As mentioned earlier, the perceptron is the most basic form of neural net-
works. Essentially, this network tries to classify input data by mapping it onto a
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plane (Figures 5.3 and 5.4). In this approach, to simplify the algorithm, suppose
that the network’s input is restricted to {+ 1,0, − 1}, while the output can be {+ 1,
−1}. The aim of the algorithm is to find an appropriate set of weights, W, by sam-
pling a training set, T, that will capture the mapping that associates each input to
an output, i.e.,

W = (w0 w1 . . . wn)
T = {(R1, S1), (R2, S2), . . . , (RL, SL)}

where n is the number of inputs, Ri is the ith input datum, Si′ represents the appro-
priate output for the ith pattern, and L is the size of the training data set. Note
that, for the above vector W, wn is used to adjust the bias in the values of the
weights. Perceptron Learning can be summarized as follows:
Step 1: Set all elements of the weighting vector to zero, i.e., W = (0 0 . . . 0).
Step 2: Select the training pattern randomly, the kth datum.
Step 3: IF the current W hasn’t been classified correctly, i.e., W.Rk ≠ Sk, THEN

modify the weighing vector as follows: W ← W + Rk Sk.
Step 4: Repeat steps 1–3 until all data are classified correctly.

The following example is used to demonstrate how this network func-
tions. Assume a network with two inputs and one output used to classify the
data of Table 5.3. The different iterations that the network will undergo are as
follows:

Iteration Current W Choice OK ? Action
1 <0 0 0> T5 NO W=W−T5
2 <−2 3 −1> T6 YES
3 <−2 3 −1> T4 YES
4 <−2 3 −1> T2 YES
5 <−2 3 −1> T1 NO W=W+T1
6 <0 3 0> T2 YES
7 <0 3 0> T1 NO W=W+T1

<2 3 1> Works for all training data; algorithm terminates.

In this case, the final answer would be W = [2 3 1]. Figure 5.10 shows the net-
work after it converges to the previous answer, while Figure 5.11 graphically
shows the output of the network.
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Figure 5.10. A perceptron neural network for the data in Table 5.3



3.2 Linear Auto-Associative Learning

An auto-associative network is another type of network that has some type
of memory. In this network, the input and output nodes are basically the
same. Hence, when a datum enters the network, it passes through the nodes and
converges to the closest memorized datum, which was previously stored in the
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Table 5.3. A sample training set for a perceptron
Name Input Output

X1 X2 Y
T1 2 0 1
T2 1 2 1
T3 3 4 1
T4 −3 −2 −1
T5 2 −3 −1
T6 −1 −1 −1
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Figure 5.11. The output of the network of Figure 5.10

1

5 2

4 3

Figure 5.12. A sample linear auto-associative network with five nodes



network during the training process [1]. Figure 5.12 shows an instance of such
network with five nodes.

It is worth noting that the weighing matrix of such network is not symmetri-
cal. That is, wi,j, which relate node i to node j, may have different values than wj, i.
The main key of designing such a network is in the training data set. In this
case, the assumption is to have orthogonal or approximately orthogonal training
data, i.e.,

,T T
i j

i j

0

1i j

!
.

=
G H *

where Ti is the ith training data and . is the inner product of two vectors. Based
on the above, the weight matrix for this network is calculated as follows, where 7
stands for outer product of two vectors:

W T Ti i
i

N

1
7=

=

!
As can be seen, the main advantage of this network is in its one-shot learning

process, accomplished by considering orthogonal data. Note that, even if the
input data are not orthogonal in the first place, they can be transferred to a new
space by a simple transfer function.

To demonstrate the use of this network, assume the three-node network of
Figure 5.13. In this network, the inputs and outputs of the network are basically
same. Also, assume that the data in Table 5.4 need to be stored in the network.

In this case, the training data set is approximately orthogonal, i.e.,

〈 T1, T1 〉 = 0.9902
〈 T2, T2 〉 = 1.0025
〈 T1, T2 〉 = − 0.0066
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Table 5.4. Training data for a sample auto associate network
T1 <−0.29 0.90 0.31>
T2 <0.94 0.33 −0.1>

1

3 2

Figure 5.13. An auto-associative network with three nodes



Therefore, the weight matrix would be calculated as follows:
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To show how the above network functions, assume that the following data,
which are not part of the training data set, are fed into the network: T = < 0.8
0.5 0.33 >. Figure 5.14 shows how this network converges to an output.
Figures 5.14a and 5.14b show the � T − T1� and � T − T2 � cases, respectively.

3.2.1 Iterative Learning

Iterative learning is another approach that can be used to train a network. In
this case, the network’s weights are modified smoothly, in contrast to the one-shot
learning algorithms. In general, network weights are set to some arbitrary values
first, and then training data are fed to the network. In this case, in each training
cycle, network weights are modified smoothly. Then the training process pro-
ceeds until it achieves an acceptable level of acceptance for the network. However,
the training data could be selected sequentially or randomly in each training
cycle [9–11].
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Figure 5.14. Convergence of the network in Figure 5.13 for the new data set



3.2.2 Hopfield’s Model

A Hopfield neural network is another example of an auto-associative network
[1, 12–14]. There are two main differences between this network and the previ-
ously described auto-associative network. In this network, self-connection is not
allowed, i.e., wi,i = 0 for all nodes. Also, inputs and outputs are either 0 or 1. This
means that the node activation is recomputed after each cycle of convergence as
follows:
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After feeding a datum into the network, in each convergence cycle, the nodes
are selected by a uniform random function, the inputs are used to calculate (1),
and then (2) follows to generate the output. This procedure is continued until the
network converges.

The proof of convergence for this network uses the notion of energy. This
means that an energy value is assigned to each state of the network, and through
the different iterations of the algorithm, the overall energy is decreased until it
reaches a steady state. To show the workings of this network, one can train this
network to learn the data set given in Table 5.5. In this case, the weights matrix
would be as follows:
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Table 5.5. Training data for a Hopfield neural network
T1 <1 1 1 1>
T2 <−1 −1 1 1>
T3 <1 −1 −1 −1>



In this case, the network output would be
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Note that, in this case, the network convergence occurs in only one cycle,
although it may need more iteration for other inputs.

3.2.3 Mean Square Error (MSE) Algorithms

MSE algorithms emerged as an answer to the deficiencies experienced by
using perceptrons and other simple networks [1, 15]. One of the most important
reasons is the inseparability of training data. If the data used to train the network
are naturally inseparable, the training algorithm never terminates (Figure 5.15).

The other reason for using this technique is to converge to a better solution.
In perceptron learning, the training process terminates right after finding the first
answer, regardless of its quality (i.e., sensitivity of the answer). Figure 5.16 shows
an example of such a case. Note that, although the answer found by the percep-
tron algorithm is correct (Figure 5.16a), the answer in (Figure 5.16b) is more
robust. Finally, another reason for using MSE algorithms, which is crucial for
most neural network algorithms, is speed of convergence.

The MSE algorithm attempts to modify the network weights based on the
overall error of all data. In this case, assume that network input and output data
are represented by Ti, Ri for i = 1...N, respectively. Now the MSE error is defined
as follows:
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Figure 5.15. An example of an inseparable training data set



Note that the stated error is the summation of all individual errors for all the
training data. In spite of all the advantages of this training technique, there are
several disadvantages. For example, the network might not be able to correctly
classify the data if they are widely spread apart (Figure 5.17). The other disad-
vantage is that speed of convergence may completely vary from one set of data to
another.

3.2.4 The Widow-Hoff Rule or LMS Algorithm

In the widow-Hoff algorithm, the network weights are modified after each iter-
ation [1, 16]. A training datum is selected randomly, and then the network weights
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are modified based on the corresponding error. This procedure continues until it
converges to the answer. For a randomly selected kth entry in the training data, the
error is calculated as follows:

e = (W ˙ Tk − Rk)
2

Now the gradient vector of this error would be
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Based on the Widow-Hoff algorithm, the weights should be modified oppo-
site to the direction of the gradient. As a result, the final update formula for the
weighting matrix W would be

W ′ = W − r ˙ (W ˙ Tk − Rk) ˙ Tk

Note that r is known as the learning rate and absorbs the multiplier of
value 2.

3.4 Unsupervised Learning

Unsupervised learning networks attempt to cluster input data without the
need for the traditional “learn by example” technique that is commonly used
for neural networks. Note that clustering applications tend to be the most pop-
ular type of applications for which these networks are normally used. The
most popular networks in this class are K-means, Kohonen, ART1, and ART2
[17-21].

3.4.1 K-Means Clustering

K-means clustering is the simplest technique used for classifying data. In this
technique, a network with a predefined number of clusters is considered, and then
each datum is assigned to one of these clusters. This process continues until all
data are checked and classified properly. The following algorithm shows how this
algorithm is implemented.
Step 1: Consider a network with K clusters.
Step 2: Assign all data to one of the above clusters, with respect to the distance

from the center of the cluster and each datum.
Step 3: Modify the center of the assigned cluster.
Step 4: Check all data in the network to ensure proper classification.
Step 5: If a datum has to be moved from one cluster to another one, then update

the center of both clusters.
Step 6: Repeat steps 4 and 5 until no datum is wrongly classified.

Figure 5.18 shows an example of such a network when applied for data clas-
sification with correct and incorrect numbers of clusters. As can be seen, if
the number of clusters is properly guessed, then this algorithm can be very
effective.
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3.4.2 Kohonen Clustering

The Kohoner classification method clusters input data based on a topological
representation of the data. The outputs of the network are arranged so that each
output has some neighbors. Thus, during the learning process, not only one out-
put but a group of close outputs are modified to classify the data. To clarify the
situation, assume that a network is supposed to learn how a set of data is to be
distributed in a two-dimensional representation (Figure 5.19).

In this case, each point is a potential output with a predefined neighborhood
margin. For example, the cell marked X and eight of its neighbors are given.
Therefore, whenever this cell gets selected for an update, all its neighbors are
included in the process too. The main principle behind this approach for classify-
ing input data is analogous to principles of biology. In a mammalian brain, all
vision, auditory, and tactile sensors are mapped into a number of cell sheets.
Therefore, if one of the cells is activated, all cells close to it will be affected, but
with different intensity levels.

Now assume that a training data set, Ti for i = 1...N, is available and that the
network must classify it based on a similarity measure. The main idea here is for

Artificial Neural Networks 163

(a) (b)

Figure 5.18. Results of applying a k-means clusterer with (a) appropriate and (b) inappropriate
numbers of clusters

X

Figure 5.19. Output topology of a sample Kohonen network



the network to assign at least one of its output weights to fire for a particular
training datum. To achieve this, for each training datum, the closest output is
found, and then the corresponding weights are modified in order to get the min-
imum possible Euclidean distance, i.e. to minimize � Tk − Wm,n �. Another consid-
eration during this training process is the learning rate of the algorithm. In
general, at the outset, the network is trained with a fast learning rate, while in the
final stages of the training process, the training data hardly change the network
weights. The following procedure explains the details of this classifier:

Step 1: Define the algorithm step size ( )t L
t1 1

= -
-t c m, where L is the predefined

number of iterations.
Step 2: Generate a grid network with the dimension of the input data.
Step 3: Assign all network weights to random data.
Step 4: Select a random training data, Tk.
Step 5: Find the closest output of the network to Tk, and let this be Om,n.
Step 6: Modify Om,n and its neighboring weights, with a predefined margin, as fol-

lows: Wx,y = Wx,y + r(t)˙(Tk − Wx,y).
Step 7: Set t ← t + 1 and repeat steps 4–7 until t = L.

Figure 5.20 shows the random data that need to be classified, while
Figure 5.21 shows the end result for a number of iterations.

3.4.3 ART1

This neural classifier, known as Adaptive Resonance Theory or ART, deals
with digital inputs (Ti ∈ {0,1}). In this network, each “1” in the input vector rep-
resents information, while a “0” entry is considered noise or unwanted informa-
tion. In ART, there is no predefined number of classes before the start of
classification; in fact, the classes are generated during the classification process.

Moreover, each class prototype may include the characteristics of more than
a training datum. The basic principle of such a network relies on the similarity
factor for data classification. In summary, every time a datum is assigned to a
cluster, firstly, the nearest class with this datum is found, and then, if the similar-
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ity of this datum to the class prototype is more than a predefined value, known
as a vigilance factor, the datum is assigned to this class and the class prototype is
modified to have more similarity with the new data entry [1, 22, 23].

The procedure below shows how this algorithm is implemented. However, the
following points need to be noted First.

1. �X � is the number of 1s in the vector X.
2. X ˙ Y is the number of common 1s between the vectors X and Y.
3. X ∩ Y is the bitwise AND operator applied on vectors X and Y.

Step 1: Let b be a small number, n be the dimension of the input data, and r be
the vigilance factor (0 ≤ r < 1).

Step 2: Start with no class prototype.
Step 3: Select a training datum by random, Tk.
Step 4: Find the nearest unchecked class prototype, Ci, to this datum by 

minimizing
C

C T

i

i k$

+b
.

Step 5: Test whether Ci is sufficiently close to Tk by verifying 

>
C

C T T

i

i k k$

+ +b b t
.

Step 6: If Ci is not similar enough, then assign a new class prototype and go to
step 3.
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Step 7: If it is sufficiently similar, check the vigilance factor:

T
C T

k

i k$
$ t

Step 8: If the vigilance factor is exceeded, then modify the class prototype by 
Ci = C i ∩ Tk and go to step 3.

Step 9: If the vigilance factor is not exceeded, then find another unchecked class
prototype (step 4).

Step 10: Repeat steps 3–9 until none of the training data causes any change in
class prototypes.

3.4.4 ART2

ART2 is a variation of ART1, with the following differences:
1. Data are considered continuous and not binary.
2. The input data are processed before passing them to the network. Actually,

the input data are normalized, and then all elements of the result vector
that are below a predefined value are set to zero and the vector is normal-
ized again. The process is used for noise cancellation.

3. When a class prototype is found for a datum, the class prototype vector is
moved fractionally toward the selected datum. As a result, contrary to the
operation of ART1, the weights are moved smoothly toward a new datum.
The main reason for such a modification is to “memorize” previously
learnt rules.

The following algorithm demonstrates the working of ART2:
Step 1: Let; n be the dimension of the input data; a be a positive small number

given by / ;n1#a m be the normalized factor such that < < / ;n0 1m and r
be the vigilance factor (0 ≤ r < 1).

Step 2: Process all the training data for k = 1 ˙ N as follows:
Normalize Tk.

Set all elements of Tk to 0 if they all are less or equal to l.
Normalize Tk again.

Step 3: Start with no class prototype.
Step 4: Select a training datum randomly, Tk.
Step 5: Find the nearest unchecked class prototype, Ci, to this datum by mini-

mizing Ci ˙ Tk.

Step 6: Test whether Ci is sufficiently close to Tk by verifying C T Ti k j
k

j
$ $$ a ! .

Step 7: If Ci is not similar enough, then assign a new class prototype and go to
step 4.

Step 8: If it is sufficiently similar, check the vigilance factor: Ci ˙ Tk ≥ r.
Step 9: If the vigilance factor is exceeded, then modify the class prototype by 

( )
( )

C
C T
C T

1
1

i
k

k

$ $

$ $
=

- +

- +

b b

b b
and go to step 4.

Step 10: If the vigilance factor is not exceeded, then try to find another unchecked
class prototype (step 5).

Step 11: Repeat steps 3–9 until none of the training data causes any change in
class prototypes.
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3.5 Learning in Multiple-Layer Models

As mentioned earlier, multilayer neural networks consist of several con-
catenated single-layer networks [1, 24–26]. The inner layers, known as hidden
layers, may have different number of inputs and outputs. Because of this added
complexity, the training process becomes more involved. This section presents
two of the most popular multilayer neural networks.

3.6 Back-Propagation Algorithm

The back-propagation algorithm is one of the most powerful and reliable
techniques that can be used to adjust network weights. The main principle of this
approach is to use the gradient information of a cost function to modify the net-
work’s weights.

However, the use of such an approach to train multilayer networks is a little
different from applying it to single-layer networks. In general, multilayer net-
works are much harder to train than single-layer ones. In fact, convergence of
such networks is much slower and very error sensitive.

In this approach, an input is presented to the network and allowed to “for-
ward” propagate through the network. The output is calculated, and then the
output is compared with a “desired” output (from the training set) and an error
is calculated. This error is then propagated “backward” into the network, and the
different weights are updated accordingly. To simplify the description of this
algorithm, consider a network with a single hidden layer (and two layers of
weights), as shown in Figure 5.22. In relation to this network, the following def-
initions apply. Of course, the same definitions can be easily extended to larger
networks.

Ti,Ri for i = 1...L: The training set of input and outputs, respectively.
N,S,M: The size of the input, hidden, and output layers, respectively.
W1: Network weights from the input layer to the hidden layer.
W2: Network weights from the hidden layer to the output layer.
X,Z,Y: Input and output of the hidden layer and the network output, respec-

tively.
F1(˙): Array of network functions for the hidden layer.
F2(˙): Array of network functions for the output layer.
These definitions lead to the following formulas:

Z = F 1(W 1
˙X)

W

w
w

w

w w

w

,

,

,

, ,

,s

n

s n

1

1 1
1

2 1
1

1
1

1 2
1

1
1

1
f

f

f

=

R

T

S
S
S
S
SS

V

X

W
W
W
W
WW

X = (x1 x2 ... xn)
T

Z = (z1 z2 ... zs)
T

F1 (˙) = (f1
1(˙) f2

1(˙) ... fs
1(˙))

T

Artificial Neural Networks 167



Y = F 2 (W 2
˙Z)
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Now assume that the cost function for this optimization process is defined as
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where Yj

(k) and Rj
(k) are the actual and desired outputs of the network, respec-

tively. In this case, k represents the kth training datum and j is the jth
output.

In this case, the following formulas represent the details:
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Now, the main cost function can be rewritten as follows:
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Based on the gradient algorithm, with the assumption that all functions in the
network are derivable, the following would apply for the output layer:
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The gradient formulas for the hidden layer would be as follows:
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To summarize the above technique, the back-propagation algorithm for a two-

layer network can be derived as follows:
Step 1: Create a network with a predefined number of nodes in the hidden layer,

and random weights for all links.
Step 2: Select a kth entry consisting of an input and desired output.
Step 3: Compute net1i

(k) and Zi
(k) for i = 1... S:

, ( )net w X Z f net1 1( )
,
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followed by net2j

(k) and Yj
(k) for j = 1...M:

, ( )net w Z Y f net2 2( )
,

( ) ( ) ( )
i
k

i j i
k

j
k

j j
k

i

2 2

1
$= = =

=

!
Step 4: Computer l1i

(k) and l2 j (k) for i = 1 ... S and j = 1...M:
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Step 5: Calculate the gradient over the input batch:
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Step 6: Repeat steps 2–5 for all training data.
Step 7: Update the network weights as follows:
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Step 8: Repeat steps 2–7 until a predefined accuracy measure is reached for the
network.

3.7 Radial Basis Functions

The Radial Basis Function (RBF) neural network is another popular multi-
layer neural network [27–31]. The RBF network consists of two layers, one hid-
den layer and one output layer. In this network, the hidden layer is implemented
by radial activation functions while the output layer is simply a weighted sum of
the hidden-layer outputs.

The RBF neural network is able to model complex mappings, which percep-
tron neural networks can only accomplish by means of multiple hidden layers.
The outstanding characteristics of such a network makes it applicable for a vari-
ety of applications, such as function interpolation [32, 33], chaotic time series
modeling [34, 35], system identification [36–38], control systems [39, 40], channel
equalization [41–43], speech recognition [44, 45], image restoration [46, 47],
motion estimation [48], pattern classification [49], and data fusion [50].

3.7.1 Network Topology

The main topology of this network is as shown in Figure 5.23. Many functions
were introduced for possible use in the hidden layer; however, radial functions
(Gaussian) remain the most effective to use for data or pattern classification. The
Gaussian functions are defined as follows:

( ) ( ) ( )X X Xexpj j
T

j j
1= - - -n nU C-9 C

where j = 1,2, . . . , L, L represents the number of nodes in the hidden layer, X is
the input vector, mj and Gj are the mean vector and covariance matrix of the jth

Gaussian function, respectively. In some approaches, a polynomial term is
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appended to the above expression, while in others the functions are normalized to
the sum of all Gaussian components as in the Gaussian mixture estimation.
Geometrically, a radial basis function in this network represents a bump in the
N-dimensional space where N is the number of entries (input vector size). In this
case, the mj represents the location of this bump in the space and Γj models its
shape. The output layer of this network is a linear combination of the hidden
layer outputs, as follows:

( ) ( )Y X X,k i k i
i

L

1
$= m U

=

!
where L is the number of outputs of the hidden layer, Yk is the kth output, and
li, k is a linear factor (connection weight) from the ith hidden layer output to the
kth network output. In the classification application, the actual output of the
network is usually limited by a sigmoid function to be between 0 and 1:

( )exp
Z

Y X1
1

k
k

=
+ -7 A

3.7.2 Training Algorithms

Because of the nonlinear behavior of this network, the training procedure of
the RBF network (as in multilayer networks) is approached in a completely dif-
ferent manner from that of single-layer networks. In this network, the aim is to
find the center and variance factor of all hidden-layer Gaussian functions as well
as the optimal weights for the linear output layer. In this case, the following cost
function is usually considered to be the main network objective:
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where N is the number of inputs in the training data set, Y(X) is the output of the
network for input X, and 〈Tk, Rk〉 is the kth training data pair. So the actual out-
put of the network is a combination of a nonlinear computation followed by a
linear operation. Therefore, finding an optimal set of weights for hidden layers
and output layer parameters is hardly achievable.

In this case, several approaches were used to find the optimal set of weights;
however, none of these can provide any guarantees that optimality can be
achieved. For example, many approaches suggest that the hidden-layer parame-
ters are set randomly and that the training procedure is just carried on for the out-
put linear components. In contrast, in some other cases, the radial basis functions
are homogenously distributed over the sample space before the output linear
weights are found. However, the back-propagation algorithm seems to be the
most suitable approach for training such a network.

Note that, in this approach, numerous iterations might be needed to converge
to a suitable answer, so the probability of getting stuck in local minima during
training process is unavoidable. To solve this problem, several algorithms were
suggested that use another classification technique, such as K-means [51], to
guess the initial location of the radial functions in the space. However, the fol-
lowing approach is mentioned as one of the simplest but most powerful
approaches to tune these sensitive weights. The main idea of this technique is sim-
ilar to that of Kohonen’s training routine. In this method, the parameters of the
radial basis functions are set randomly, and for each training datum, the closest
radial basis function in the hidden layer is selected and modified. The following
algorithm shows the details:
Step 1: Generate an RBF neural network with a predefined number of Gaussian

functions in the hidden layer, namely, L functions.
Step 2: Set the center of these Gaussian functions randomly, and, set their vari-

ance using a predefined fixed value.
Step 3: Select a random datum from the training data, Tk.
Step 4: Find the closest center of these Gaussian function with reference to the

following criterion: ,Min Tk j
< <j P1

; ;- n` j where mj is the center of the jth Gaussian
function, m*.

Step 5: Modify the center of the closest function as m* = m* + g (Tk − m*), where
g is an arbitrary small positive value as the learning rate.

Step 6: Repeat Steps 3–5 until all radial functions are almost fixed in space.
Step 7: Calculate the output-layer linear weights by Least Mean Squares or any

other optimization routine.
Note that, during step 3–5, when the centers of the radial functions are calcu-

lated, some radial functions might get close to each other during the process,
while others will never be affected. Therefore, an RBF neural network with an
excessive number of radial functions is usually generated first; then, after the
result generated by steps 3–5 is examined, the optimal number of radial functions
is guessed and the training algorithm is restarted. Figure 5.24 shows an RBF net-
work with two radial functions in the hidden layer that managed to learn the
behavior of a given data set.
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4 LEARNING VECTOR QUANTIZATION

The Learning Vector Quantization (LVQ) network is another popular classifi-
cation technique that can be used for data clustering [52–54]. In this technique, a
two-layer network topology is used to classify the data, which can be used in
either supervised or unsupervised training.

In the supervised mode, a training data set is used to adjust the network
parameters (Figure 5.25). The first layer of this network follows the “winner-
takes-all” routine, while the second layer is linear. Basically, in the winner-takes-
all topology, the input vector is fed to the layer, and based on the layer outputs,
only one of the outputs is set to “1” and the rest to “0.” The basic topology
of this layer is usually the distance between network weights and the input
datum. This process is followed by a comparator to evaluate the outputs of dif-
ferent nodes and to emphasize the largest element by setting it to “1” and the
others to “0.”

4.1 Learning Algorithm

Because of the nonlinear nature of the first layer, the training of such a net-
work requires certain considerations. The back-propagation and other learning
methods that try to adjust network parameters by using gradient information of
the cost function cannot be readily applied here. However, a similar formulation
is used here with some modifications.

The main idea of the LVQ algorithm is based on a simple rule. A number of
hidden nodes with random weights are set as the first layer to build subclasses,
and then some of these subclasses are merged together to make up the final net-
work output. In this case, the final classes are assumed to have approximately
equal number of subclasses (Figure 5.26).

The other key element of this technique is the use of fixed subclass assign-
ments during the whole process of training. In fact, the second-layer weight
matrix is set only once, and the training process modifies the parameters of the
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first layer only. Based on this classification technique, the weight matrix of the
output layer has only a “1” entry in each column, to distinguish the final class,
and several 1s in each row to assign several subclasses to a class. Now each train-
ing data entry is fed into the network, and its corresponding output is calculated,
based on the current network parameters. In this case, the parameters of the
nodes in the first layer that won (or lost) the competition are slightly moved
toward (or away from) this datum if the network correctly (incorrectly) classifies
this entry.

The following algorithm describes the overall procedure and the 〈Tk, Rk〉 rep-
resents the kth training entry (input, output).
Step 1: Set random weights for all L nodes in the first layer.
Step 2: Assign different subclasses to the same class randomly and homogenously,

because these weight won’t be changed during the training process.
Step 3: Select a random training datum, Tk.
Step 4: Find the neuron in the first layer that is closest to this input, i*.
Step 5: Calculate the final output answer for the input vector.
Step 6: If the network output is the same as the desired value, Rk, then adjust the

weights of the i* nodes of the first layer as follows: wi. ← wi. + l(Tk − wi.).

Step 7: If the network output is not the same as the desired value,
Rk, then adjust the weights of the i* nodes of the first layer as follows:
wi. ← wi. − l(Tk − wi.).

Step 8: Repeat steps 3–7 until all data are correctly classified.
Note that l is the learning rate, which can be set to a constant or modified

during the training process.
To clarify this procedure, assume that the training data set is as follows:
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Also, assume that the weights matrix of the first and second layer is set as fol-

lows:
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Now, suppose the second training datum is selected to train the network.
Therefore, the output of the first layer would be
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and the output of the network would be
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Note that the network output is different from the desired output. Therefore,
the weighing vector of the second node of the first layer is modified as follows:
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The final weight matrix for the first layer would be
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This procedure should be continued until all the data have been correctly
classified.

5 NEURAL NETWORK APPLICATIONS

This section briefly reviews a number of application areas in which neural net-
works have been used effectively. This is by no means an exhaustive list of appli-
cations.

5.1 EXPERT SYSTEMS

One popular application is the use of neural networks as expert systems.
Several definitions have been presented to clearly distinguish this kind of systems
from other approaches [55–57]. Generally, an expert system is defined as a system
than can imitate the action of a human being for a given process. This definition
does not restrict the design of such systems by traditional Artificial Intelligence
approaches. Therefore, a variety of such systems can be built by using Fuzzy
Logic, Neural Networks, and Neuro-Fuzzy techniques. In most of these systems,
there is always a knowledge-based component that holds information about the
behavior of the system as simple rules followed by operators (usually in Fuzzy
Systems) or a large database collected from the system performance that a neural
network can be trained to emulate (Figure 5.27).

5.2 NEURAL CONTROLLERS

Neural controllers are a specific class of expert systems that deal with the
process of regulating a liner or nonlinear system (Figure 5.28). There are two
methods to train such system, namely, supervised and unsupervised. In the super-
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vised approach, another controller usually exists, and the neural controller is
trained to imitate its behavior. In this case, the neural controller is connect in par-
allel to the other controller, and during the process, by sampling inputs and out-
puts, the network is trained to generate similar outputs for similar inputs of the
real controller. This process is known as online training. In contrast, in the case of
offline training, a database of the real-controller inputs and outputs can be
employed to train the network [58-60].

6 DECISION MAKERS

In the specific class of decision makers, which can also be viewed as an
expert system, a neural network is used to make critical decisions in unexpected
situations. One such application is popular in financial markets such as stock
market applications. One of the main characteristics of such systems that dis-
tinguish them from simple expert systems is their stability. In fact, these systems
must be able to produce acceptable output for untrained situations. Therefore,
a sufficiently rich data set must be used for the training process [61–63] (see
Figure 5.29).
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7 ROBOT PATH PLANNING

Another complex scenario in which neural networks have been used with some
promise is that of robot path planning. In this case, the robot tries to navigate its
way to reach a target location. The situation can be made more complicated by
adding obstacles in the environment or even other mobile robots. Normally, this
situation is modeled as an optimization problem in which some cost function is
minimized (e.g., minimize the distance that the robot needs to travel) while satis-
fying certain constraints (e.g., no collisions) [64–66] (see Figures 5.30 and 5.31).

8 ADAPTIVE NOISE CANCELLATION

Neural networks have been used very effectively to filter noise. In this case, the
target signal (in the training set) is the nonnoisy signal that the input should be
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generating. The network must learn how to imitate the noise and in the process
manage to neutralize it. Many approaches have been introduced in the literature
over the years, and some of these have been deployed in real environments
[67–69]. An example is provided in Figures 5.32 and 5.33.

9 CONCLUSION

In this chapter, a general overview of artificial neural networks has been pre-
sented. These networks vary in their sophistication from the very simple to
the more complex. As a result, their training techniques vary as well as their
capabilities and suitability for certain applications. Neural networks have
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attracted a lot of interest over the last few decades, and it is expected they will be
an active area of research for years to come. Undoubtedly, more robust neural
techniques will be introduced in the future that could benefit a wide range of
complex applications.
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