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INTRODUCTION

Aneuploidy refers to the condition where the number of chromosomes within
an organism is not an exact multiple of the haploid number. Examples of
aneuploidy include monosomy (a single chromosome instead of a pair exists for
a given chromosome) and trisomy (three copies of a chromosome are present
for a given chromosome). Trisomy 21 (Ts21) or Down syndrome (DS) is the
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most frequent live-born aneuploidy in humans, occurring in approximately one
in 700 live births. The cause of Ts21 is most commonly nondisjunction during
meiosis (Antonarakis, 1991; Antonarakis et al., 1992, 1993), but little is known
about the mechanisms responsible for developmental anomalies associated with
the DS phenotype.

Two ideas have been articulated about the cause of anomalies associated with
Ts21. The first is that specific genes on Chr 21, when occurring in triplicate,
cause the production of particular phenotypes (Delabar, 1993; Korenberg,
1991; Korenberg et al., 1990, 1994). The second is that Ts21 phenotypes
result from a generalized genetic imbalance that causes amplified developmental
instability (DI) produced by altered responses to genetic and environmental
factors to which all individuals are exposed. This idea was proposed by Hall
(1965) and supported by Shapiro and others (Greber-Platzer et al., 1999; Sha-
piro, 1975, 1983, 2001), who suggested that the observation of increased
variability in linear measurements of many features in DS, as compared to
unaffected individuals, supported this idea. The developmental mechanisms
that underlie DI remain largely unexplained, however (Hallgrímsson and Hall,
2002).

Bilateral symmetry is a phylogenetically widespread characteristic of many
complex organisms (Palmer, 1996). In those organisms that tend toward bilat-
eral symmetry, there is a midline plane that divides the body into right and left
halves (Figure 1). Midline symmetry is secured by ontogenetic and phylogenetic
mechanisms, so that the breaking of symmetry is a relatively rare event and,
therefore, of interest to biologists. Fluctuating asymmetry (FA), the variance
of deviations from perfect symmetry, has been proposed and is widely used as
a measure of DI (Palmer and Strobeck, 1992; Polak, 2003). Since a single
genome controls the development of both the left and right sides, and the
environment is typically the same for both sides, the expectation is that the two
sides of an organism are replicates, or mirror images of each other. Deviations
from symmetry are thought to represent the effects of random perturbations
during development.

It is commonly held that the development of the organism is driven by a plan
that includes perfect symmetry for traits that occur bilaterally. Even in a stable
environment, however, small random perturbations of biological processes pro-
duce phenotypic deviations from the ideal. These perturbations, commonly
called developmental noise, result in part from the accumulation of the products
of stochastic gene expression mechanisms (see Kirschner and Gerhart, 1998;
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Figure 1. Examples of organisms showing symmetry along a midline plane. The wings
of the mayfly are an example of “matching symmetry,” where symmetry is observed
in separate bilateral structures. The leaf is an example of “object symmetry,” where
symmetry is seen within a single structure centered on a midline plane. The human
skeleton is composed of anatomical units showing both matching symmetry (e.g., upper
and lower limbs) and object symmetry (e.g., skull, vertebrae).

McAdams and Arkin, 1997). Developmental stability is the suppression of phen-
otypic variation within individuals and refers to the capacity for developmental
trajectories to resist accidents and perturbations during growth.

In the comparative studies of right and left sides of an organism, the
underlying developmental assumption is that organisms possess some sort of
homeostatic mechanisms that control the development of traits that occur
bilaterally (Van Valen, 1962). These mechanisms, though poorly understood,
determine the organism’s developmental stability. According to Klingenberg
(2002), developmental noise can cause differences between body sides. These
responses are mediated by the organism’s DI, defined as the organism’s
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tendency to produce a morphological change in response to developmental
perturbations. Developmental instability and developmental stability are, there-
fore, two sides of the same coin; the former referring to the organism’s
phenotypic response to perturbations, the latter to the organism’s capacity to
buffer these insults through homeostatic mechanisms that inhibit the expres-
sion of a phenotypic response (Klingenberg, 2003). Many questions about
these homeostatic mechanisms remain unanswered, and little is known about
the developmental basis for asymmetry.

Though departure from symmetry is a property of the individual, patterns
of asymmetry in a particular trait are studied at the level of the population
or sample (Palmer, 1994). When departure from symmetry is quantified as
the difference between similar measures on the left and right sides (L–R) in
a population, three basic types of asymmetry are defined on the basis of the fre-
quency distribution of the (L–R) measure. Small, subtle deviations from perfect
symmetry, which do not show a tendency to a specific side (nondirectional),
characterize FA. The pattern of L–R symmetry in a sample of individuals exhib-
iting FA, shows a unimodal distribution with a mean of zero and with variation
symmetrically distributed around the mean (Figure 2a). Evidence for a positive
correlation between FA and DI comes from the results of studies that show
FA to increase as environmental and/or genetic “stress” increases (Møller and

Figure 2. Asymmetry may be characterized by the distribution of asymmetry values
within a population (after Palmer and Strobeck, 1986; Van Valen, 1962). In this figure,
“asymmetry” is quantified as the signed arithmetic difference between right and left
measurements (L – R) of a single dimension. (a) In fluctuating asymmetry, deviations
from symmetry are small and randomly distributed as to side, so the distribution of L – R
is unimodal and centered at zero. This definition assumes that the underlying “ideal”
form is perfectly symmetric (i.e., L – R = 0). (b) Directional asymmetry describes a
measurement that is generally larger on the same side in all members of a population,
and the mean value is something other than zero (L – R 
= 0). (c) Antisymmetry refers
to a measurement that is usually asymmetric, but larger on the right in some individuals,
and larger on the left in others. In this case, the distribution of (L – R) is bimodal or
platykurtic (adapted from Palmer, 1994).
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Swaddle, 1997; Palmer and Strobeck, 1992; Zakharov, 1992), but others argue
that the relationship between FA and DI is weak (Fuller and Houle, 2002). Dir-
ectional asymmetry (DA) describes a pattern where the difference between sides
is biased as to side (i.e., one side tends to be consistently larger across individuals
in a population). An example of DA occurs in the bill of the wry-billed plover
(Anarhynchus frontalis), which is always bent to the right at the tip by up to
12◦ (Neville, 1976). DA need not favor a single side for all characters within an
organism, but can favor the left side for some traits and the right side for differ-
ent traits. Distributions for characters showing DA in a population are unimodal
with a mean that is different from (either greater or less than) zero (Figure 2b).
Antisymmetry describes a pattern of bilateral variation in a sample where the
difference between sides is consistent, but nondirectional. A common example
is the fiddler crab (Uca pugnax) where the crusher claw is always larger than
the cutter claw, but it is just as likely that the right claw be the crusher claw
as it is that the crusher claw be on the left. Because the left or the right side
may be predominant in cases of antisymmetry, the distribution that describes
antisymmetry in a sample is bimodal and centered on zero (Figure 2c).

Since we are interested in DI as a basis for the production of the DS phen-
otypes, this study is concerned with FA. Most simply, FA can be thought of as
a metric that compares corresponding measures from the right and left sides
of organisms within a sample. Most analyses aim to determine whether or not
differences in the magnitude of FA exist in two samples. Although our ulti-
mate goal is to understand the development of phenotypes in humans with DS,
humans provide a less than ideal study subject since genetic background cannot
be controlled and collection of data from certain developmental time points is
not possible. To our advantage, several informative mouse models for DS have
been developed (Davisson et al., 1993; Sago et al., 1998) and are useful in the
study of DI in aneuploidy as demonstrated by FA.

THE QUANTITATIVE STUDY OF FA

The use of FA as an indicator of increased levels of DI has been broadly
reviewed (e.g., DeLeon, 2004; Møller and Swaddle, 1997; Polak, 2003).
Traditional methods for studying FA were described fully by Palmer (1994).
Superimposition for the purpose of studying asymmetry was briefly introduced
by Bookstein (1991: 267–270) and applied in a more fully developed con-
text by Auffray et al. (1996). The Procrustes approach was later revised by
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Smith et al. (1997), thus formally linking the study of FA with geomet-
ric morphometrics (see Bookstein, 1991; Marcus et al., 1996; Richtsmeier
et al., 1992, 2002a for reviews of geometric morphometrics). The Procrustes
approach to FA was extended by Klingenberg and McIntyre (1998) to a two-
factor ANOVA design for the purpose of estimating and testing the different
components of asymmetry. Mardia et al. (2000) elaborated on the formal
statistics of symmetry of shapes using Procrustes superimposition.

Procrustean approaches fall within the class of geometric morphometrics
called superimposition methods (Richtsmeier et al., 2002a). Superimposition
methods involve the translation, rotation, and scaling of landmark data from
two or more objects into the same coordinate space according to a specified
rule. With two objects, one object is designated as the “reference,” and the
other is designated as the “target.” The displacements necessary to take the
landmarks in the reference to their new locations in the superimposed target
are used to characterize the differences between the two landmark sets. With
more than two objects, variation in form is described relative to the iteratively
computed sample mean.

We have chosen to develop an alternate approach to the study of asymmetry
for the following reasons. When using Procrustes, the researcher chooses a par-
ticular criterion for superimposing the two sides. For example, the least-squares
criterion (where, after reflection, the forms are superimposed so that the sum
of the squared distances between corresponding landmarks on the two forms
are minimized) leads to the Generalized Procrustes superimposition. This is
currently the most commonly used strategy for superimposition (Klingenberg
et al., 2002). Alternatively, the generalized resistant fit algorithm (Chapman,
1990; Rohlf and Slice, 1990; Siegel and Benson, 1982) uses repeated medians
to calculate the best fit between two mean forms and attributes differences to
a small number of landmarks, instead of spreading it over the whole object,
as is done using the least-squares approach. The use of different fitting cri-
teria for matching gives different superimpositions (Richtsmeier et al., 2002a;
Rohlf and Slice, 1990). This means that localized differences between two
objects or the local measures of variation among objects in a sample will vary
depending upon the superimposition criterion used. Results are, therefore,
affected by the scientist’s arbitrary choice of a superimposition criterion. The
choice of superimposition criteria is rarely consciously made by the researcher,
but instead is integrated into the software program. The crucial point is that
the superimposition scheme used in analysis can change results of an analysis
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by shifting the location of maximum differences from one biological location
to another, or spread the effects of a shifted biological locus to unaffected,
neighboring biological loci. Moreover, the data cannot inform us of which
superimposition is the correct one (Richtsmeier et al., 2002b).

What follows statistically from these observations is that, due to the nuisance
parameters of rotation and translation, neither the mean nor the variance–
covariance matrix can be estimated consistently from data using Procrustes. Lele
and Richtsmeier (1990) first recognized this problem. It was further explained
by Lele (1991, 1993) and proven mathematically by Lele and McCulloch
(2002). Walker (2001) published similar findings. If the variance–covariance
structure cannot be estimated correctly using Procrustes, the development of
models that decompose Procrustes variance structures in order to separate com-
ponents of symmetric variation among individuals from that within individuals
seems ill-advised.

AN ALTERNATE APPROACH TO THE ASSESSMENT OF FA

Our approach to the study of FA is based on Euclidean distance matrix analysis
(EDMA; Lele and Richtsmeier, 2001). Suppose we have an object that is
described by a collection of landmarks in three dimensions. In contrast with
most other landmark-based morphometric methods, EDMA does not require
placement of the observations under study into an arbitrary coordinate sys-
tem in order to describe or compare them. Instead the coordinate data are
rewritten as a matrix of interlandmark distances. These distances remain the
same, no matter how the objects are positioned or oriented. This property
is called coordinate-system invariance (Lele and McCulloch, 2002; Lele and
Richtsmeier, 2001).

Before we can study FA in a sample, we must first be able to describe DA,
because measurement of the former is dependent on the latter. Our algorithm
for the analysis of DA is described in terms of a single, left–right pair of linear
distance between landmarks. However, the steps of the algorithm are applied
to every left–right distance pair. For each individual in a sample, a form matrix
is computed, consisting of all unique interlandmark distances. The linear dis-
tances that occur bilaterally are paired, one being from the left side of the
organism (L) and other from the right (R). For each individual i, we define the
(signed) asymmetry of a distance pair as (L–R)i . If (L–R)i = 0, then individual i
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is perfectly symmetric for that pair of distances. Asymmetric individuals will
either have (L – R)i > 0 or (L – R)i < 0, depending on which side is larger. The
sample distribution of (L – R) contains information about both DA and FA.
The mean of the sample, (L – R), measures DA. The amount of dispersion
(variation) in the sample (the measurement of which is described below) is
a measurement of FA.

Our bootstrap-based algorithm for measuring DA was developed by
Cole (2001) and is an extension of work by O’Grady and Antonyshyn
(1999). Programs are available from the Richtsmeier laboratory website:
http://oshima.anthro.psu.edu. The approach is reviewed briefly here. Again,
for the sake of clarity, we are describing the algorithm in terms of a single
pair of left–right distances. However, in practice, the bootstrapping pro-
cedure is not applied independently to each distance pair. Instead, entire
individuals (i.e., with linear distances calculated from the complete set of land-
marks used in the study) are resampled randomly and with replacement, so
that information about the covariances among measurements is retained in
the data.

Preliminary step: We describe the DA in a sample for each linear distance pair
by calculating the mean of (L–R), calling it (L – R). If this mean were exactly
zero, then the sample would be symmetric on the average, even though each of
the individuals in the sample might be asymmetric to some degree. In such a
case, there would be no DA for the sample. However, if (L – R) were, in fact,
different from zero (and it would be likely to be at least slightly different for
any real sample), we would then want to know how far it must be from zero
before we would consider the DA in the sample to be significant. To determine
this, we use the remainder of the algorithm to construct a confidence interval
for (L – R) using the bootstrap.

Step 1: Denote the size of sample X as nX. Construct a bootstrap
pseudosample, called X∗, by selecting nX individuals from X randomly and
with replacement. This is a typical resampling strategy for nonparametric boot-
strapping (Davison and Hinkley, 1997; Efron and Tibshirani, 1993). Use this
pseudosample to compute a bootstrap estimate of the mean asymmetry, calling
it (L – R)∗.

Step 2: Repeat Step 1 M times where M is some large number (e.g., 1,000
or more) generating a new random pseudosample each time. The result is a
distribution of M estimates of (L – R)

∗
, the pseudosample means.
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Step 3: Sort the vector of M bootstrap estimates of (L – R)∗ in ascending
order: (L – R)[1] . . . (L – R)[M }. Truncate the sorted vector to obtain a bootstrap
estimate of the marginal confidence interval for (L – R). For a 100(1 − α)%
confidence interval, the lower bound will be (L – R)∗[(M )(α/2)] and the upper
bound will be (L – R)∗[(M )(1−α/2)]. For example, when M = 1,000 and 90%
confidence intervals are desired (where α = 0.10), the estimates of the lower
and upper bounds will be (L – R)∗[50] and (L – R)∗[950], respectively. This method
for obtaining a confidence interval by truncating a sorted vector of bootstrap
estimates is called the percentile method (Davison and Hinkley, 1997; Efron
and Tibshirani, 1993).

Step 4: Evaluate the DA of the sample by determining whether the confidence
interval includes zero, which is the expected value of (L – R) when there is no
DA. If the interval excludes zero, then the null hypothesis is rejected, and we
conclude that there is a significant degree of DA—a “handedness”—in the
sample as a whole for the distance being considered.

If significant DA is found for one or more linear distance pairs, we must
decide whether the biological interpretation of DA should be a part of the ana-
lysis. For some studies, an understanding of DA patterns may be of primary
importance. For example, our original application of EDMA to the study of
asymmetry (Cole, 2001) was a study of children affected with unilateral coronal
craniosynostosis (a problem of antisymmetry, although it was treated as DA
problem after reflections of some observations in the sample; Figure 3). In this
case, we were interested not only in identifying which specific distances were
asymmetric (as the result of premature suture fusion), but also in identifying
the “handedness” of each asymmetric distance (relative to the side of suture
fusion). However, if there is no rationale for a biological investigation of DA,
we might consider DA to be a nuisance that confuses our measurement of FA.
Whether the DA in a measurement is significant or not, it must be accoun-
ted for before FA can be accurately measured (Palmer and Strobeck, 1986).
Otherwise, we run the risk of confusing FA and the “total” asymmetry in a
sample.

There are many different ways to quantify FA in paired distances (e.g.,
Palmer and Strobeck, 1986). One simple way is to express the asymmetries
of individuals as absolute deviations from the sample mean. To simplify further
discussion, we introduce additional notation. Let us use Ai to represent the
absolute value of the difference of individual i’s left–right asymmetry from the
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Figure 3. An example of DA where the midline is directly and visibly affected. This
figure shows a superior view of (from left to right) the neural surface of the brain, the
superior surface of the neurocranium, and the endocranial base with a line showing
the midsagittal plane of an individual with premature closure of the left coronal suture.
Although asymmetry of midline structures is obvious in this case, the potential for direct
effects of asymmetry on midline points should not be ignored in analyses of fluctuating
asymmetry.

sample mean:

Ai =
∣∣∣(L – R)i − (L – R)

∣∣∣
Because (L – R) represents a measure of DA for the sample, the distribution of A
is a measure of the amount of FA for the sample (i.e., the subtraction of (L – R)

means that the directional-asymmetry component of the total asymmetry has
been removed).

We now present our algorithm for comparing levels of FA in two samples.
Our null hypothesis is that there is no difference between samples in the amount
of FA. This algorithm is similar to the DA algorithm in that it uses the bootstrap.

Preliminary step: Suppose we are comparing two samples called X and Y.
Calculate the L – R means for both samples, calling them (L – R)X and (L – R)Y,
respectively. For sample X, calculate the A statistic for each individual in the
sample. Recall that Ai =

∣∣∣(L – R)i − (L – R)

∣∣∣ and that this is calculated for each

distance pair. Calculate the sample mean and call it AX. Similarly, calculate the
sample mean of A for sample Y, calling it AY. These means are measures of
FA within their respective samples, with larger values of A indicating greater
degrees of asymmetry. Our null hypothesis is that the amount of FA is the same
in the two samples, or H0: AX − AY = 0. We can give the difference in means
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a new name, D. We use the bootstrap to construct a confidence interval that will
determine whether D is significantly different from zero. This is an application
of Hall and Martin’s (1988) bootstrap-based two-sample test.

Step 1: Denote the size of sample X as nX. Similarly, denote the size of
sample Y as nY. As with the DA algorithm, we will use a nonparametric boot-
strap approach to resampling. Construct a bootstrap pseudosample called X∗

by sampling nX individuals from X randomly and with replacement. Similarly,
construct a pseudosample called Y∗ by sampling nY individuals randomly and
with replacement from Y. Compute the means of A from the bootstrap samples
and call them AX

∗ and AY
∗. Then call the differences in bootstrap means,

D∗ = AX
∗ − AY

∗.
Step 2: Repeat Step 1 M times where M is some large number (e.g., 1,000

or more), generating new random pseudosamples each time. The result is
a vector of M bootstrap estimates (D∗) for the difference between sample
means (D).

Step 3: Sort the M bootstrap estimates of D in ascending order: D∗[1] . . . D∗[M ].
Truncate the vector to obtain 100(1 − α)% confidence intervals, as described
above for the DA algorithm.

Step 4 : If the bootstrap confidence interval for D excludes zero, we reject
the null hypothesis and conclude that there is a significant difference in the
amount of FA in the two samples. If the null hypothesis is rejected and
D = AX − AY > 0, we conclude that there is a greater amount of FA in sample
X. Conversely, if the null hypothesis is rejected and D < 0, we conclude that
there is a greater amount of FA in sample Y.

This algorithm may be applied in cases of both “matching” and “object”
symmetry (Mardia et al., 2000). For matching symmetry, where there are no
landmarks that belong to the midline plane by definition (e.g., insect wings), we
examine asymmetry in all possible distances that are present bilaterally. Because
we are using interlandmark distances, our measurements of asymmetry are
coordinate-system invariant and are not affected by arbitrary locations or ori-
entations of the left- and right-side structures. For “object” symmetry, there
may be landmarks that lie in the midline plane by definition (e.g., midsagittal
landmarks on the skull; see Figure 3). With our approach, we can include these
landmarks if appropriate. The inclusion of midline landmarks allows us to exam-
ine asymmetry in bilateral distances that have midline landmarks at one end. We
do not consider distances between midline landmarks in our analyses because
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they are not paired. Note that our method makes no assumptions about the
midline points being coplanar; information about any distortion in the mid-
line plane will be contained in comparisons of all the bilateral distances. As
with considerations of matching symmetry, our use of interlandmark distances
ensures coordinate-system invariance so that the orientations and positions of
the individual observations do not affect the results.

Finally, we should mention that there is another potential factor that can
confuse our consideration of FA, particularly in comparisons between samples:
variation in scale (Palmer and Strobeck, 1986). Suppose we are studying a
sample of humans affected with a particular genetic disorder, and we want to
compare the degree of FA in these humans with a genetically engineered mouse
model of the same disorder (e.g., DS). Because measurements of human skulls
are absolutely much larger than the corresponding measurements on the skulls
of mice, we would expect the A statistics to be larger in humans, even if the
actual degree of FA is the same. This is because of the well-known positive
association between the means and variances of linear distances (Lande, 1977;
Palmer and Strobeck, 1986). If we want to compare levels of FA in samples
of organisms that differ substantially in size, we need to incorporate a scale-
adjustment, so that we will explicitly examine relative FA. Further discussion
of this problem, along with some proposed solutions, is found in Palmer and
Strobeck (1986).

COMPARATIVE ANALYSIS OF FA IN ANEUPLOIDY

Using Animal Models to Study DS

As noted previously, two distinct schools of thought have emerged to explain
why the inheritance of three copies of Chr 21 genes results in disruption of
normal patterns of development. The amplified DI hypothesis holds that the
correct balance of gene expression in pathways regulating development is dis-
rupted by dosage imbalance of the hundreds of genes on Chr 21 (Shapiro, 1975,
1983, 1999, 2001). Support for this hypothesis includes: (a) the observation
that features seen in DS are nonspecific, occurring in other trisomic conditions
(Hall, 1965; Shapiro, 1983) and in the population at large (albeit at much
lower frequency); and (b) measures of significantly increased individual phen-
otypic variation among individuals with Ts21 compared to euploid individuals
(Kisling, 1966; Levinson et al., 1955; Roche, 1964, 1965; Shapiro, 1970). The
amplified DI hypothesis states that DS phenotypes, and the increased variation
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noted in DS populations, result from a disruption of an evolutionarily achieved
balance of genetic programs regulating development and recognizes that path-
ways disrupted by Ts21 involve many more genes than those on Chr 21 (Reeves
et al., 2001).

The other ideas proposed to explain why Ts21 disrupts normal patterns of
development are summarized by the gene dosage effects hypothesis that argues
for a more specific relationship between particular genes and specific individual
DS traits (Delabar, 1993; Korenberg et al., 1994). The gene dosage effects
hypothesis holds that dosage imbalance of a specific gene or small group of
genes from Chr 21 is responsible for specific individual DS traits.

It is clear that the debate surrounding these hypotheses (Pritchard and Kola,
1999; Reeves et al., 2001; Shapiro, 1999) cannot be resolved by contin-
ued study of adult DS individuals. A joint focus on the mechanism of gene
action (e.g., Saran et al., 2003) and the phenotypic consequences for devel-
opment is needed to understand the etiology of this complex disorder. A
comprehensive explanation of the etiology of DS features should consider devel-
opmental consequences of aneuploidy and not only the direct overexpression
of the triplicated genes or the phenotypic consequences of this overexpression
as manifest in the adult (Reeves et al., 2001). Since the biological processes
underlying these two hypotheses and the data needed to sufficiently test them
cannot be evaluated using human data, experimental organisms are required.
Mouse strains with segmental trisomy 16 have been studied as genetic models
of DS (Baxter et al., 2000; Davisson et al., 1993; Neville, 1976; Reeves et al.,
1995; Richtsmeier et al., 2000; Sago et al., 1998, 2000). Ts1Cje is a segmental
trisomy 16 model that arose as a fortuitous translocation of mouse Chromo-
some 16 (Chr 16) in a transgenic mouse line (Sago et al., 1998). These mice
are at dosage imbalance for a segment of mouse Chr 16 corresponding to a
human Chr 21 region that spans 9.8 Mb and contains 79 of the 225 genes in
the Chr 21 gene catalog (Hattori et al., 2000). The genetic insult in Ts1Cje
mice and in another segmental trisomy 16 model, Ts65Dn, has been shown to
correspond closely to that of segmental Ts21 in human beings (Reeves et al.,
1995; Sago et al., 2000). Although species differences need to be kept in mind
when complex characters are compared in mouse and human, a detailed, three-
dimensional analysis of the skull of segmentally trisomic mice and their normal
littermates demonstrated direct parallels between the human DS craniofacial
phenotype and that of the Ts1Cje and Ts65Dn mouse skull (Richtsmeier et al.,
2000, 2002b). When compared statistically to the skulls of normal littermates,
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the segmentally trisomic Ts65Dn and Ts1Cje craniofacial skeletons showed an
overall reduction in size, a disproportionately reduced midface, maxilla and
mandible, and reduced interorbital breadth. Since the effects of gene dosage
imbalance on conserved genetic pathways are expected to be similar in mice and
human beings, mice with segmental trisomy provide the experimental basis to
investigate corresponding developmental processes disrupted by the analogous
trisomy in mouse and human. Analysis of prenatal mice is ongoing (Richtsmeier
et al., 2002c, 2003).

Analysis of FA in Aneuploid and Euploid Ts1Cje Mice

If differences in developmental stability between euploid and aneuploid mice
are the basis for, or contribute to, the craniofacial anomalies of development
previously quantified, then differences in the measures of FA should also be
evident in a comparison of the euploid and aneuploid samples. Moreover, if
aneuploidy results from amplified DI, we predict that measures of FA should
be increased in aneuploid as compared to euploid mice. The analysis presented
here uses three-dimensional coordinates of landmark data collected using the
Reflex microscope from adult, segmentally trisomic Ts1Cje mice (N = 15)
and unaffected littermates (N = 12) (Figure 4). Landmarks collected multiple
times from each specimen were 27 in number. Measurement error studies were
done following details given previously (Richtsmeier et al., 1995). When it was
determined that measurement error was minimal and comparable to previous
studies using the Reflex microscope (Richtsmeier et al., 2000), an average was
computed from two data collection trials.

As noted by Palmer and Strobeck (1986) and Palmer (1994), the calcu-
lation of FA is particularly sensitive to measurement error. The method we
present here does not, as yet, include an integrated test of FA over measure-
ment error. This may be important because measurement error can contribute
directly to measures of FA and can be responsible, at least in part, for dif-
ferences in FA between measures and between samples. Because the data sets
used here were initially collected to study difference in shape, we estimated
the precision of each landmark separately. Precision refers to the average abso-
lute difference between repeated measures of the same individual (Kohn and
Cheverud, 1992). Three-dimensional coordinates of landmarks were collected
several times from 10 mouse skulls with the skull remaining in the same position
for each trial. The average variance along the x , y , and z axes for all landmarks
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Figure 4. Schematic views of the mouse cranium (upper panel: lateral view; lower
panel: superior view) showing landmarks collected using the Reflex microscope. Land-
mark number and label are given. For bilateral landmarks, the number of the right-sided
landmark is shown in parentheses on the lateral view. Landmarks marked by a star were
used as an endpoint for linear distances used in the current analysis of FA. Cranial
landmarks : 1, nasale; 2, nasion; 3, bregma; 4, intersection of parietal and interparietal
bones; 5, intersection of interparietal and occipital bones at the midline; 6(17), anterior-
most point at intersection of premaxillae and nasal bones; 7(18), center of alveolar ridge
over maxillary incisor; 8(19), most inferior point on premaxilla–maxilla suture; 9(20),
anterior notch on frontal process lateral to infraorbital fissure; 10(21), intersection
of frontal process of maxilla with frontal and lacrimal bones; 11(22), intersection of
zygomatic process of maxilla with zygoma (jugal), superior surface; 12(23), frontal–
squamosal intersection at temporal crest; 13(24) intersection of maxilla and sphenoid
on inferior alveolar ridge; 14(25), intersection of zygoma (jugal) with zygomatic process
of temporal, superior aspect; 15(26) joining of squamosal body to zygomatic process
of squamosal; 16(27) intersection of parietal, temporal, and occipital bones.



202 Joan T. Richtsmeier et al.

ranged from 0.002–0.061 mm. Further refinements of the method presented
here will include integrated measures of FA and measurement error.

From the group of all possible linear distances among the landmarks, we used
18 paired distances to determine if the degree of FA is increased in aneuploid
mice. Distances were chosen on the basis of their contribution to significant
cranial dysmorphology in Ts1Cje mice (Richtsmeier et al., 2002a). Mean dir-
ectional asymmetries were computed for left- and right-paired distances in the
aneuploid and euploid Ts1Cje samples (Xi and Yi), and the between-sample
difference between measures of absolute asymmetry, Ai , were calculated for cor-
responding linear distances. As stated previously, the null hypothesis is that for
each measure, the two samples show similar magnitudes of absolute asymmetry.
Therefore, the expected value of the between-sample difference for measures of
absolute asymmetry for corresponding linear distances is zero. In our applica-
tion, the measure of absolute asymmetry for each linear distance in the euploid
sample was subtracted from the corresponding measure in the aneuploid
sample, so that values > 0 indicate greater asymmetry in the aneuploid sample
for a given distance, while values < 0 indicate greater asymmetry in the euploid
sample. The measures of Ai for each sample are given in Figure 5.

Figure 5. Estimates of mean FA (Āi as described in the text) for the samples of
aneuploid and euploid Ts1Cje adult mouse crania for linear distances between landmarks
given in Figure 4. Landmarks on the right side of the skull are given in parentheses.
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Figure 6 provides a summary of the difference in means, D, for all linear dis-
tances considered in the Ts1Cje mouse model for DS. Fourteen of the 18 paired
linear distances indicate a larger degree of asymmetry in the aneuploid sample
(Di > 0 on the right of Figure 6), two show approximately equal measures of
asymmetry in the two samples, and two linear distances show a higher degree of
FA in the euploid Ts1Cje sample (Di < 0 on the left side of Figure 6). Remem-
ber that the distribution of D is a measure of difference in FA for the sample,
because the DA component of total asymmetry has been removed in a previous
step of the algorithm. Of those linear distances that indicate a larger degree of
asymmetry in the aneuploid sample, confidence interval testing shows that four
of these differences are significant (marked by arrows on Figure 6). None of

Figure 6. Graph of comparison of measures of FA in aneuploid and euploid Ts1Cje
mice. The y-axis is the measure of the difference in absolute asymmetries between
aneuploid and euploid samples for all linear distances considered. The x-axis represents
the 18 paired linear distances. Linear distances are defined by the landmarks used as
endpoints; landmarks on the right side of the skull are given in parentheses. The estim-
ates of the difference in FA between the two samples are shown as black diamonds.
Estimates of the lower and upper bounds of the confidence interval (α = 0.10; 1,000
resamples) for each linear distance appear as gray triangles. Those measures of difference
in fluctuating asymmetry that show a significant difference in asymmetry in the euploid
and aneuploid sample (i.e., 0 is not included in the confidence interval) are marked with
a gray arrow.
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the measures that are more asymmetric in the euploid sample are shown to be
significant by confidence interval testing.

When these results are used to identify the anatomical locations that show
significant differences in FA between aneuploid and euploid samples, certain
landmarks are shown to be involved more frequently than others (Figure 7).
Landmarks that contribute disproportionately to a greater degree of asymmetry
in the trisomic mice are located on the intersection of the premaxilla and maxil-
lary bones (landmarks 8 and 19) and the neurocranium at bregma (landmark 3).
Overall increased FA in the Ts1Cje aneuploid skull is not limited to a specific

Figure 7. Graphic depiction of those linear distances shown by confidence intervals
(see Figure 6) to be relatively more asymmetric in the aneuploid sample are depicted
on one side of the skull only.
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bone or functional unit of the skull, but is distributed across the skull. Fur-
ther tests of the significance of the contribution of specific landmarks to FA
can be conducted following methods for the detection of influential landmarks
outlined by Lele and Richtsmeier (1992).

A previous comparison of the skulls of Ts1Cje euploid and aneuploid mice
(Richtsmeier et al., 2002b) found that the Ts1Cje aneuploid mice have a rel-
atively shorter skull along the rostro-caudal axis, with the primary reduction
being located on the bones of the face (i.e., premaxilla, maxilla, anterior frontal)
and a marked reduction in interorbital distance. The Ts1Cje aneuploid neuro-
cranium was also reduced along the mediolateral axis, but to a lesser degree.
Localization of the linear distances that show significantly increased FA in the
aneuploid sample (Figure 7) indicates increased FA local to the premaxilla and
maxilla of the aneuploid mouse—an area that was shown previously to be signi-
ficantly dysmorphic in Ts1Cje. However, linear distances on the neurocranium
that show statistically significant increased FA in the aneuploid sample in this
study were not previously identified as significantly different when compared
to their euploid littermates (Richtsmeier et al., 2002b).

As discussed previously, two viable, though not mutually exclusive, hypo-
theses have been proposed to explain the phenotypes associated with trisomy.
We suggested earlier that if increased DI were the cause of dysmorphic fea-
tures of the skull in Ts1Cje mice, then measures of FA should be increased in
aneuploid mice relative to their euploid littermates. We have found some sup-
port for this hypothesis in that a majority (78%) of linear distances show higher
values of FA in aneuploid mice, though only four of these measures (28%) are
significant. However, these linear distances do not correspond with measures
of shape that were previously shown to be significantly different from normal
(Richtsmeier et al., 2002b).

To fully test the amplified DI hypothesis, an increased understanding of
the processes that underlie DI is required coupled with additional analyses
using larger sample sizes and additional age groups. Unpublished analyses of
morphological integration of Ts1Cje and Ts65Dn mice, find that crania and
postcrania of the adult aneuploid mice show increased morphological integra-
tion as compared to their normal littermates (Hill et al., 2003; Richtsmeier
et al., 2002c, 2003). Although only a conjecture at this point, we can envi-
sion a developmental scenario where gene action in aneuploidy affects cellular
processes in such a way that localized phenotypic dysmorphology of the skel-
eton results. This dysmorphology may be subtle, but significant enough that



206 Joan T. Richtsmeier et al.

developmental adjustments need to be made to ensure adequate structural sta-
bility and proper function. The adjustments could include regions that are
not directly affected by dysmorphogenesis. The result is a predictable phen-
otype composed of localized areas of heightened dysmorphology that can be
characterized according to a quantifiable distribution. The phenotypic targets
of dysmorphogenesis and the adjustments that need to be made in adjoin-
ing tissues combine to produce a typical phenotype (like the characteristic DS
facial appearance) that manifests itself at the individual level as a “character-
istic” phenotype, but at the population level as one of increased phenotypic
variability. The increased variability comes from both the actual distribution of
effects on localized structures and the requisite and customized adjustments
made by adjoining tissues in response to the primary dysmorphology. If the
processes responsible for impacting skull growth in trisomy operate in ways
similar to what is described above, this could explain the combined findings of
increased phenotypic variability, increased morphological integration, and loc-
alized increases in FA in samples of aneuploid mice. Theory and methods from
evolutionary biology that account for the coordination of developmental mod-
ules (e.g., Klingenberg, 2003; Wagner, 1995) will be useful in the evaluation
of these ideas.

SUMMARY AND CONCLUSIONS

We have presented a novel method for statistical comparison of FA. The
advantages of our method include:

1. the straightforward inclusion of three-dimensional data;
2. the lack of superimposition, so that the user does not need to arbitrarily

select a fitting criterion;
3. identification of significant differences in FA by bootstrap confidence

intervals;
4. presentation of local measures of FA, enabling identification of the

affected anatomical structures and the proposal of testable developmental
hypotheses.

The results of our analysis of FA in the Ts1Cje mouse provide preliminary
support for the amplified DI hypothesis and provide the basis for a model of the
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interplay of dysmorphology and FA in aneuploidy that can be further explored
in studies of development.
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