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... the biosphere is . .. a highly complex system with ten million to thirty
million different kinds of working parts and myriad feedback systems pos-
itive and negative, each with its own lag time, of which we have little ken.

—Thomas E. Lovejoy 1992

16.1 Introduction

The future of the carbon cycle is one of the great uncertainties in projecting the
future of climate. The response of terrestrial ecosystems remains largely un-
known, and qualitative disagreement persists regarding the influence of climate
change on ecosystem carbon storage. There has been a sustained effort to un-
derstand how ecosystems respond to climate and carbon dioxide (Prentice et al.
2001) using observations, experiments, models, and the paleorecord. Despite
this massive research effort, and considerable effort to synthesize its results,
considerable uncertainty remains. We do not have a clear paradigm for inter-
preting observations of ecosystem climate responses in time and space and for
translating that paradigm into predictive models. Many of the disagreements
occur because it is difficult to separate the effects of processes operating on
different timescales. For example, low cloud cover, high solar radiation, and
consequent high temperatures may increase photosynthesis (A) in the short term.
On slightly longer timescales, these conditions may favor allocation of new
photosynthate to roots, reducing leaf area relative to a cooler year. The flux in
units of mass per area depends on both the specific rate of photosynthesis (mass
per unit Leaf Area Index (LAI)) and the LAI, multiplicatively. The ecosystem-
level change can be predicted only by knowing the impact of physical variables
on a range of parameters, some of which respond in seconds (for example, A)
and others that respond over days to months (e.g., allocation to leaf area).
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This type of complexity pervades the terrestrial carbon cycle, in which fluxes
depend on both rate constants (e.g., water, temperature, or light dependence)
and substrate (e.g., leaf area or detrital carbon) in a first-order (multiplicative)
fashion. Biogeochemists have tended to extrapolate the consequences of envi-
ronmental change from the direction and relative magnitude of the immediate
rate constants (e.g., photosynthesis vs. respiration), since we have much less
direct information about the “slower” physiological rate constants, such as those
controlling allocation of photosynthate to leaves and litter quality and microbial
processes controlling soil carbon. These slower processes tend to affect the state
variable component of first-order regulation of fluxes and so transmit the inte-
grated history of influences on the ecosystem to the short-term responses.

The growing attention paid to slower processes partly reflects developments
in methodology. Early efforts to model whole-ecosystem carbon exchange (De-
tling, Parton, and Hunt 1978) were based on scaling-up leaf-level of chamber
measurements, with fluxes measured in area-specific rates, multiplied by esti-
mates of the relevant substrate (leaf area). Currently, eddy covariance provides
a measure of the flux on a true area basis, but the specific rates and relevant
substrate (leaf area, litter, etc.) amounts are more difficult to ascertain because
of the high heterogeneity in vegetation and soil properties within the footprint
of flux towers. This poses new challenges for modeling (Thornton et al. 2002).
Existing observational time series intrinsically capture the higher frequencies
best, but eddy covariance time series are now long enough that the role of
interannual changes to state variables, such as LAI, litter mass, or soil water
amount, should be evident.

Developing an observational basis for understanding long-term carbon dynam-
ics from flux observations is challenging. The problem can be described as
detecting the signal of slow processes through the “noise” of daily and seasonal
changes. Fluxes vary strongly and predictably with physical forcing. Interannual
changes to carbon uptake may be driven by climate but do not scale simply
with the integral or average of short-term forcing (Vukicevic, Braswell, and
Schimel 2001; Wofsy personal communication). In this paper, we use a model
to simulate observations of ecosystem flux and state variables and analyze the
interaction between short-term climate effects and slower state variable re-
sponses, as reflected in both “fast fluxes” and slow pools. We do not address
the longer timescales of sand and soil development.

The existence of processes operating on different timescales in the carbon
system is well known. Both formal and empirical approaches to unraveling the
dynamics of multiscales processes are just beginning to be applied in biogeo-
chemistry (Katul et al. 2001a), although mathematical scaling has long been the
subject of formal analysis in atmospheric science and hydrology (Famiglietti
and Wood 1994). While current models simulate dynamics on various timescales
(Collatz et al. 1991; Rosenbloom, Doney, and Schimel 2001), observations and
experiments intrinsically provide more information about “fast” than “slow”
processes, although as time series of observations in flux networks and long-
term ecological studies lengthen, long-term dynamics become more apparent
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(Goulden et al. 1996; Thornton et al. 2002). Creative use of long operational
time series (Caspersen et al. 2000) and isotopic measurements (Gaudinski et al.
2000) also provide insight into long-term processes.

In the past decade, the amount and sophistication of terrestrial biogeochemical
data has increased dramatically (Canadell et al. 2000). At the same time, eco-
system models have generally increased in complexity and in their ability to
accurately predict observations (Jenkins, Birdsey, and Pan 2001; Schimel et al.
1997). Furthermore, the number of measured variables available for comparison
to simulated quantities has expanded greatly, even from the 1990s (Parton et al.
1993) to the present (Kelly et al. 2000). However, validation of the time-
dependence of many modeled processes remains elusive, and it is still not clear
why terrestrial models do not show closer agreement with each other (McGuire
et al. 2001; Schimel et al. 2001). The abundance of data and the increasing
sophistication of models therefore pose operational problems for the biogeo-
chemical community. How can models be evaluated against observations of mul-
tiple timescales simultaneously and objectively? We address this through a
simple and instructive model experiment.

16.2 Methods

16.2.1 Model

We used the model Biome-BGC to simulate flux and process observations.
Biome-BGC has been extensively described in the literature (Running et al.
1994) and is a comprehensive model of ecosystem physiology. A detailed and
recent comparison of Biome-BGC to eddy covariance measurements of Net
Ecosystem Exchange (NEE) is found in Thornton et al. (2002), along with a
description of the model. In short, the Biome-BGC model simulates daily pho-
tosynthesis and respiration as a function of physical variables and nutrient avail-
ability, and decomposition as a function of soil microclimate and nutrient
dynamics. Plant growth and allocation to leaves, roots, and wood are simulated
at the whole-plant level and respond dynamically to the environment. In Biome-
BGC as in other state-of-the-art ecosystem models water and nitrogen couple
autotrophic and heterotrophic processes together (Schimel et al. 1997). Biome-
BGC was chosen for this study because of its relatively mechanistic canopy
model, and because it has been extensively compared to flux measurements.

16.2.2 Experimental Design

An ensemble of experiments was performed with Biome-BGC and is referred
to as the ecosystem memory experiment. In the ecosystem memory experiment,
parallel simulations were run to create an ensemble. The simulations were in-
tegrated using long-term weather until the systems were a statistical steady state
(year-to-year carbon fluxes varied with the weather, but decadal fluxes were
stable). This results in systems with relatively low Net Ecosystem Exchange and



Daily NEE (g m2 ¢!

Daily NEE (g2 d™)

16. Remembrance of Weather Past 353

Net Primary Productivity. We chose this state because it makes the sensitivity
of disparate systems comparable, and to maximize sensitivity of the analysis.
The experiments were identical in every respect until 1975, which we chose
arbitrarily as the base year. Note that the base year includes daily, seasonal, and
interannual variability although most figures show annual results (Fig. 16.1).
Simulations were integrated in which the weather from each of the 10 years
prior to and including 1975 were substituted for 1975 (Table 16.1). After 1975,
the inputs to all runs were once again identical. Table 16.1 shows the differences
in annual meteorological parameters between the long-term mean, the base year
of 1975, and each year substituted for 1975 to create the ensemble. The simu-
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Figure 16.1. Simulated daily NEE for the Harvard Forest stand base cases. This figure
illustrates the amount of variability on all timescales inherent in the simulations and the
significant differences in the character of fluxes between growth forms. The Harvard
Forest is shown to visualize the amount and scales of variability. Hyytiala’s simulations
have comparable daily, seasonal and interannual variability in fluxes. To produce Figs.
16.2 through 16.7, the annual values of the perturbed simulations were subtracted from
the annual values derived from the base simulation to visualize the relative change in-
troduced by direct and delayed effects. (A) Harvard Deciduous; (B) Harvard Coniferous.
Subsequent plots are based on annual rather than daily values.
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Table 16.1. Location and meteorology for the Harvard Forest and Hyytiala sites.
Annual meterological parameters are shown for the mean, the base year of 1975, and
the years substituted for 1975 to create the ensemble. Note that the model is run using
daily weather files and these are computed average values.

Mean

Mean vapor Mean

annual pressure Incident
Year Mean T° SD precip. SD deficit SD  shortwave SD
Hyvitiala, Finland,
61°51'N
1965-1994 4.67 1.0 70.52 10.7 41455 32770  162.27 5.05
(annual)
1965 4.17 9.8 65.53 — 4135 3964 163.0 135.6
1966 327 118 6843 — 4157 4633 161.17  140.2
1967 483 110 83.4 — 400.7 3919 157.2 135.9
1968 3.9 10.8 61.78 — 4119 4213 161.5 137.0
1969 380 113 61.18 — 46199 4713 171.8 143.9
1970 4.09 10.7 6724 — 411.14 436.6 159.6 139.4
1971 4.63 993 6032 — 4792 5132 168.69  141.0
1972 577 100 75.5 — 4174 4322 160.7 136.6
1973 492 103 59.24 — 44291 4624 162.17  135.2
1974 6.03 7.7 97.85 — 389.26 375.5 158.5 136.3
1975 (Base) 6.4 8.7 60.09 — 4684  445.1 167.32 1412
Havard Forest
USA,
42°30'N
1965-1994 9.8 07 111.7 194 6394 36.5 316.33 8.2
(annual mean)
1965 9.1 10.9 62.5 — 647 4742 321.5 124.2
1966 9.78  10.2 80.88 — 684.59 489.1 320.52 121.6
1967 9.0 10.5 1121 — 6065 4269 32428 121
1968 9.41 11.2 87.06 — 648.44 454.6 324 122.2
1969 9.56 105 103.01 — 61047 4249 314.67 123.6
1970 926 114 8633 — 629.83 454 327.04 1198
1971 9.51 10.9 99.84 — 63521 4513 32524 1274
1972 877 103 12284 — 550.73 395 308.94 1239
1973 10.7 10.1 12359 — 63593 4123 313.65 1125
1974 9.51 10 10793 — 60446 419.1 320.74 1185
1975 (Base) 10.0 104 1357 — 62227 4379 309.63  128.7

lations of 1965 to 1994 differed only during simulated 1975. By comparing the
perturbed runs to the base case (1975 weather was the actual weather for that
year), we could assess how long ecosystem pools and fluxes would be influenced
by past weather conditions.

We substituted natural variability in climate forcing as an alternative to a
systematic factorial sensitivity analysis in order to (1) probe realistic levels of
ecosystem response to the degree of natural variability experienced at each site,
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and (2) because, as a practical matter, it is difficult to distribute a systematic
perturbation over a daily weather year, while maintaining realistic autocorrela-
tion, correlations between climate variables, event structures, and other charac-
teristics of the weather that affect ecosystems. As Knapp and Smith (2001) show,
ecosystem characteristics are closely adapted to both the local mean and natural
variability of the site. Our ensemble approach produces a model estimate of
responses scaled to representative behavior at each site. A systematic sensitivity
experiment may produce exaggerated results in some cases, while underesti-
mating the response in others, depending on the relationship of the perturbations
applied to a site’s natural variability.

16.2.3 Sites

Two sites were used for the ecosystem memory experiment: Hyytiala, Finland,
and Harvard Forest, United States. At each site, defined in the model by latitude,
climate (see Table 16.1), and soils, deciduous and coniferous stands were sim-
ulated. Meteorological data were derived from local weather station records, as
both sites had available daily meteorological data. Both deciduous and conif-
erous growth forms were simulated: first, because the two regions contain both
growth forms (the Hyytiala region contains birch and deciduous understory veg-
etation, although the flux site footprint is pine); and second, to examine the
effect of differences between growth forms in leaf turnover time and foliar chem-
istry. Note that for the Harvard Forest site, by chance, 1975 was the wettest and
one of the warmest years in the period from 1965 to 1975. As a consequence,
at that site, the ensemble members differ monotonically and systematically from
the base case.

16.3 Results and Discussion

16.3.1 Responses of Net Ecosystem Exchange

We analyzed the initial and long-term responses of multiple ecosystem variables.
Plotting the difference between the base case and perturbed ensemble members
allows visualization of how long weather effects in a single year cause indirect
ecosystem responses. Fig. 16.2 shows the difference in NEE resulting from a
single year’s perturbation. NEE fluxes are significantly affected by weather in
prior years. The effect is large for several years and can continue for periods of
decades.

The differences in NEE were often larger in the year after the perturbed year
(1975), even though the weather for that subsequent year was identical for all
simulations. NEE slowly returned to the base case and generally approached the
baseline after 3 to 5 years. The rates and pattern of this “relaxation” were eco-
system specific. Note that because these experiments were analyzed while sys-
tems were at a mature NEE/NPP state, the sensitivity expressed as a fractional
change is amplified relative to systems rapidly accumulating carbon. Experience
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Figure 16.2. Net ecosystem exchange for the model ensemble. All results are shown as
annual % difference from the base case. The shaded envelope brackets the ensemble of
results; individual ensemble results are shows as points within the envelope. (A) the
Hyytiala site coniferous stand; (B) the Harvard Forest coniferous stand; (C) Hyytiala
decidous; and (D) Harvard Forest deciduous stand.

with this model suggests that the various effects described below remain sig-
nificant and are on the order of 10% to 50% of the mean NEE flux in accu-
mulating stands (Thornton et al. 2002).

The effects on NEE do not decay away smoothly but decline and recur, de-
pending on the subsequent year’s weather and variations in litter carbon and
leaf area. Ecosystem sensitivity to climate variability in one year is contingent
on responses to the weather in previous years. Since fluxes per se have no
memory in the model, these lags arise because of changes to model state vari-
ables, including carbon, nitrogen, or water pools. Responses to weather in one
year can predispose ecosystem component fluxes to respond more or less
strongly to weather in subsequent years. This type of contingency, though ex-
pected from ecosystem theory, is rarely accounted for in analyses of biogeo-
chemical flux time series (Goulden et al. 1996; Kelly et al. 2000).

1995
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16.3.2 State Variable Dynamics

Plotting state variable changes over time provides insights into the mechanisms
causing lagged responses in NEE (Fig. 16.3). The responses of maximum leaf
area, soil water, soil nitrogen, and litter mass are shown for the Harvard Forest
Coniferous simulation; other sites and growth forms show qualitatively similar
results. Foliage, soil water, and nitrogen cycles were all affected by the weather
perturbation and then recovered on different timescales. Soil water generally
responds quickly (1-2 years) and quickly returns to the base case, which is
expected since the modeled turnover time for soil water is a little less than a
year. Leaf area also has a short turnover time (depending on coniferous or de-
ciduous growth habit) but is affected through water and nitrogen effects on
productivity for many years. Since the nitrogen cycling response is controlled
by decomposition, it responds slowly, as does litter carbon. Litter responds to
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Figure 16.3. Effects on key state variables. All results are shown as annual % difference
from the base case. Example results are shown for the Harvard Forest Coniferous stand.
(A) Maximum leaf area index; (B) Litter carbon; (C) Soil water; and (D) soil mineral
nitrogen (plant available N).
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altered NPP and then returns to quasi-equilibrium slowly with a rate determined
by litter decomposition rates and changes to inputs from NPP. Nitrogen plays a
key role in coupling plant and soil time scales together. Rates of N cycling are
modified by the initial water and litter C perturbations. Altered N cycling then
affects productivity, litter production, and so feeds back again to N cycling and
SO on.

Plant growth forms affect response times of state variables. The magnitude
of effects arising from growth forms is at least as large as the differences be-
tween latitudes, based on this limited comparison. Fig. 16.4 shows a comparison
of leaf area responses between growth forms at the two sites. Sites and growth
forms differ significantly in their responses. The difference in peak proportional
response between the deciduous and coniferous responses is large (6 vs. 18%
for the northern site) compared to the mean site-to-site differences (9 vs. 12%).
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Figure 16.4. Effect of growth form and site on state variables: maximum leaf area index.
All results are shown as annual % difference from the base case. This figure compares
leaf area index responses of coniferous and deciduous stands at the two sites. (A) Hyytiala
Coniferous; (B) Harvard Coniferous; (C) Harvard Deciduous; and (D) Hyytiala Decid-
uous.
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For three of the simulations, the timescale of the LAI perturbation is about 15
years, while at the Harvard Forest deciduous site, the timescale is only about 4
years. In the case of the northern deciduous simulation, the extremely long
timescale appears to result from the long-lived perturbation to the nitrogen cycle,
which in this cold forest is controlled by slow decomposition rates. The differ-
ences are indicative of the additional parameterization and validation needed to
accurately model “slow” responses globally.

16.3.3 GPP and Ecosystem Respiration Responses

Ecosystem state variables have direct effects on the component fluxes Gross
Primary Production and Ecosystem Respiration (ER = microbial respiration +
plant growth and maintenance respiration). Fig. 16.5 shows proportional changes
in GPP and ER for the coniferous sites. The proportional changes in GPP and
ER are larger than those in the state variables, although much smaller than the
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Figure 16.5. GPP and Ecosystem respiration for the coniferous sites. Results are annual
% difference from the base case. (A) Hyytiala GPP; (B) Harvard GPP; (C) Hyytiala
Respiration; and (D) Harvard Respiration.
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changes in NEE (see Fig. 16.2). The initial responses and recovery of GPP and
ER are smoother than those of NEE. The highly discontinuous responses of
NEE occur because GPP and ER change out of phase with one another, on
slightly different timescales, causing the difference to vary nonlinearly. Growth
form also affects the responses of GPP and ER. Fig. 16.6 compares the GPP
perturbations for the Harvard Forest coniferous and deciduous simulations. The
GPP effects are longer lasting in the coniferous stand, due mainly to the multi-
year needle retention time, and secondarily to coupled effects resulting from
slower decomposition rates.

NEE is more sensitive to lagged effects than are GPP and ER separately.
Large effects on NEE occur when GPP and ER responses are uncorrelated in
time. A variety of ecosystem processes can cause uncorrelated changes in ER
and GPP. For example, the production of a large litter cohort in one year may
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Figure 16.6. GPP perturbations (annual % difference from the base case) for the Harvard
Forest coniferous and deciduous simulations, showing the effects of growth form on a
component flux response. Note that ER in the model is computed from the sum of plant
growth respiration maintenance respiration and heterotrophic respiration, all of which are
computed separately. (A) Coniferous; (B) Deciduous.
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increase ER the next year without a corresponding impact on state variables
affecting photosynthesis. Changes in nitrogen availability driven by changes in
litter mass and heterotrophic activity may also affect GPP. The effects of climate
perturbations tend to be largest the year after the perturbation. During the anom-
alous year, changes to temperature and moisture affect both autotrophic and
heterotrophic processes. The effects on GPP and ER are largest initially but may
cancel each other out. In subsequent years, the anomalies in GPP and ER are
smaller but uncorrelated, leading to larger effects on NEE than in the year when
GPP and ER respond the most.

16.3.4 Multiple Steady States in Total Carbon Storage

State variables are important controls in ecosystem models because of the strong
first-order dependence of most fluxes. Because the state variables change slowly
relative to fluxes and change as a consequence of integrated fluxes, they con-
tribute low-frequency behavior to the model. Differences in the values of state
variables that are small relative to measurement error, and too small to simulate
accurately, will affect model solutions. This is a precondition for complex re-
sponses or even chaotic behavior (May 2001). Fig. 16.7 shows that the model,
examined in terms of total carbon storage, has multiple steady states, at least on
decadal timescales. Each realization of the model equilibrates at a slightly dif-
ferent level of total carbon. Initially, the total carbon responses diverge, a pre-
condition for chaotic behavior. For the model to be chaotic, these responses
would have to diverge exponentially as a function of an initial infinitesimal
perturbation. The plots show modest quantitative differences between model
states, but given that the variable plotted is total carbon, these small differences
are significant. Given the timescale of the perturbation, the differences would
be entirely between much smaller active pools (e.g., litter, microbial C, leaf area)
and so significant for fluxes. These small differences in state can “precondition”
the system for later, altered sensitivity as can be seen 5 to 15 years after the
perturbation for some site/growth form combinations.

16.3.5 Significance of Lagged Effects

Ecosystem responses to the environment are a complex mixture of immediate
responses to environmental variability and indirect effects mediated through bi-
ological processes. Ecosystems therefore respond to any given forcing (e.g.,
weather) on multiple timescales. This is a characteristic of systems that contain
components that respond with different time-constants. The carbon cycle liter-
ature has long identified multiple timescales of response as a key aspect of
ecosystem behavior (Moore and Braswell 1994; Schimel et al. 1997). Recent
papers have begun to address this question as well, as time series grow longer
(Katul et al. 2001a,b; Baldocchi, Falge, and Wilson 2001). Ecosystem memory—
the effects of prior disturbance and weather forcing of ecosystem responses—
exerts a significant effect on net carbon exchange (Vukicevic, Braswell, and
Schimel 2001).
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Figure 16.7. Total ecosystem carbon (plant plus soil stocks) for both sites and growth
forms, shown as annual % difference from the base case. Each individual ensemble
member is shown as a separate trajectory and is color-coded. To create the ensemble
members, a year previous to 1975, chosen from 1965 to 1974, is substituted in place of
1975; the substituted year is indicated in the legend in Panel C. Note the variety of
dynamical responses of total C illustrated by the NEE trajectories. All simulations show
parallel behavior of ensemble members as they approach new steady states (possibly
converging on very long timescales). (A) the Hyytiala site coniferous stand; (B) the
Harvard Forest coniferous stand; (C) Hyytiala deciduous; and (D) Harvard Forest decid-
uous stand.

Braswell et al. (1997) and Vukicevic, Braswell, and Schimel (2001) argue that
the atmospheric carbon dioxide response to temperature variability suggests that
ecosystems respond initially to increased temperature by releasing carbon, but
that a delayed increase in uptake occurs on average 1 to 3 years after the initial
release. They hypothesized that this occurs because increased respiration in the
initial year causes increased nutrient availability, and hence increased produc-
tivity in subsequent years, without a balancing increase in respiration. There is
some evidence for this pattern in the ecosystem memory experiment, as this is
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the pattern shown in the Harvard Forest deciduous simulation. Other sites and
forest types show other responses. As in Schimel et al. (1996) and Braswell et
al. (1997), Biome-BGC suggests that ecosystem characteristics significantly in-
fluence the response to climate variability. Large responses in the atmosphere
must result when spatially coherent climate anomalies trigger responses across
ecosystems that respond in similar ways. Vukicevic, Braswell, and Schimel
(2001) show that a dominant mode of temperature variability on land occurs in
the Northern Hemisphere mid-latitudes, a region that contains most temperate
deciduous forests. Because effects of weather in prior years can significantly
alter NEE, GPP, and ER from average values, we caution that space-for-time
analyses where short flux records are plotted against mean or current year’s
climate (Valentini et al. 2000) may be significantly affected by lagged effects.
As a result, space for time substitution can give extremely misleading results
for environmental controls over fluxes.

16.3.6 The Response Hierarchy and State Space Estimation

We observed a hierarchy in the impact of indirect effects from state variables
to component fluxes to the integrated (NEE) flux. The ecosystem memory ex-
periment shows that lagged effects are discernible in ecosystem state variables
such as leaf area, soil water, soil mineral nitrogen, and litter mass. The magni-
tude of these effects is of the order 1% to 18% difference from the base case,
depending on variable and time since disturbance. The effects persist for 3 to
15 years. The ecosystem component fluxes (GPP and ER) likewise show lagged
effects and have delayed responses of up to 25% to 50%. The component fluxes
show their largest responses soon after the initiation of the ensemble and decay
away smoothly. Delayed differences relative to the base case arise from lags in
the ecosystem state variables, because, unlike fluxes, they are able to carry
information from one time step to the next. NEE is the difference between GPP
and ER and is, therefore, typically a small fraction of either flux. Small changes
in either GPP or ER can cause large changes in NEE. The magnitude of the
differences between ensemble members in NEE is of the order 50% to 1500%,
far larger than the proportional differences in state variables or the component
fluxes. At each level of control, the effects of the perturbation are amplified.
Accurate simulation of NEE on the interannual timescale depends on highly
accurate simulation of state variables and component fluxes of GPP and ER.
Note that the sensitivity of modeled fluxes to key control variables, such as
leaf area and litter fall, has profound implications for measurement strategies. It
has long been known that errors in GPP scales nearly linearly with errors in
leaf area, and as a result major efforts have gone into developing in situ and
satellite estimates of leaf area (Running et al. 1994). The current state of the art
allows for precision in LAI measurements at the stand scale of 10% to 25% of
the mean. Model predictions of leaf area can typically be verified to within
about 10% to 25% of the true value. This may result in acceptable errors in
GPP and NPP, which are also typically known to within about 25% (Parton et
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al. 1993) but can result in very large errors in NEE (including a possible sign
change). Similar scaling applies to errors in ecosystem respiration, which, how-
ever, is rarely measured with comparable accuracy and precision to NPP or GPP.

Until the relatively recent advent of long, quality-controlled NEE time series
from eddy covariance, model verification was usually based on comparison to
state variables, and NPP, estimated from state variables. Accurate simulation of
NEE will require models whose simulation of key state variables is optimized
as carefully as are parameter values. While correct model structure and accurate
parameters will help with simulation of state variables, other techniques may
also be applied. State space estimation, or adjustment of initial and simulated
state variable values to minimize the difference between observed and simulated
fluxes, while accounting for uncertainties in all variables, is a clear alternative
to estimation and tuning or model parameters. This approach is widely used in
geophysical models and in weather forecasting and is well justified in systems
where model evolution depends sensitively on poorly known state variables
(Kalnay, in press).

The sensitivity of NEE to small changes in state variables may explain some
of the discrepancies among ecosystem models (Melillo et al. 1995). Ecosystem
models with similar structures and parameterizations generally perform similarly
under today’s climate and compare similarly against NPP data (Schimel et al.
2000; Jenkins, Birdsey, and Pan 2001). However, these same models tend to
diverge when simulating climate change (Melillo et al. 1995). Given the sensi-
tivity of NEE to small differences in LAI and other state variables, model biases
too small to detect with today’s data can have large impacts on modeled NEE.
This provides an alternate perspective on model-model disagreements and sug-
gests that far more detailed model intercomparisons will be required to diagnose
the cause of differences, such as detailed diagnoses of interannual variability.
Models validated against state variable measurements can have major errors in
NEE, and equally “valid” models can differ substantially in predictions. Small
errors, undetectable with current measurements, in allocation, litter chemistry,
soil water, and other key states can accumulate and produce large errors in the
long-term carbon balance. This is especially true when models represent aggre-
gated properties (stands or pixels) and average parameter values must be esti-
mated. Long-term modeling of NEE can easily require more accuracy than
sampling error permits! Correct models may not even be identifiable with current
process study techniques. The solution to this dilemma is not purely reductionist,
but rather through the use of novel estimation strategies, as discussed above.

16.3.7 Complex Dynamics in the Carbon System

It is well known that model systems can exhibit stable or chaotic behavior,
depending on parameter values (May 2001). In the state and parameter domain
examined in this study, Biome-BGC exhibits multiple steady states but not cha-
otic dynamics. As ecosystem models and data are analyzed under more and
more conditions, we should pay close attention to appropriate diagnostics to
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identify whether systems are entering chaotic domains. The existence of chaotic
behavior in biogeochemical systems would have a major impact on both ob-
serving system design and modeling strategy. Currently, monitoring and analysis
systems for chaotic systems (e.g., the atmosphere, some animal populations)
exist, but most biogeochemical observations have tacitly assumed a high degree
of linearity between forcing and response (Schimel et al. 1997). If this were to
change with alterations in either the biota or the climate system, management
of carbon, water quality, and other ecological goods and services would become
even more challenging.

Katul et al. (2001b) suggested that ecosystems were dissipative systems, cre-
ating some degree of order from chaotic atmospheric forcing (this amounts to
an operational definition of life, couched in terms of fluxes). That hypothesis
remains tenable. Our results suggest that one mechanism of dissipation is to
“rectify” chaotic forcing from the atmosphere into longer timescales. These
model results show that interannual variability in climate forcing of ecosystems
has impacts on timescales up to decadal. Ecosystem responses may be propor-
tional in the integral to the chaotic portion of forcing but spread over a long
period of time, thus limiting the change to average or instantaneous rates. Be-
cause NEE is a small difference between large opposing fluxes, its dynamical
characteristics are different from the variables ecosystem modelers have focused
on for decades (NPP, biomass, and other state variables). Our study addresses
intermediate timescales just reached in the short time series that Katul et al.
(2001b) analyzed, but it has implications for behavior over a longer term. Eco-
systems may either damp or amplify high-frequency chaotic forcing into chaotic
fluxes on longer timescales, depending on whether ecosystems are chaotic sys-
tems themselves. Models and data about the dynamical characteristics of bio-
geochemical systems have just reached the point where questions about
complexity, nonlinearity, and predictability can be concretely addressed.

16.4 Summary

Understanding the contribution to ecosystem change from processes with dif-
ferent time constants is extremely difficult using short observational time series.
We used a model to simulate observations of ecosystem flux and state variables
and then linked behavior in the simulated observations to underlying mecha-
nisms and timescales as a model for developing new strategies for observing
and analyzing ecosystems. We performed a simple model experiment, using a
widely used and well-tested ecological mode, Biome-BGC. We ran many parallel
multidecadal simulations, which differed only in the weather during one year
(simulated 1975). One simulation used 1975 weather during 1975 while the
others had different weather years substituted in that year. Following the 1975
perturbation, the inputs were again identical. This allowed us to analyze both
the rate of recovery of ecosystem variables after a one-year perturbation and the
mechanisms that caused delayed responses. We observed a hierarchy in the im-
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pact of indirect effects arising from state variables and component fluxes upon
the integrated (NEE) flux. State variables such as leaf area, soil water, and litter
mass were affected by 1% to 15% difference from the base case. The effects
persisted for 3 to 15 years. The ecosystem component fluxes (GPP and ecosys-
tem respiration) had responses of up to 25% to 50%, which persisted for 3 to
5 years. The component fluxes show their largest responses soon after the ini-
tiation of the ensemble and decay away smoothly. Net Ecosystem Exchange was
altered by 50% to 1500% with lagged effects persisting for many years. The
fluxes themselves have no memory per se and so lagged differences from the
base case arise from anomalies in the ecosystem state variables. The model
suggests that a large fraction of interannual variation in NEE occurs when subtle
lagged changes in GPP and Ecosystem Respiration occur out of phase with each
other. The sensitivity of NEE to small changes in state variables may explain
some of the discrepancies amongst ecosystem models. Model biases too small
to detect with today’s data can have large impacts on modeled NEE. Models
validated against state variable measurements can have major errors in NEE,
and equally “valid” models can differ substantially in predictions. Aggregated
state variables (ecosystem carbon storage) showed multiple steady states but not
chaotic dynamics. Biogeochemical systems may be, however, on the “edge” of
chaos and future observations, and models should consider the possibility of
highly nonlinear and chaotic dynamics arising as novel climate and ecological
changes occur.
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