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In this chapter methods of handling missing attribute values in Data Mining 
are described. These methods are categorized into sequential and parallel. In 
sequential methods, missing attribute values are replaced by known values first, 
as a preprocessing, then the knowledge is acquired for a data set with all known 
attribute values. In parallel methods, there is no preprocessing, i.e., knowledge 
is acquired directly from the original data sets. In this chapter the main emphasis 
is put on rule induction. Methods of handling attribute values for decision tree 
generation are only briefly summarized. 

Missing attribute values, lost values, do not care conditions, incomplete data, 
imputation, decision tables. 

1. Introduction 
We assume that input data for Data Mining are presented in a form of a 

decision table (or data set) in which cases (or records) are described by at- 
tributes (independent variables) and a decision (dependent variable). A very 
simple example of such a table is presented in Table 3.1, with the attributes 
Temperature, Headache, and Nausea and with the decision Flu. However, 
many real-life data sets are incomplete, i.e., some attribute values are missing. 
In Table 3.1 missing attribute values are denoted by "?"s. 

The set of all cases with the same decision value is called a concept. For 
Table 3.1, case set (1, 2,4, 8) is a concept of all cases such that the value of 
Flu is yes. 
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Table 3.1. An Example of a Data Set with Missing Attribute Values. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

- 

high 
very-high 

? 
high 
high 

normal 
normal 

? 

There is variety of reasons why data sets are affected by missing attribute 
values. Some attribute values are not recorded because they are irrelevant. For 
example, a doctor was able to diagnose a patient without some medical tests, 
or a home owner was asked to evaluate the quality of air conditioning while the 
home was not equipped with an air conditioner. Such missing attribute values 
will be called "do not care" conditions. 

Another reason for missing attribute values is that the attribute value was 
not placed into the table because it was forgotten or it was placed into the table 
but later on was mistakenly erased. Sometimes a respondent refuse to answer 
a question. Such a value, that matters but that is missing, will be called lost. 

The problem of missing attribute values is as important for data mining as 
it is for statistical reasoning. In both disciplines there are methods to deal 
with missing attribute values. Some theoretical properties of data sets with 
missing attribute values were studied in (Imielinski and Lipski, 1984; Lipski, 
1979; Lipski, 1981). 

In general, methods to handle missing attribute values belong either to se- 
quential methods (called also preprocessing methods) or to parallel methods 
(methods in which missing attribute values are taken into account during the 
main process of acquiring knowledge). 

Sequential methods include techniques based on deleting cases with miss- 
ing attribute values, replacing a missing attribute value by the most common 
value of that attribute, assigning all possible values to the missing attribute 
value, replacing a missing attribute value by the mean for numerical attributes, 
assigning to a missing attribute value the corresponding value taken from the 
closest fit case, or replacing a missing attribute value by a new vale, computed 
from a new data set, considering the original attribute as a decision. 

The second group of methods to handle missing attribute values, in which 
missing attribute values are taken into account during the main process of 
acquiring knowledge is represented, for example, by a modification of the 
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LEM2 (Learning from Examples Module, version 2) rule induction algorithm 
in which rules are induced form the original data set, with missing attribute 
values considered to be "do not care" conditions or lost values. C4.5 (Quin- 
lan, 1993) approach to missing attribute values is another example of a method 
from this group. C4.5 induces a decision tree during tree generation, splitting 
cases with missing attribute values into fractions and adding these fractions 
to new case subsets. A method of surrogate splits to handle missing attribute 
values was introduced in CART (Breiman et al., 1984), yet another system 
to induce decision trees. Other methods of handling missing attribute values 
while generating decision trees were presented in (Brazdil and Bmha, 1992) 
and (Bruha, 2004) 

In statistics, painvise deletion (Allison, 2002) (Little and Rubin, 2002) is 
used to evaluate statistical parameters from available information. 

In this chapter we assume that the main process is rule induction. Addi- 
tionally for the rest of the chapter we will assume that all decision values are 
known, i.e., specified. Also, we will assume that for each case at least one 
attribute value is known. 

2. Sequential Methods 
In sequential methods to handle missing attribute values original incomplete 

data sets, with missing attribute values, are converted into complete data sets 
and then the main process, e.g., rule induction, is conducted. 

2.1 Deleting Cases with Missing Attribute Values 
This method is based on ignoring cases with missing attribute values. It is 

also called listwise deletion (or casewise deletion, or complete case analysis) 
in statistics. All cases with missing attribute values are deleted from the data 
set. For the example presented in Table 3.1, a new table, presented in Table 
3.2, is created as a result of this method. 

Table 3.2. Dataset with Deleted Cases with Missing Attribute Values. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

1 veryhigh Yes Yes Yes 
2 high Yes Yes Yes 
3 normal Yes no no 
4 normal no Yes no 
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Obviously, a lot of information is missing in Table 3.2. However, there are 
some reasons (Allison, 2002), (Little and Rubin, 2002) to consider it a good 
method. 

2.2 The Most Common Value of an Attribute 
In this method, one of the simplest methods to handle missing attribute val- 

ues, such values are replaced by the most common value of the attribute. In 
different words, a missing attribute value is replaced by the most probable 
known attribute value, where such probabilities are represented by relative fre- 
quencies of corresponding attribute values. This method of handling missing 
attribute values is implemented, e.g., in CN2 (Clark, 1989). In our example 
from Table 3.1, a result of using this method is presented in Table 3.3. 

Table 3.3. Dataset with Missing Attribute Values replaced by the Most Common Values. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

high 
very-high 

high 
high 
high 

normal 
normal 

high 

For case 1, the value of Headache in Table 3.3 is yes since in Table 3.1 the 
attribute Headache has four values yes and two values no. Similarly, for case 
3, the value of Temperature in Table 3.3 is high since the attribute Temperature 
has the value veryhigh once; normal twice, and high three times. 

23 The Most Common Value of an Attribute Restricted 
to a Concept 

A modification of the method of replacing missing attribute values by the 
most common value is a method in which the most common value of the at- 
tribute restricted to the concept is used instead of the most common value for 
all cases. Such a concept is the same concept that contains the case with miss- 
ing attribute value. 

Let us say that attribute a has missing attribute value for case x from con- 
cept C and that the value of a for x is missing. This missing attribute value is 
exchanged by the known attribute value for which the conditional probability 
P(knouln value of a for case x IC) is the largest. This method was imple- 
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mented, e.g., in ASSISTANT (Kononenko et al., 1984). In our example from 
Table 3.1, a result of using this method is presented in Table 3.4. 

Table 3.4. Dataset with Missing Attribute Values Replaced by the Most Common Value of the 
Attribute Restricted to a Concept 

Case Attributes Decision 
Temperature Headache Nausea Flu 

1 high Yes no Yes 
2 veryhigh Yes Yes Yes 
3 normal no no no 
4 high Yes Yes Yes 
5 high no Yes no 
6 normal Yes no no 
7 normal no Yes no 
8 high Yes Yes Yes 

For example, in Table 3.1, case 1 belongs to the concept (1, 2, 4, 81, all 
known values of Headache, restricted to (1, 2, 4, 81, are yes, so the missing 
attribute value is replaced by yes. On the other hand, in Table 3.1, case 3 
belongs to the concept (3, 5, 6, 71, and the value of Temperature is missing. 
The known values of Temperature, restricted to (3, 5, 6, 7) are: high (once) 
and normal (twice), so the missing attribute value is exchanged by normal. 

2.4 Assigning All Possible Attribute Values to a Missing 
Attribute Value 

This approach to missing attribute values was presented for the first time in 
(Grzymala-Busse, 1991) and implemented in LERS. Every case with missing 
attribute values is replaced by the set of cases in which every missing attribute 
value is replaced by all possible known values. In the example from Table 3.1, 
a result of using this method is presented in Table 3.5. 

In the example of Table 3.1, the first case from Table 3.1, with the missing 
attribute value for attribute Headache, is replaced by two cases, li and lii, 
where case 1' has value yes for attribute Headache, and case lii has values no 
for the same attribute, since attribute Headache has two possible known values, 
yes and no. Case 3 from Table 3.1, with the missing attribute value for the 
attribute Temperature, is replaced by three cases, 3i, 3ii, and 3iii, with values 
high, veryhigh, and normal, since the attribute Temperature has three possible 
known values, high, veryhigh, and normal, respectively. Note that due to this 
method the new table, such as Table 3.5, may be inconsistent. In Table 3.5, 
case lii conflicts with case 3i, case 4 conflicts with case 5i, etc. However, 
rule sets may be induced from inconsistent data sets using standard rough- 
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Table 3.5. Dataset in Which All Possible Values are Assigned to Missing Attribute Values. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

high 
high 

veryfiigh 
high 

veryfiigh 
normal 

high 
high 
high 

normal 
normal 

high 
high 

veryhigh 
very-high 

normal 
normal 

set techniques, see, e.g., (Grzymala-Busse, 1988), (Grzymala-Busse, 1991), 
(Grzymala-Busse, 1992), (Grzymala-Busse, 1997), (Grzymala-Busse, 2002), 
(Polkowski and Skowron, 1998). 

2.5 Assigning All Possible Attribute Values Restricted to a 
Concept 

This method was described, e.g., in (Grzymala-Busse and Hu, 2000). Here, 
every case with missing attribute values is replaced by the set of cases in which 
every attribute a with the missing attribute value has its every possible known 
value restricted to the concept to which the case belongs. In the example from 
Table 3.1, a result of using this method is presented in Table 3.6. 

In the example of Table 3.1, the first case from Table 3.1, with the missing 
attribute value for attribute Headache, is replaced by one with value yes for 
attribute Headache, since attribute Headache, restricted to the concept (1, 2, 
4, 8) has one possible known value, yes. Case 3 from Table 3.1, with the 
missing attribute value for the attribute Temperature, is replaced by two cases, 
3a and 3ii, with values high and veryhigh, since the attribute Temperature, 
restricted to the concept (3, 5, 6, 7) has two possible known values, normal 
and high, respectively. Again, due to this method the new table, such as Table 
3.6, may be inconsistent. In Table 3.6, case 4 conflicts with case 5i, etc. 
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Table 3.6. Dataset in which All Possible Values, Restricted to the Concept, are Assigned to 
Missing Attribute Values. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

high 
veryhigh 

normal 
high 
high 
high 
high 

normal 

8' high Yes Yes Yes 
@a high Yes no s""" Yes 

veryhigh 
s i v  

Yes Yes Yes 
veryhigh Yes no Yes 

2.6 Replacing Missing Attribute Values by the Attribute 
Mean 

This method is used for data sets with numerical attributes. An example of 
such a data set is presented in Table 3.7. 

Table 3.7. An Example of a Dataset with a Numerical Attribute. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

In this method, every missing attribute value for a numerical attribute is re- 
placed by the arithmetic mean of known attribute values. In Table 3.7, the mean 
of known attribute values for Temperature is 99.2, hence all missing attribute 
values for Temperature should be replaced by 99.2. The table with missing 
attribute values replaced by the mean is presented in Table 3.8. For symbolic 
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attributes Headache and Nausea, missing attribute values were replaced using 
the most common value of the attribute. 

Table 3.8. Data set in which missing attribute values are replaced by the attribute mean and 
the most common value 

Case Attributes Decision 
Temperature Headache Nausea Flu 

2.7 Replacing Missing Attribute Values by the Attribute 
Mean Restricted to a Concept 

Similarly as the previous method, this method is restricted to numerical at- 
tributes. A missing attribute value of a numerical attribute is replaced by the 
arithmetic mean of all known values of the attribute restricted to the concept. 
For example from Table 3.7, case 3 has missing attribute value for Temper- 
ature. Case 3 belong to the concept (3, 5, 6, 7). The arithmetic mean of 
known values of Temperature restricted to the concept, i.e., 99.8, 96.4, and 
96.6 is 97.6, so the missing attribute value is replaced by 100.8. On the other 
hand, case 8 belongs to the concept {1,2,4,8), the arithmetic mean of 100.2, 
102.6, and 99.6 is 100.8, so the missing attribute value for case 8 should be re- 
placed by 100.8. The table with missing attribute values replaced by the mean 
restricted to the concept is presented in Table 3.9. For symbolic attributes 
Headache and Nausea, missing attribute values were replaced using the most 
common value of the attribute restricted to the concept. 

2.8 Global Closest Fit 
The global closes fit method (Grzymala-Busse et al., 2002) is based on re- 

placing a missing attribute value by the known value in another case that resem- 
bles as much as possible the case with the missing attribute value. In searching 
for the closest fit case we compare two vectors of attribute values, one vector 
corresponds to the case with a missing attribute value, the other vector is a can- 
didate for the closest fit. The search is conducted for all cases, hence the name 
global closest fit. For each case a distance is computed, the case for which the 
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Table 3.9. Data set in which missing attribute values are replaced by the attribute mean and 
the most common value, both restricted to the concept 

--- - -  

Case Attributes Decision 
Temperature Headache Nausea Flu 

distance is the smallest is the closest fitting case that is used to determine the 
missing attribute value. Let x and y be two cases. The distance between cases 
x and y is computed as follows 

71 

distance(x, y )  = distance(xi7 yi) ,  
i=l 

where 

I 1 if x and y are symbolic and X i  # yi, 
distance(xi7 yi)  = or xi =? or yi =?, 

if xi and yi are numbers and xi # yi , 

where r is the difference between the maximum and minimum of the known 
values of the numerical attribute with a missing value. If there is a tie for two 
cases with the same distance, a kind of heuristics is necessary, for example, 
select the first case. In general, using the global closest fit method may result 
in data sets in which some missing attribute values are not replaced by known 
values. Additional iterations of using this method may reduce the number of 
missing attribute values, but may not end up with all missing attribute values 
being replaced by known attribute values. 

For the data set in Table 3.7, distances between case 1 and all remain- 
ing cases are presented in Table 3.10. For example, the distance d ( l , 2 )  = 
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1- + 1 + 1 = 2.39. For case 1, the missing attribute value (for at- 
tribute Headache) should be the value of Headache for case 5 ,  i.e., yes, since 
for this case the distance is the smallest. However, the value of Headache for 
case 5 is still missing. The table with missing attribute values replaced by the 
value computed on the basis of the global closest fit is presented in Table 3.1 1. 
Some missing attribute values are still present in this table. In such cases it 
is recommended to use another method of handling missing attribute value to 
replace all missing attribute values by known attribute values. 

Table 3.11. Data Set Processed by the Global Closest Fit Method. 

Case Attributes 
Temperature Headache Nausea 

Decision 
Flu 

2.9 Concept Closest Fit 
This method is similar to the global closest fit method. The difference is 

that the original data set, containing missing attribute values, is first split into 
smaller data sets, each smaller data set corresponds to a concept from the orig- 
inal data set. More precisely, every smaller data set is constructed from one of 
the original concepts, by restricting cases to the concept. For the data set from 
Table 3.7, two smaller data sets are created, presented in Tables 3.12 and 3.13. 

Table 3.12. Dataset Restricted to the Concept (1, 2,4,8). 

Case Attributes Decision 
Temperature Headache Nausea Flu 

Following the data set split, the same global closest fit method is applied 
to both tables separately. Eventually, both tables, processed by the global fit 
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Table 3.13. Dataset Restricted to the Concept {3,5,6,7). 

Case Attributes Decision 
Temperature Headache Nausea Flu 

method, are merged into the same table. In our example from Table 3.7, the 
final, merged table is presented in Table 3.14. 

Table 3.14. Dataset Processed by the Concept Closest Fit Method. 

Case Attributes Decision 
Temperature Headache Nausea Flu 

2.10 Other Methods 
There is a number of other methods to handle missing attribute values. One 

of them is event-covering method (Chiu and Wong, 1986), (Wong and Chiu, 
1987), based on an interdependency between known and missing attribute val- 
ues. The interdependency is computed from contingency tables. The outcome 
of this method is not necessarily a complete data set (with all attribute values 
known), just like in the case of closest fit methods. 

Another method of handling missing attribute values, called D ~ R J  was 
discussed in (Latkowski, 2003; Latkowski and Mikolajczyk, 2004). In this 
method a data set is decomposed into complete data subsets, rule sets are in- 
duced from such data subsets, and finally these rule sets are merged. 

Yet another method of handling missing attribute values was refereed to as 
Shapiro's method in (Quinlan, 1989), where for each attribute with missing 
attribute values a new data set is created, such attributes take place of the de- 
cision and vice versa, the decision becomes one of the attributes. From such a 
table missing attribute values are learned using either a rule set or decision tree 
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techniques. This method, identified as a chase algorithm, was also discussed 
in (Dardzinska and Ras, 2003A; Dardzinska and Ras, 2003B). 

Learning missing attribute values from summary constraints was reported 
in (Wu and Barbara, 2002; Wu and Barbara, 2002). Yet another approach to 
handling missing attribute values was presented in (Greco et al., 2000). 

There is a number of statistical methods of handling missing attribute values, 
usually known under the name of imputation (Allison, 2002; Little and Rubin, 
2002; Schikuta, 1996), such as maximum likelihood and the EM algorithm. 
Recently multiple imputation gained popularity. It is a Monte Carlo method of 
handling missing attribute values in which missing attribute values are replaced 
by many plausible values, then many complete data sets are analyzed and the 
results are combined. 

3. Parallel Methods 
In this section we will concentrate on handling missing attribute values in 

parallel with rule induction. We will distinguish two types of missing at- 
tribute values: lost and do not care conditions (for respective interpretation, 
see Introduction). First we will introduce some useful ideas, such as blocks 
of attribute-value pairs, characteristic sets, characteristic relations, lower and 
upper approximations. Later we will explain how to induce rules using the 
same blocks of attribute-value pairs that were used to compute lower and up- 
per approximations. Input data sets are not preprocessed the same way as in 
sequential methods, instead, the rule learning algorithm is modified to learn 
rules directly from the original, incomplete data sets. 

3.1 Blocks of Attribute-Value Pairs and Characteristic 
Sets 

In this subsection we will quote some basic ideas of the rough set theory. 
Any decision table defines a function p that maps the direct product of the set 
U of all cases and the set A of all attributes into the set of all values. For 
example, in Table 3.1, p(1,  Temperature) = high. In this section we will 
assume that all missing attribute values are denoted either by "?" or by "*", 
lost values will be denoted by "?", "do not care" conditions will be denoted 
by "*". Thus, we assume that all missing attribute values from Table 3.1 are 
lost. On the other hand, all attribute values from Table 3.15 are do not care 
conditions. 

Let (a, v )  be an attribute-value pair. For complete decision tables, a block 
of (a, v ) ,  denoted by [(a, v)], is the set of all cases x for which p(x, a) = v .  
For incomplete decision tables the definition of a block of an attribute-value 
pair is modified. If for an attribute a there exists a case x such that p(x, a) =?, 
i.e., the corresponding value is lost, then the case x is not included in any block 



Handling Missing Attribute Values 

Table 3.15. An Example of a Dataset with Do Not Care Conditions. 

Case Attributes 
Temperature Headache 

high * 
veryhigh Yes 

* no 
high Yes 
high * 

normal Yes 
normal no 

* Yes 

Decision 
Nausea Flu 

no Yes 
Yes Yes 
no no 
Yes Yes 
Yes no 
no no 
Yes no * Yes 

[(a, v)] for every value v of attribute a. If for an attribute a there exists a case 
x such that the corresponding value is a "do not care" condition, i.e., p(x, a) = 

*, then the corresponding case x should be included in blocks [(a, v)] for all 
known values v of attribute a. This modification of the attribute-value pair 
block definition is consistent with the interpretation of missing attribute values, 
lost and "do not care" conditions. Thus, for Table 3.1 

[(Temperature, high)] = {1,4,5), 
[(Temperature, veryhigh)] = (21, 
[(Temperature, normal)] = (6, 71, 
[(Headache, yes)] = {2,4,6,8), 
[(Headache, no)] = {3,7), 
[(Nausea, no)] = {1,3,6), 
[(Nausea, yes)] = {2,4,5,7), 

and for Table 3.15 

[(Temperature, high)] = {1,3,4,5, 8), 
[(Temperature, veryhigh)] = {2,3,8), 
[(Temperature, normal)] = {3,6,7, 81, 
[(Headache, yes)] = {1,2,4,5,6,8), 
[(Headache, no)] = {1,3,5,7), 
[(Nausea, no)] = {1,3,6, 81, 
[(Nausea, yes)] = {2,4,5,7,8). 

The characteristic set Kg(%) is the intersection of blocks of attribute-value 
pairs (a, v) for all attributes a from B for which p(x, a)  is known and p(x, a)  = 
v. For Table 3.1 and B = A, 
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and for Table 3.15 and B = A, 

The characteristic set KB(x) may be interpreted as the smallest set of cases 
that are indistinguishable from x using all attributes from B, using a given 
interpretation of missing attribute values. Thus, KA(x)  is the set of all cases 
that cannot be distinguished from x using all attributes. For further properties 
of characteristic sets see (Grzymala-Busse, 2003; Grzymala-Busse, 2004A; 
Grzymala-Busse, 2004B; Grzymala-Busse, 2004C). Incomplete decision ta- 
bles in which all attribute values are lost, from the viewpoint of rough set the- 
ory, were studied for the first time in (Gnymala-Busse and Wang, 1997), where 
two algorithms for rule induction, modified to handle lost attribute values, were 
presented. This approach was studied later in (Stefanowski, 2001; Stefanowski 
and Tsoukias, 1999; Stefanowski and Tsoukias, 2001). 

Incomplete decision tables in which all missing attribute values are "do not 
care" conditions, from the view point of rough set theory, were studied for 
the first time in (Grzymala-Busse, 1991), where a method for rule induction 
was introduced in which each missing attribute value was replaced by all val- 
ues from the domain of the attribute. Originally such values were replaced 
by all values from the entire domain of the attribute, later, by attribute val- 
ues restricted to the same concept to which a case with a missing attribute 
value belongs. Such incomplete decision tables, with all missing attribute 
values being "do not care conditions", were also studied in (Kryszkiewicz, 
1995; Kryszkiewicz, 1999). Both approaches to missing attribute values were 
generalized in (Grzymala-Busse, 2003; Grzymala-Busse, 2004A; Grzymala- 
Busse, 2004B; Grzymala-Busse, 2004C). 
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3.2 Lower and Upper Approximations 
Any finite union of characteristic sets of B is called a B-deJnable set. The 

lower approximation of the concept X is the largest definable sets that is con- 
tained in X and the upper approximation of X is the smallest definable set 
that contains X. In general, for incompletely specified decision tables lower 
and upper approximations may be defined in a few different ways (Grzymala- 
Busse, 2003; Grzymala-Busse, 2004A; Grzymala-Busse, 2004B; Grzymala- 
Busse, 20042). Here we will quote the most useful definition of lower and up- 
per approximations from the view point of Data Mining. A concept B-lower 
approximation of the concept X is defined as follows: 

BX = u { K ~ ( x ) I x  E X, KB(x)  E X). - 
A concept B-upper approximation of the concept X is defined as follows: 

- 
BX = u{KB(x)~x  E X, KB(x) n X # 0) = u{KB(x )~x  E X). 

For the decision table presented in Table 3.1, the concept A-lower and A- 
upper approximations are 

and for the decision table from Table 3.15, the concept A-lower and A-upper 
approximations are 

3.3 Rule Induction-MLEM2 
The MLEM2 rule induction algorithm is a modified version of the algorithm 

LEM2, see chapter 13 in this volume. Rules induced from the lower approxi- 
mation of the concept certainly describe the concept, so they are called certain. 
On the other hand, rules induced from the upper approximation of the concept 
describe the concept only possibly (or plausibly), so they are called possible 
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(Grzymala-Busse, 1988). MLEM2 may induce both certain and possible rules 
from a decision table with some missing attribute values being lost and some 
missing attribute values being "do not care" conditions, while some attributes 
may be numerical. For rule induction from decision tables with numerical at- 
tributes see (Grzymala-Busse, 2004A). MLEM2 handles missing attribute val- 
ues by computing (in a different way than in LEM2) blocks of attribute-value 
pairs, and then characteristic sets and lower and upper approximations. All 
these definitions are modified according to the two previous subsections, the 
algorithm itself remains the same. 

Rule sets in the LERS format (every rule is equipped with three numbers, the 
total number of attribute-value pairs on the left-hand side of the rule, the total 
number of examples correctly classified by the rule during training, and the 
total number of training cases matching the left-hand side of the rule), induced 
from the decision table presented in Table 3.1 are: 
certain rule set: 

2, 1, 1 
(Temperature, high) & (Nausea, no) -> (Flu, yes) 
2 ,2 ,2  
(Headache, yes) & (Nausea, yes) -> (Flu, yes) 
1 ,2 ,2  
(Temperature, normal) -> (Flu, no) 
1 ,2 ,2  
(Headache, no) -> (Flu, no) 

and possible rule set: 

L 3 , 4  
(Headache, yes) -> (Flu, yes) 
2, 1 7  1 
(Temperature, high) & (Nausea, no) -> (Flu, yes) 
2, 192 
(Temperature, high) & (Nausea, yes) -> (Flu, no) 
1,292 
(Temperature, normal) -> (Flu, no) 
1 ,2 ,2  
(Headache, no) -> (Flu, no) 

Rule sets induced from the decision table presented in Table 3.15 are: 
certain rule set: 

2,292 
(Temperature, veryhigh) & (Nausea, yes) -> (Flu, yes) 
3,191 
(Temperature, normal) & (Headache, no) & (Nausea, yes) -> (Flu, no) 
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and possible rule set: 

(Headache, yes) -> (Flu, yes) 
1 ,2 ,3  
(Temperature, veryhigh) -> (Flu, yes) 
L 2 , 5  
(Temperature, high) -> (Flu, no) 
1,394 
(Temperature, normal) -> (Flu, no) 

3.4 Other Approaches to Missing Attribute Values 
Through this section we assumed that the incomplete decision tables may 

only consist of lost values or do not care conditions. Note that the MLEM2 
algorithm is able to handle not only these two types of tables but also decision 
tables with a mixture of these two cases, i.e., tables with some lost attribute 
values and with other missing attribute values being do not care conditions. 
Furthermore, other interpretations of missing attribute values are possible as 
well, see (Grzymala-Busse, 2003; Grzymala-Busse, 2004A). 

4. Conclusions 
In general, there is no best, universal method of handling missing attribute 

values. On the basis of existing research on comparison such methods 
(Grzymala-Busse and Hu, 2000; Grzymala-Busse and Siddhaye, 2004; Lak- 
shminarayan et al., 1999) we may conclude that for every specific data set the 
best method of handling missing attribute values should be chosen individu- 
ally, using as the criterion of optimality the arithmetic mean of many multi-fold 
cross validation experiments (Weiss and Kulikowski, 1991). Similar conclu- 
sions may be drawn for decision tree generation (Quinlan, 1989). 
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