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Abstract
This paper explores the concept of online shopping malls in terms of information 
technology as a multi-criteria decision-making (MCDM) challenge under an intui-
tionistic fuzzy environment. The intuitionistic fuzzy sets (IFSs) have a wider range 
of applications than fuzzy sets (FSs) due to their enhanced capability to handle 
information uncertainty. Despite the usefulness of IFSs, some of the existing meas-
ures for IFSs have been found to have shortcomings in handling the complexity of 
real-world applications. Some of these measures are inadequate and do not yield 
desirable results. Therefore, there is a need to develop new distance measures based 
on the Hausdorff metric that can overcome these limitations and provide more reli-
able and accurate results and also discuss their several mathematical properties. 
We compare suggested distance/similarity measures with existing measures and 
find that they are simpler, more intuitive, and better suited for most applications. 
Furthermore, we proposed an intuitionistic fuzzy linguistic MCDM method for the 
evaluation of Internet shopping malls. The enhancement of competitive advantage 
in Internet shopping malls is primarilapplied IFSs to pattern recognition, whiley 
attributed to factors such as information and e-service dimension, web creativity 
as well as online reputation. Amazon. in and Myntra. com is recognized as the top 
two pioneering internet shopping malls. This research introduces an intuitionistic 
fuzzy MCDM model aimed at aiding decision-makers and planners in evaluating 
and selecting digital shopping technology. A case study is also discussed for evaluat-
ing and ranking internet shopping websites.
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1 Introduction

The twenty-first century is witnessing exponential growth in the digital world, 
and people from all corners of the globe are actively participating in this revolu-
tion [1]. As per the study conducted by Kumar and Dash; Tasnim et  al. [2–4], 
individuals are increasingly accessing online platforms to gather information on 
various topics. In India, more than 205 million people are using the internet, and 
the growth rate is estimated to exceed 40% in the current year [5]. Lian and Lin 
[6] have also pointed out that the availability of internet access to a larger popu-
lation will inevitably result in an increase in online purchases. Online shopping 
has experienced rapid growth due to an increased focus on providing customers 
with time-efficient solutions and a growing number of individuals who possess 
computer literacy [1, 7]. When faced with the task of selecting the most suitable 
type of online shopping website from a range of options, the MCDM technique is 
a valuable tool that enables decision-makers and experts to arrive at an optimal 
decision. Nonetheless, the issue of fuzzy decision-making has been an area of 
focus for numerous researchers over the past few decades, due to the intrinsic 
uncertainty and vagueness present in real-world information.

In traditional probability theory, uncertainty is modeled through a set of pos-
sible outcomes with assigned probabilities. However, this approach is not always 
adequate for systems with ambiguous and imprecise boundaries. Zadeh [8] pre-
sented a solution to tackle this problem by introducing the concept of fuzzy set 
theory, which is an extension of traditional set theory. A fuzzy set is a collec-
tion of elements in a domain of discourse that possess ambiguous and imprecise 
boundaries. Each element in a fuzzy set is allocated a membership value between 
0 and 1, signifying its degree of association with the set. The application of fuzzy 
set theory has gained significance in addressing practical and real-world issues, 
such as pattern recognition, linguistic variables, and MCDM. Furthermore, as 
an expansion of FSs, IFSs have even more advanced capabilities for managing 
uncertainty in decision-making, mathematical programming tasks, pattern recog-
nition, and various other domains.

Several researchers have made significant contributions to the study of FSs and 
IFSs [9–14]. Therefore, it is essential to consider their work when investigating the 
applications of these theories. Overall, fuzzy set theory and IFSs provide a robust 
framework for managing uncertain information and have broad practical significance.

The study of fuzzy sets has produced various theories including Atanassov’s 
Intuitionistic Fuzzy Sets [15], Gorzalczany [16], Turkson’s Interval-Valued Fuzzy 
Sets (IVESs) [17], Zadeh’s Type-2 Fuzzy Sets [18], Tang’s Interval Type-2 Fuzzy 
programming [19], Yeger’s Fuzzy Multi-Set and Yanger’s Ordered Weighted 
Average are two aggregation operators in MCDM, as described in the works of 
Yeger [20] and Yager [21]. The ability of IFSs to handle uncertainty has signifi-
cantly improved decision-making and pattern identification [22–33]. The domain 
of extended hesitant fuzzy sets is gaining momentum, with research focused on 
various types of hesitant fuzzy sets such as Dual Hesitant Fuzzy Sets [34–38], 



1 3

Operations Research Forum (2023) 4:78 Page 3 of 34 78

Hesitant Fuzzy Linguistic Term Sets [39], Cubic Hesitant Fuzzy Sets [40], and 
Higher-Order Hesitant Fuzzy Sets [41].

Distance metrics between fuzzy sets are commonly analyzed in the literature, 
including studies by Chaudhuri and Rosenfield [42] and Diamond and Kloedan [43]. 
During the same year, two researchers, Hung and Yang, and Gzegozewski, proposed 
using the Hausdorff metric to design similarity metrics for both IVFSs and IFSs. Sub-
sequently, Hung and his research team further explored the use of these measures in 
pattern recognition, as outlined in their publication [44]. Valchos and Sergiadas [45] 
applied IFSs to pattern recognition, while Chen [46] proposed a score function for 
IFSs and mobile medical app tang [47] in MADM.

The significance of metrics that measure information in describing fuzzy systems 
and the structures they possess is widely recognized. These measures, which include 
distance measures and similarity measures, have been extensively utilized across 
numerous domains, including artificial intelligence and data mining, for decision-
making purposes. The utilization of information metrics has been broadened to encom-
pass the area of IVFSs theory. A significant number of scholars have made significant 
contributions to the topic by investigating various aspects of information measures and 
their applications in the field. As an example, Chen et al. conducted research on the 
entropy measure of IFS [48, 49] to establish the objective weight. Meanwhile, Xia and 
Xu [50] explored the use of entropy and cross-entropy of IFS in group decision making, 
Wang and Xin [51] refined the formula for determining the distance between IFSs and 
utilized it for pattern recognition. Zhang and Yu (cited in [52]) examined the distance 
metric between IFSs and IVFSs, while Papakostas et al. [53] and Xu and Chen [54] 
evaluated and studied the distance and similarity metrics between IFSs and proposed 
various applications. Grzegorzewski first proposed methods to measure the distance 
between IFSs built on the Hausdorff metrics [55]. Although, Chen identified the limita-
tions in Grzegozewski’s 2D Hausdorff-based distances [56] through the presentation of 
counterintuitive cases. Subsequently, Szmidt and Kacprzyk introduced a novel three-
dimensional distance measure based on the Hausdorff metric, and they evaluated its 
mathematical validity and practical applicability in their work [57]. Researchers such as 
Xu. Z et al., Du WS. et al., Szmidt E. et al., and Li, D et al. have also contributed to the 
decision making field [58–61].

The proposed work is motivated by the need for an improved distance measure 
for handling decision-making problems. While there have been many distance meas-
ures introduced in recent years, many conventional measures are unable to achieve 
accurate and classified results when applied to pattern recognition problems [62]. 
This work aims to address the limitations of existing measures by proposing an opti-
mal measure that provides more classified and accurate results.

In the midst of a highly competitive market, of Indian e-commerce platforms such 
as Flipkart. com, Amazon, Shopclues, and Paytm are experiencing remarkable suc-
cess. These online marketplaces offer a diverse selection of merchandise, ranging 
from electronics, books, and clothing, to accessories and home goods. In addition, 
service-oriented websites like Makemy Trip.com, skyscanner.net, delta.com, and 
irctc.co.in have emerged as leaders in the travel and ticketing sectors. To guarantee 
that customers are satisfied, it is crucial to take into account various factors such as 
product quality, user experience, ease of access, assurance, and security, as noted by 
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Hwang and Kim [63]. Consulting firms have conducted research that suggests India 
possesses significant potential in the online retail sector, and this trend is predicted 
to persist in the coming years. With the expansion of the smartphone market and the 
increasing affordability of broadband services, it is anticipated that a larger number 
of individuals will participate in the online retail community.

Thanks to the internet and information technology, it is now possible to acquire 
information about any product with just a single click. With the rapid pace of tech-
nological change, we are witnessing the introduction of new products and technolo-
gies on a monthly basis [1]. The triumph of an online shopping enterprise hinges 
on comprehending customers’ attributes, such as their purchasing patterns, needs, 
and influencing factors, as highlighted by Kim and Dharni [7, 64]. Customers have 
become more fastidious and have a plethora of alternatives to traditional offline 
shopping. Therefore, it is crucial for any e-vendor to attract, engage, convert, and 
retain customers, as underscored by Tark [65]. This study endeavours to assess the 
competitive advantages of Internet shopping centers by identifying various dimen-
sions and ranking them based on the viewpoints of experts.

The following are the major contributions of this article:

• Novel distance measure has been proposed which has the ability to contrast IFSs.
• The validity of the suggested measures has been established through the verifica-

tion of their properties.
• In order to assess the efficiency of the suggested method within an IF-environment, 

experimental analysis has been conducted, which encompasses numerical experi-
ments, pattern recognition, and linguistic variables.

• Lastly, a detailed examination of the MCDM methodology implementation pro-
cedure is conducted by thoroughly addressing the issue of internet shopping 
malls. Additionally, a comparative analysis is performed to evaluate the efficacy 
of the suggested approach.

The organization of the article is given below:
Section 2, covers the basics elementary of FSs and IFSs. Section 3, examines the 

existing distance metrics and introduces the Hausdorff metric. In Section 4, a new 
measure is introduced, along with its theorem and properties. Section  5, presents 
similarity measures based on the proposed measure and it’s application and explores 
queries with linguistic variables. Section  6, provides an examination of MCDM 
using real-life numerical examples. Section  7, gives comparison analysis. Finally, 
Section 8, conclusion and future prospects.

2  Preliminaries

All over this paper, let K =
{
k1, k2, ..., kq

}
 be a non-empty finite set. Let B1 , B2 and 

B3 be the intuitionistic fuzzy subsets (IFSs) in K.
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Definition 2.1 Atanassov [15] An IFS, denoted by B1 , in a set K, as follows.

where lB1
(kq) means the degree of membership and mB1

(kq)) means degree of non-
membership of the element kq ∈ K in the set B1 such that 0 ≤ lB1

(kq) + mB1
(kq)) ≤ 1 . 

Here, rB1
(kq)) = 1 − lB1

(kq) − lB1
(kq) denotes the hesitancy degree.

Definition 2.2 Let B1 =
{
(kq, lB1

(kq),mB1
(kq)) ∣ k ∈ K

}
 be an IFSs in K. ∀ positive 

real number r, the IFS Bn
1
 is explained as:

under 0 ≤ (lB1
(kq)

r + (1 − (1 − mB1
)r) ≤ 1 . The concentration and dilation of an IFS 

B1 can be understood from Eq. (2.2), as follows:

where lCON(B1)
(kq) = (lB1

(kq)
2,mCON(B1)

(kq) = (1 − (1 − mB1
)2) ; and

where lDIL(B1)
(kq) = (lB1

(kq)
1

2 ,mDIL(B1)
(kq) = (1 − (1 − mB1

)
1

2 ).

Definition 2.3 Atanassov [15] Some operations are given as: 

1. E1 ⊆ E2 iff ∀ vm ∈ V  , rE1
(vm) ≤ rE2

(vm) and lE1
(vm) ≥ lE2

(vm);
2. E1 = E2 iff ∀ vm ∈ V , E1 ⊆ E2 and E2 ⊆ E1;
3. If E1

c =
{
(vm, lE1

(vm), rE1
(vm)) ∣ v ∈ V

}
;

Definition 2.4 Wang et al. [66] For any (B1,B2) ∈ IFSs(K) a mapping D∗∗
H
(B1,B2) ∶

FSs(K) × IFSs(K) → [0, 1] is called the distance measure of IFSs, if it holds 
properties:

(P1) 0 ≤ D∗∗
H
(B1,B2) ≤ 1.

(P2) D∗∗
H
(B1,B1) = 0.

(P3) D∗∗
H
(B1,B2) = D∗∗(B2,B1).

(P4) If B1 ⊆ B2 ⊆ B3 then D∗∗(B1,B3) ≥ Max
{
D∗∗

H
(B1,B2),D

∗∗(B2,B3)
}
.

Definition 2.5 Mitchell [27] and Dengfeng and Chuntian [25] For any (B1,B2) ∈ IFSs(K) 
a mapping S∗∗(B1,B2) ∶ IFSs(K) × IFSs(K) → [0, 1] is called the similarity measure of 
IFSs, if it holds properties: 

1. 0 ≤ S∗∗(B1,B2) ≤ 1.

(2.1)B1 =
{
(kq, lB1

(kq),mB1
(kq)) ∣ k ∈ K

}
, q = 1, 2, ..., n.

(2.2)Br
1
=
{(

kq, (lB1
(kq)

r, (1 − (1 − mB1
)r
)
) ∶ k ∈ K

}
, r > 0.

(2.3)CON(B1) =
{
(kq, lCON(B1)

(kq),mCON(B1)
(kq)) ∶ k ∈ K

}

(2.4)DIL(B1) =
{
(kq, lDIL(B1)

(kq),mDIL(B1)
(kq)) ∶ k ∈ K

}
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2. S∗∗(B1,B2) = S∗∗(B2,B1).
3. S∗∗(B1,B1) = 1.
4. If B1 ⊆ B2 ⊆ B3 , then S∗∗(B1,B3) ≤ S∗∗(B1,B2) and S∗∗(B1,B3) ≤ S∗∗(B2,B3).

3  The Existing Distance Measures

Atanassov [15] The distances, represented by Eqs. (3.1) to (3.4), are applied to 
any two IFSs, B1 and B2 . These distances are specified for the IFSs B1 and B2.

Hamming Distance 

Normalized Distance 

Euclidean Distance 

Normalized Euclidean Distance 

Szmidt and Kacprzyk modified the above distances by adding intuitionistic fuzzy 
index r(ki) , and the modified distances are given by Eqs. (3.5) to (3.8).

Szmidt and Kaprzyk [67]:

Hamming Distance 

Normalized Hamming Distance 

(3.1)e∗
H
(B1,B2) =

1

2

q∑

i=1

(
|lB1

(ki) − lB2
(ki)| + |mB1

(ki) − mB2
(ki)|

)

(3.2)e∗
NH

(B1,B2) =
1

2q

q∑

i=1

(
|lB1

(ki) − lB2
(ki)| + |mB1

(ki) − mB2
(ki)|

)

(3.3)e∗
ED
(B1,B2) =

(
q∑

i=1

1

2
[(lB1

(ki) − lB2
(ki))

2 + (mB1
(ki) − mB2

(ki))
2]

) 1

2

(3.4)e∗
NED

(B1,B2) =

(
q∑

i=1

1

2q
[(lB1

(ki) − lB2
(ki))

2 + (mB1
(ki) − mB2

(ki))
2]

) 1

2

(3.5)

f ∗
H
(B1,B2) =

1

2

q∑

i=1

(
|lB1

(ki) − lB2
(ki)| + |mB1

(ki) − mB2
(ki)| + |rB1

(ki) − rE2
(ki)|

)

(3.6)

f ∗
NH

(E1,E2) =
1

2q

q∑

i=1

(
|lB1

(ki) − lB2
(ki)| + |mB1

(ki) − mB2
(ki)| + |rB1

(ki) − rB2
(ki)|

)
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Euclidean Distance 

Normalized Euclidean Distance 

However, there are some limitations to the distances proposed by Szmidt and 
Kacprzyk [67], and new distances have been introduced by Wang and Xin in their 
work [66].

Grzegorzewski’s [55] distance measure 

The Yang and Francisco [68] distance measure 

3.1  Hausdorff Metric

The Hausdorff metric is a commonly used approach to compute the distance 
between two compact subsets B1 and B2 in a Banach space P. The Hausdorff metric 
is defined as the maximum distance between the forward and backward distances, 
as explained in several references such as [69–71]. The distance between a point s 
in B1 and a point t in B2 is represented by the formula d(s, t). The definition of the 
forward distance is h∗∗(B1,B2) = maxs∈B1

{
mint∈B2

(||s − t||)
}
 , and the definition of 

(3.7)

f ∗
ED
(B1,B2) =

(
1

2

q∑

i=1

(
(lB1

(ki) − lB2
(ki))

2 + (mB1
(ki) − mB2

(ki))
2 + (rB1

(ki) − rE2
(ki))

2
)
) 1

2

(3.8)

f ∗
NED

(B1,B2) =

(
1

2q

q∑

i=1

(
(lB1

(ki) − lB2
(ki))

2 + (mB1
(ki) − mB1

(ki))
2 + (rB1

(ki) − rB2
(ki))

2
)
) 1

2

(3.9)

f ∗
FW1

(B1,B2) =
1

q

q∑

i=1

[(|lB1
(ki) − lB2

(ki)| + |mB1
(ki) − mB2

(ki)|
)

4
+

max
(
|lB1

(ki) − lB2
(vi)|, |mB1

(vi) − mB2
(ki)|

)

2

]

(3.10)f ∗
FW2

(B1,B2) =
1

q

q∑

i=1

(|lB1
(ki) − lB2

(ki)| + |mB1
(ki) − mB2

(ki)|
2

)

(3.11)f ∗
GD

(B1,B2) =
1

q

(
q∑

i=1

max
(
|lB1

(ki) − lB2
(ki)|, |mB1

(ki) − mB2
(ki)|

)
)

(3.12)

f ∗
YF
(B1,B2) =

1

q

(
q∑

i=1

max
(
|lB1

(ki) − lB2
(ki)|, |mB1

(ki) − mB2
(ki)|, |rB1

(ki) − rB2
(ki)|

)
)
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backward distance is h∗∗(B2,B1) = maxt∈B2

{
mins∈B1

(||s − t||)
}
 , respectively. The 

following is the definition of the Hausdorff metric:

The asymmetry of the Hausdorff metric should be mentioned. In general, 
h∗∗(B1,B2) ≠ h∗∗(B2,B1) . e.g., If I = J , and the two intervals B1 = [�1, �2] and 
B2 = [�1, �2] , then from Eq. (3.13), we find that:

A well-known formula for calculating the distance between two intervals is 
(3.14). To determine a similarity measure, a distance metric can be employed. Dis-
tance measures generally play a significant part in proving the resemblance between 
two sets. Due to their numerous uses in various fields, they have significantly 
increased in popularity. Even though there are distance Hausdorff-based IFS and 
Pythagorean fuzzy sets distance measures in the literature [72, 73].

Grzegorzewski [55] presented a novel generalization based on the Hausdorff met-
ric. In this study, we adopt the notion of distance based on the Hausdorff metric.

Hamming Distance 

Normalized Hamming Distance 

Euclidean Distance 

Normalized Euclidean Distance 

4  A New Distance Metric for IF‑Environment

From the above discussion, numerous distance measures for IFSs were proposed by 
various researchers. Some of them lack the ability to make good decisions. Addi-
tionally, we can categorize these shortcomings into two groups: Some of them are 
yielding identical results, and others are using measurements that produce contra-
dictory and illogical outcomes. It is important to express a new distance metric in a  

(3.13)H∗∗(B1,B2) = max
{
h∗∗(B1,B2), h

∗∗(B2,B1)
}

(3.14)H∗∗(B1,B2) = max
{
|�1 − �1|, |�2 − �2|

}
.

(3.15)i∗
H
(B1,B2) =

q∑

i=1

max

{
|l2
B1

(ki) − l2
B2

(ki)|, |m2

B1

(ki) − m2

B2

(ki)|
}

(3.16)i∗
NH

(B1,B2) =
1

q

q∑

i=1

max

{
|l2
B1

(ki) − l2
B2

(ki)|, |m2

B1

(ki) − m2

B2

(ki)|
}

(3.17)i∗
ED
(B1,B2) =

(
q∑

i=1

max[(l2
B1

(ki) − l2
B2

(ki))
2, (m2

B1

(ki) − m2

B2

(ki))
2]

) 1

2

(3.18)

i∗
NED

(B1,B2) =

(
1

q

q∑

i=1

max[(l2
B1

(ki) − l2
B2

(ki))
2, (m2

B1

(ki) − m2

B2

(ki))
2]

) 1

2
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more advantageous way in order to address the limitations of existing measures. 
Hence, we tried to formulate a novel and reliable distance measure that can better 
handle different practical applications with greater conviction. We define a Tangent 
measure for calculating the distance between IFSs using the Hausdorff metric. It is  
suitable to use this measurement technique on intervals, which can be easily used for  
IFSs. Let B1 , B2 be two IFSs and we suppose that two subintervals IB1

(kq) , IB2
(kq) on  

[0, 1], denoted by IB1
(kq) =

[
lB1

(kq), 1 − mB1
(kq)

]
 and IB2

(kq) =
[
lB2

(kq), 1 − mB2
(kq)

]
 ,  

where q = 1, 2, ..., n . Now, we determine the distance between B1 and B2 by com-
puting the distance between the Intuitionistic Fuzzy Sets (IFSs). IB1

(kq) and IB2
(kq)  

established on Hausdorff metric with H∗∗(IB1
(kq), IB2

(kq)) = max
{
|lB1

(kq) − lB2
(kq)|,

|(1 − mB1
(kq)) − (1 − mB2

(kq))|
}
 . Thus, we introduce new Hausdorff metric D∗∗

H
(B1,B2) 

between the IFSs B1 and B2 as follows:

Theorem 4.1 Let K =
{
k1, k2, ..., kq

}
 be a universal set. This D∗∗

H
 distance measure 

holds the following properties:

(A1) (Boundedness) 0 ≤ D∗∗
H
(B1,B2) ≤ 1;

(A2) (Separability) D∗∗
H
(B1,B2) = 0 if and only if B1 = B2;

(A3) (Symmetric) D∗∗
H
(B1,B2) = D∗∗

H
(B2,B1);

(A4) (Containment) B1 ⊆ B2 ⊆ B3 then D∗∗
H
(B1,B2) ⩽ D∗∗

H
(B1,B3) and 

D∗∗
H
(B2,B3) ⩽ D∗∗

H
(B1,B3);

(A5) (Triangle Inequality) For any B1 , B2 and B3 , then D∗∗
H
(B1,B3) ⩽ D

∗∗
H
(B1,B2)+ 

D
∗∗
H
(B2,B3).

Proof Proof of Theorem 4.1 is in Appendix I.

Theorem 4.2 Some more properties based on proposed distance measure D∗∗
H

 also 
satisfy properties: 

a) D∗∗
H
(Bc

1
,Bc

2
) = D∗∗

H
(B1,B2) ∀ B1,B2 ∈ IFS(K).

b) D∗∗
H
(B1,B

c
2
) = D∗∗

H
(Bc

1
,B2) ∀ B1,B2 ∈ IFS(K).

c) D∗∗
H
(B1,B

c
1
) = 0 if and only if lB1

(kq) = mB1
(kq) ∀ 1 ≤ q ≤ n

d) D∗∗
H
(B1,B

c
1
) = 1 , If B1 is a crisp set.

Proof Proof of Theorem 4.2 is in Appendix II.

In general, for the each kq ∈ K , we assign a weight wq {q = 1, 2, ..., n} , where 
0 ⩽ wq ⩽ 1 such that 

∑n

q=1
wq = 1 . Consider, how we establish a weighted 

(4.1)

D∗∗
H
(B1,B2) =

1

n

n∑

q=1

tan

(
�

4
max

{
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

})
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Hausdorff metric for IFSs: Distance Measures DwH ∶ IFSs(K) × IFSs(K) → [0, 1] 
is given as

(4.2)

DwH(B1,B2) =

n∑

q=1

wq tan

(
�

4
max

{
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

})

Fig. 1  Graph of proposed distance measure

Fig. 2  Graph of non-linear proposed distance measure
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Note By setting wq = 1∕n for q = 1, 2,… , n , Eq. (4.2) transforms into Eq. (4.1). 
Thus, Eq. (4.1) is a specific instance of Eq. (4.2).

Example 4.1 Assume that B1 and B2 are two IFSs on K, where B1 = (l,m) and 
B2 = (m, l) , with l and m being the membership and non-membership degrees sat-
isfying the condition 0 ≤ l + m ≤ 1 . Figure 1, illustrates the distance measure D∗∗

H
 

concerning the variation in l and m. The Fig.  1, demonstrates that the value of  
D∗∗

H
(B1,B2) is bounded as l and m fluctuate within the unit interval i.e. 

0 ≤ D∗∗
H
(B1,B2) ≤ 1 and when B1 = B2 then D∗∗

H
(B1,B2) = 0 . Also Fig.  1 clearly 

indicates the symmetry i.e. D∗∗
H
(B1,B2) = D∗∗

H
(B2,B1) . When B1 = (0, 1) , B2 = (1, 0) 

and vice-versa D∗∗
H
(B1,B2) = 1.

Example 4.2 Let B1 and B2 be two IFSs on K then for the different choice of B1 and 
B2 as mention below:

B1 = (l, 0.3) and B2 = (0.3, l) , the boundedness and non-linearity of the proposed 
outcome are demonstrated in Fig. 2, which portrays the fluctuation of D∗∗

H
(B1,B2) as 

l varies between 0 and 1.

5  Similarity Measures for IFS

The concept of the duality between distance and similarity is well-known. To 
establish the similarity between two IFSs, the Hausdorff metric can be utilized to 
determine the distance between two IFSs. Let u be a decreasing function. Since 
0 ≤ D∗∗

H
(B1,B2) ≤ 1 , u(1) ≤ u(D∗∗

H
(B1,B2)) ≤ u(0) . This leads to the conclusion 

that 0 ≤ (u(D∗∗
H
(B1,B2) − u(1))∕(u(0) − u(1)) ≤ 1 . Hence, the similarity metrics 

between IFSs B1 and B2 can be expressed as below:

Definition 5.1 Let K =
{
k1, k2, ..., kq

}
 be the universal set and B1 =

{
(kq, lB1

(kq),

mB1
(kq)) ∣ k ∈ K

}
 , B2 =

{
(kq, lB2

(kq),mB2
(kq)) ∣ k ∈ K

}
 be two IFSs on K. A new 

similarity metric S∗(B1,B2) between IFSs B1 and B2 can be defined by considering 
the decreasing function u as follows:

The choice of a suitable function u in Eq. (5.1) allows for the calculation of var-
ious similarity measures. One straightforward option is to use the linear function 
u(y) = 1 − y , which will result in a similarity measure between IFSs.

An alternative option is to use the simple rational function u(y) = 1∕(1 + y) to 
determine the similarity between IFSs B1 and B2 . This function is then appealed to 
measure the similarity between the two IFSs.

(5.1)S∗(B1,B2) =
u(D∗∗

H
(B1,B2)) − u(1)

u(0) − u(1)

(5.2)S∗
1
(B1,B2) = 1 − D∗∗

H
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5.1  Application of Proposed Distance/Similarity Measures in Pattern Recognition

This section shows how the suggested methods are in pattern recognition.

Algorithm Consider a finite universe K =
{
k1, k2,… , kq

}
 , and let T =

{
W1,W2,

… ,W
n

}
 denote n patterns represented by intuitionistic fuzzy sets (IFSs), and i test 

samples W =
{
w1,w2,… ,wi

}
 , also represented as IFSs. The aim is to identify the 

test samples based on the given patterns. The recognition procedure is outlined below:

Step 1. Find out the distance between the given pattern Wj and test sample wi 
using distance/similarity measures.
Step 2. Choose minimum distance for distance measures and maximum distance 
for similarity measures, then these measures are classified.
Step 3. Unclassified measures if any two distances are equal.

Example 5.1 Let us consider W1 , W2 , W3 be the three IFSs as known patterns:

W1 = {(k1, 0.5, 0.5), (k2, 0.6, 0.3), (v3, 0.9, 0.1)},
W2 = {(k1, 0.3, 0.7), (k2, 0.5, 0.4), (k3, 0.8, 0.0)},
W3 = {(k1, 0.6, 0.4), (k2, 0.6, 0.3), (k3, 0.9, 0.0)}.

Consider W, another intuitionistic fuzzy set as unknown pattern given below:

W = {(k1, 0.0, 0.1), (k2, 0.0, 0.0), (k3, 0.0, 0.0)}

Classification of the unknown pattern W into one of the recognized patterns W1 , 
W2 , or W3 is attained through the utilize of multiple intuitionistic fuzzy measures, as 
demonstrated in Table 1.

The distance measures in Table 1 show that distance measures e∗
ED

 , f ∗
H

 , f ∗
ED

 , i∗
H

 
violated the property A1 , because its values are greater than 1. Distance measures 
e∗
NED

 , f ∗
FW1

 , i∗
ED

 , i∗
NED

 fail to recognize W as they show that W is closest to W1 as well 
as W3 i.e. W1=W3 , there is no information. e∗

H
 , e∗

NH
 , f ∗

NH
 , f ∗

NED
 , f ∗

GD
 , f ∗

FW2
 , f ∗

YF
 , i∗

NH
 

involving the suggested measures S∗
1
 , S∗

2
 , S∗

3
 and D∗∗

H
 measure is used to allocate the 

unknown pattern W to the known pattern W2 . Hence, the suggested measure aligns 
with existing measures.

(5.3)S∗
2
(B1,B2) =

1 − D∗∗
H

1 + D∗∗
H

(5.4)S∗
3
(B1,B2) =

e−D
∗∗
H − e−1

1 − e−1
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Example 5.2 Let us consider W1 , W2 , W3 be the three IFSs as known patterns:

W1 = {(k1, 0.5, 0.3), (k2, 0.2, 0.3), (v3, 0.4, 0.1)},
W2 = {(k1, 0.2, 0.3), (k2, 0.5, 0.4), (k3, 0.1, 0.4)},
W3 = {(k1, 0.5, 0.3), (k2, 0.3, 0.2), (k3, 0.4, 0.1)}.

Consider W, another intuitionistic fuzzy set as unknown pattern given below:

W = {(k1, 0.0, 0.0), (k2, 0.1, 0.2), (k3, 0.4, 0.5)}

The process of identifying the unknown pattern W and assigning it to one of the 
recognized patterns W1 , W2 , or W3 is performed using several intuitionistic fuzzy 
measures. Table 2 displays the results.

The distance measures in Table  2, show that distance measure f ∗
H

 violated the 
property A1 , because its values are greater than 1. Distance measures e∗

H
 , e∗

NH
 , e∗

ED
 , 

e∗
NED

 , f ∗
NH

 f ∗
FW2

 , f ∗
YF

 i∗
NH

 , i∗
NED

 unable to categorised the unknown pattern W as they 
show that W is closest to W2 as well as W3 i.e. W2=W3 , there is no information. f ∗

ED
 , 

f ∗
NED

 , f ∗
GD

 , f ∗
FW1

 , i∗
H

 , i∗
ED

 involving the proposed measures S∗
1
 , S∗

2
 , S∗

3
 and the D∗∗

H
 meas-

ure is used to allocate the unknown pattern W to the known pattern W1 . Thus, the 
suggested measure aligns with existing measures.

Table 1  Comparative analysis

Measures (W1,W) (W2,W) (W3,W) Comments (Outcome)

e
∗
H

 [15] 0.84 0.74 0.78 W2 ≺ W3 ≺ W1 W2

e
∗
NH

 [15] 0.20 0.16 0.18 W2 ≺ W3 ≺ W1 W2

e
∗
ED

 [15] 1.11 1.07 1.11 W2 ≺ W1 = W3 Violated A(1)
e
∗
NED

 [15] 0.85 0.83 0.85 W2 ≺ W1 = W3 Can’t be classified
f
∗
H

 [67] 2.80 2.60 2.70 W2 ≺ W1 ≺ W3 Violated A(1)
f
∗
NH

 [67] 0.93 0.87 0.90 W2 ≺ W3 ≺ W1 W2

f
∗
ED

 [67] 1.19 1.07 1.15 W2 ≺ W3 ≺ W1 Violated A(1)
f
∗
NED

 [67] 0.63 0.55 0.60 W2 ≺ W3 ≺ W1 W2

f
∗
GD

 [55] 0.67 0.63 0.70 W2 ≺ W1 ≺ W3 W2

f
∗
FW1

 [66] 0.57 0.53 0.57 W2 ≺ W1 = W3 Can’t be classified
f
∗
FW2

 [66] 0.23 0.20 0.22 W2 ≺ W3 ≺ W1 W2

f
∗
YF

 [68] 0.93 0.87 0.90 W2 ≺ W3 ≺ W1 W2

i
∗
H

 [55] 1.42 1.37 1.53 W2 ≺ W1 ≺ W3 Violated A(1)
i
∗
NH

 [55] 0.47 0.46 0.51 W2 ≺ W1 ≺ W3 W2

i
∗
ED

 [55] 0.38 0.36 0.38 W2 ≺ W1 = W3 Can’t be classified
i
∗
NED

 [55] 0.19 0.17 0.19 W2 ≺ W1 = W3 Can’t be classified
S
∗
1

0.64 0.69 0.63 W3 ≺ W1 ≺ W2 W2

S
∗
2

0.41 0.43 0.40 W3 ≺ W1 ≺ W2 W2

S
∗
3

0.45 0.47 0.44 W3 ≺ W1 ≺ W2 W2

D
∗∗
H

0.59 0.55 0.62 W2 ≺ W1 ≺ W3 W2
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In light of this, Examples 5.2 and 5.3 demonstrate how the suggested measure 
outperforms the majority of other existing ones.

5.2  Comparative Study for Linguistic Variables

An illustration is provided to demonstrate the characterization of similarities 
between linguistic variables through the use of the similarity measures presented 
in Eqs. (5.2) to (5.4). The concept of a structure for fuzzy query processing using 
fuzzy sets was first introduced by Tahani [74]. Kacprzyk and Ziolkowski [75] 
built upon the initial framework by Tahani [74] and further developed the idea of 
incorporating fuzzy linguistic quantifiers into database queries. Petry [76] later 
provided an in-depth study on fuzzy databases, including its principles and appli-
cations. To query a database effectively, it’s important to employ similarity meas-
ures (as noted by Candan et al. [77]). To improve the usability of fuzzy queries, it 
is crucial to clarify the degree of similarity between the fuzzy sets. Hussain and 
Yang [72] also explored the similarity measures between linguistic variables. In 
illustration 5.4, the suggested similarity measures between IFSs are employed to 
characterize the similarities between linguistic variables.

Table 2  Comparative analysis

Measures (W1,W) (W2,W) (W3,W) Comments (Outcome)

e
∗
H

 [15] 0.25 0.35 0.35 W1 ≺ W2 = W3 Can’t be classified
e
∗
NH

 [15] 0.04 0.07 0.07 W1 ≺ W2 = W3 Can’t be classified
e
∗
ED

 [15] 0.82 0.85 0.85 W1 ≺ W2 = W3 Can’t be classified
e
∗
NED

 [15] 0.71 0.72 0.72 W1 ≺ W2 = W3 Can’t be classified
f
∗
H

 [67] 1.30 1.40 1.40 W1 ≺ W2 = W3 Violated A(1)
f
∗
NH

 [67] 0.43 0.47 0.47 W1 ≺ W2 = W3 Can’t be classified
f
∗
ED

 [67] 0.64 0.66 0.69 W1 ≺ W2 ≺ W3 W1

f
∗
NED

 [67] 0.28 0.30 0.32 W1 ≺ W2 ≺ W3 W1

f
∗
GD

 [55] 0.27 0.33 0.37 W1 ≺ W2 ≺ W3 W1

f
∗
FW1

 [66] 0.23 0.28 0.30 W1 ≺ W2 ≺ W3 W1

f
∗
FW2

 [66] 0.06 0.09 0.09 W1 ≺ W2 = W3 Can’t be classified
f
YF

 [68] 0.47 0.47 0.47 W1 = W2 = W3 Can’t be classified
i
∗
H

 [55] 0.44 0.56 0.57 W1 ≺ W2 ≺ W3 W1

i
∗
NH

 [55] 0.15 0.19 0.19 W1 ≺ W2 = W3 Can’t be classified
i
∗
ED

 [55] 0.24 0.26 0.25 W1 ≺ W3 ≺ W3 W1

i
∗
NED

 [55] 0.09 0.10 0.10 W1 ≺ W2 = W3 Can’t be classified
S
∗
1

0.92 0.89 0.86 W3 ≺ W2 ≺ W1 W1

S
∗
2

0.61 0.57 0.56 W3 ≺ W2 ≺ W1 W1

S
∗
3

0.65 0.61 0.59 W3 ≺ W2 ≺ W1 W1

D
∗∗
H

0.22 0.28 0.30 W1 ≺ W2 ≺ W3 W1
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Example 5.3 Let B1 =
{
(kq, lB1

(kq),mB1
(kq)) ∣ k ∈ K

}
, q = 1, 2, ..., n. be a IFS on K. 

∀ positive real number n, we have IFS Bn
1
 from the Definition 2.3, with 

Br
1
=
{(

kq, (lB1
(kq)

r, (1 − (1 − mB1
)r
) 1

2 ) ∶ k ∈ K
}
, r > 0.

The IFS B1 has two linguistic operators, dilation and concentration. The dilation 

of B1 is represented as DIL(B1) = B
1

2

1
 and the concentration of B1 is CON(B1) = B2

1
 . 

These operations can be thought of as “very (B1) ” and “more or less (B1) ,” respec-
tively. In this context, the set K =

{
k1, k2, k3, k4, k5

}
 contains the IFS.

B1 = (k1, 0.5, 0.4), (k2, 0.6, 0.2), (k3, 0.4, 0.5), (k4, 0.7, 0.1), (k5, 0.0, 1).

B
1

2

1
= (k1, 0.71, 0.23), (k2, 0.77, 0.11), (k3, 0.63, 0.29), (k4, 0.84, 0.05), (k5, 0.0, 1).

B2

1
= (k1, 0.25, 0.64), (k2, 0.36, 0.36), (k3, 0.16, 0.75), (k4, 0.49, 0.19), (k5, 0.0, 1).

B4

1
= (k1, 0.06, 0.87), (k2, 0.13, 0.94), (k3, 0.02, 0.94), (k4, 0.24, 0.34), (k5, 0.0, 1).

In the context of the set K, the IFS B1 represents “LARGE.” It has been estab-
lished that operations like CON(B1) and DIL(B1) can be used as linguistic hedge 
expressions such as “Somewhat LARGE,” “Extremely LARGE,” and “Extremely 
Extremely LARGE.”

Thus, we have

B
1

2

1
 is considered as “Somewhat LARGE,”

B2

1
 is considered as “Extremely LARGE,”

B4

1
 is considered as “Extremely Extremely LARGE.”

The terms “LARGE,” “Somewhat LARGE,” “Extremely LARGE,” and 
“Extremely Extremely LARGE” are abbreviated as L, S.L, E.L., and E.E.L. 
respectively. To compare the similarity between IFSs, the similarity metrics 
in Eqs. (5.2) to (5.4) are used. The outcomes of this comparison are shown in 
Table 3, and from these outcomes, conclusions can be drawn regarding the simi-
larities between IFSs.

B1(L,E.E.L.) > B1(L, S.L.) > B1(L,E.L.),B1(S.L,E.E.L.) > B1(S.L.,E.L.) > B1(S.L.,L),
B1(E.L., S.L.) > B1(E.L., L) > B1(E.L.,E.E.L.),
B1(E.E.L., S.L.) > B1(E.E.L., L) > B1(E.E.L.,E.L.).

The suggested similarity metrics in Eqs. (5.2) to (5.4) have been shown to 
meet all necessary criteria and provide accurate comparisons between L, S.L., 
E.L., and E.E.L. in a compound linguistic variable setting, making them useful 
and applicable.

Figure 3 shows the graph of linguistic variables, which is obtained by calcu-
lated values of similarity measures.
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6  MCDM Method Based on IF‑Distance Measures

The recent surge in the popularity of online shopping can be attributed to the 
widespread usage and development of the internet, which has made it easily 
accessible to the general public. As a result, traditional shopping is being grad-
ually replaced by the convenience and ease of online shopping. Online shop-
ping primarily takes place on the internet and social networks. Among scholars, 
MCDM is one of the most extensively researched topics in the literature. MCDM 
is the process of identifying the optimal solution from a set of possible alterna-
tives. The suggested approach in this study consists of four main steps.

Table 3  Computation of 
similarity metrics

L S.L. E.L. E.E.L.

1.0000 0.9938 0.9914 0.9943
L 1.0000 0.7493 0.7542 0.7694

1.0000 0.7794 0.7834 0.7960
0.9938 1.0000 0.9950 0.9951

S.L 0.7493 1.0000 0.7602 0.7766
0.7794 1.0000 0.7885 0.8021
0.9914 0.9950 1.0000 0.9905

E.L. 0.7542 0.7602 1.0000 0.7583
0.7834 0.7885 1.0000 0.7886
0.9943 0.9951 0.9905 1.0000

E.E.L. 0.7694 0.7766 0.7583 1.0000
0.7960 0.8021 0.7866 1.0000

Fig. 3  Graph of linguistic variables
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6.1  Algorithm for Multi‑Criteria Decision Making

let K =
{
k1, k2, ..., kq

}
 be a set of attributes, there are n alternatives.

Ri = Riq =
{
(kq, lRi

(kq),mRi
(kq)) ∣ kq ∈ K

}
, i = 1, 2, ..., n;q = 1, 2, ..., t . To deter-

mine the best alternative, a decision-making process is followed which involves 
several steps. These steps include:

Step 1. Normalize decision alternatives. Criteria in MCDM situations can 
often be split into two categories: cost type and benefit type. To turn the cost 
attribute into a benefit attribute during the decision-making process, the fol-
lowing formula should be employed. If all criteria are already benefits, there is 
no requirement for any conversion. 

Rc
iq
=
{
(kq,mRi

(kq), lRi
(kq)) ∣ kq ∈ K

}
, q = 1, 2, ..., t.

The alternative Ri can be rewritten as Ri = Riq , which is based on the transforma-
tion formula above.
Step 2. Calculate the distance measure D∗(Ri,R) , (i = 1, 2, ..., n) , where 

R =

q

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

(1, 0), (1, 0), ..., (1, 0) is an optimal alternative with q criteria.
Step 3. Choose the minimum one D∗(Ri0,D) from D∗(Ri,R) (i = 1, 2, 3, ..., n) , i.e., 
D∗(Ri0,D) = min

{
D∗(Ri,D)

}
.

The alternative Ri0 is determined to be the optimal choice based on the principle 
of minimum distance measure.
Step 4. Calculate the degree of confidence (DOC), DOCi0 =

∑n

i=1
�D∗(R

i0,D)−

D(R
i
,D)| [32]. If the DOCi0 is highest, the result of the distance measure is more 

credible. See more details in Appendix III. The effectiveness of a metric is deter-
mined by the magnitude of its DOC values. Therefore, this parameter holds 
greater significance in assessing the performance of different metrics.

7  Case Study

India is a swiftly expanding retail market, and global behemoth Amazon has inau-
gurated its website specifically for the Indian market. Indian websites like JioMart, 
AJIO.com, Nykaa, Amazon, and Flipkart are doing well in fashion, lifestyle, elec-
tronics, and books, whereas Skyscanner. in, Yatra.com, and Makemytip.com are 
leading in travel and ticket-related business. For fuelling e-commerce in India there 
are so many causes: 

1. Money-saving- Due to direct purchasing
2. 24*7 Availability

(6.1)Rim =

{
Riq, for benefit attribute kq,

Rc
iq
, for cost attribute kq,
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3. Large range of variety in every product
4. Less timing consuming
5. Busy life style
6. Flexibility for customers

The domain of online retail has observed remarkable growth in India. Though 
there are many significant players in this industry, the present study considers the 
following e-commerce websites in Table 4.

Research compiled from the literature has identified numerous competitive 
advantages that can assist organizations in the pursuit of success. A brief description 
of each of these factors is outlined in Table 5, along with their associated citations.

A research framework proposed model is presented in Fig. 4 and is based on the 
competitive advantages components discussed above with their citations as shown 
in Table 5.

7.1  Methodology in Internet Shopping Malls

A survey was conducted on the age groups represented among online customers and the 
results were quite telling. It showed that the majority of shoppers belonged to the young 
demographic, as 35% were aged between 18 and 25 years old, 55% between 26 and 35, 
and only 8% and 2%, respectively, in the age groups of 36–45 and 45 and above. More-
over, it revealed that males made up 65% of online shoppers, while females represented 
the remaining 35%. This survey shows that 90% of online customers. Our survey was 
conducted among experts from both industry and academia, who were chosen based 
on their relevant experience. Table 6 presents the details of the experts selected for our 
survey, including their expertise, experience, gender, and designation.

7.2  Analysis for Selection of Best Online Shopping Mall

Tzeng and Tang et al. proposal [86, 87], the suggestion was made to select the best 
option that is the furthest away from the negative perfect solution and the closest to 

Table 4  Description of alternatives

Internet shopping websites Description

Amazon.in (R1) Amazon. com is widely recognised as an e-commerce giant. It recently 
made a foray into the Indian market, offering a platform for sellers to sell 
their products

AJIO. com (R2) Online products related to lifestyle and fashion. Furthermore, it broadened 
its array of products to incorporate global brands such as Nike, Puma, 
Sketchers, and so on

Myntra. com (R3) The website is a well-known and highly reliable source for beauty products 
and it attracts a large number of visitors

Nykaa (R4) Nykaa is an e-commerce platform located in India, which specializes in 
offering fashion and beauty products that cater to both genders

Firstcry. com (R5) Firstcry.com is mainly known for kid’s fashion
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the positive ideal solution. In our study, we administered a questionnaire to collect 
expert opinions on five shopping websites, evaluating them based on the five factors 
we identified.

Figure 5 shows how experts collected data. We conducted a survey among experts 
to analyse their views on five shopping websites based on five factors and the data 
given below in Table 7, which is taken from [88]

Table 5  Description of criteria

Criteria Description of Criteria

E-reputation (R∗
1
) The degree of consideration given by consumers to the 

reputation of the goods and the corporations offered by 
online shopping malls is determined by various factors, 
such as centralized reputation, faith value, supplier’s rating, 
consumer relationship, and social obligation [2, 78–81].

Information and Electronic Service 
Dimension (R∗

2
)

This criterion helps determine the concerns of consumers who 
are aware about their privacy, reliability, price sensitivity, 
third-party seals, and the reliability of online service 
providers [79, 82–84].

Web performance metrics (R∗
3
) This factor assesses the extent to which consumers value 

the quality of web-related dimensions offered by online 
shopping malls. These dimensions include web quality, web 
design, ease of navigation, and responsiveness [2, 7, 63, 85].

Incentives and Post-Purchase Service 
(R∗

4
)

This criterion measures how well-informed buyers are about 
the rewards and post-purchase services offered by online 
malls, including discount coupons, cash-back offers, free 
home delivery, payment upon delivery, and return policies 
[2, 7].

Digital creativity (R∗
5
) This criterion pertains to consumers who prioritize personal 

innovativeness and keeping up-to-date with information 
technology. It includes their willingness to experiment with 
new technologies, adopt new technology, and try out new 
information technologies [2, 6, 7, 85].

Fig. 4  Proposed research model
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Table 6  Record of specialist and their specialization

Sr.No Designation Gender Experience Expertise

1. Computer Engineer female 20 yrs Digital marketing
2. Soft Engineer male 10 yrs Coder
3. Business Analyst male 20 yrs Data analyst
4. Principal male 15 yrs Econometrics
5. Professor male 12 yrs E-customer behaviour
6. Business Analyst male 12 yrs Feedback evolution
7. Computer engineer female 7 yrs Internet security
8. Soft engineer female 6 yrs System design
9. Faculty male 15 yrs Social media marketing
10. Soft engineer male 6 yrs Online marketing

Fig. 5  MCDM problem to find internet shopping malls
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The values presented in Table 7 cannot be directly applied to existing or proposed 
metrics, thus necessitating their transformation into the IF domain. To achieve this, 
a conversion formula is formulated as follows:

c∗(kij) = (0.5)(c(kij)) , where c(kij) = 1 − exp
(
−

kij−min(kij)

max(kij)−min(kij)

)

d∗(kij) =
(
1 − (kij)

0.5
)2

where c∗(kij) =Membership degree and d∗(kij) =Non-membership degree [89]

By applying the provided formula [89], specifically the membership c∗(kij) and 
non-membership d∗(kij) expressions, to the data presented in Table 7, a transforma-
tion is carried out. This transformation yields the corresponding IF values, as illus-
trated in Table 8.

Figure 6 shows the graph of DOC, which is obtained by Table 9. Figure 6 shows 
the highest DOC value of the proposed measure, which is the best.

7.3  Implications

The implications of this research are significant for both academic and practical pur-
poses. This study addresses gaps in previous research by concentrating on evalu-
ating the competitive advantages of e-commerce giants in India. The researchers 
developed a model of ranking of internet shopping websites, as shown in Fig. 7. The 

Table 7  Decision matrix Internet ER IESD WPM RPPS DC
Websites R

∗
1

R
∗
2

R
∗
3

R
∗
4

R
∗
5

Amazon. in 8.06 8.79 8.06 8.58 6.82
AJIO. com 8.08 7.28 7.46 7.57 7.77
Myntra. com 7.72 8.47 8.02 7.50 8.05
Nykaa 6.971 6.85 7.13 7.16 7.28
Firstcry. com 7.45 7.46 7.46 7.98 7.47

Table 8  Normalized decision matrix

Internet ER IESD WPM RPPS DC
Websites R

∗
1

R
∗
2

R
∗
3

R
∗
4

R
∗
5

Amazon. in R1 (0.32,0.19) (0.32,0.19) (0.32,0.19) (0.32,0.19) (0.98,0.00)
AJIO. com R2 (0.32,0.19) (0.10,0.47) (0.15,0.37) (0.12,0.42) (0.20,0.30)
Myntra. com R3 (0.25,0.25) (0.28,0.21) (0.31,0.20) (0.11,0.46) (0.32,0.19)
Nykaa R4 (0.00,1.00) (0.00,1.00) (0.00,1.00) (0.00,1.00) (0.18,0.33)
Firstcry. com R5 (0.18,0.33) (0.14,0.40) (0.15,0.37) (0.22,0.28) (0.00,1.00)
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overall ranking is R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 . Moreover, the research highlights the 
significance of the online service provider’s reputation to customers, which implies 
that internet shopping websites need to undertake actions to improve their reputation 
on online platforms.

The present study employs MCDM to rank internet shopping malls by evaluat-
ing their competitive advantages based on an extensive literature review. The opin-
ions of experts were also taken into consideration, and the outcomes are presented 

Table 9  Results of distance measures

D D(R1,R) D(R2,R) D(R3,R) D(R4,R) D(R5,R) Ranking Best Doc

D
∗∗
H

0.4763 0.7436 0.7016 0.9502 0.7920 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 1.282
e
∗
H

 [15] 0.1040 0.2557 0.2325 0.3494 0.3285 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.7521
e
∗
NH

 [15] 0.0036 0.0267 0.0223 0.0303 0.0439 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.1088
e
∗
ED

 [15] 0.9540 1.0195 1.0090 1.1026 1.0772 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 /
e
∗
NED

 [15] 0.8820 0.8986 0.8998 0.9500 0.9201 R1 ≺ R2 ≺ R3 ≺ R5 ≺ R4 R1 0.1405
f
∗
H

 [67] 0.5480 0.8105 0.7745 0.9640 0.8485 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 1.2055
f
∗
NH

 [67] 0.1096 0.1621 0.1549 0.1928 0.1697 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.2411
f
∗
ED

 [67] 0.5571 0.6653 0.6452 0.7163 0.7296 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.3555
f
∗
NED

 [67] 0.1427 0.2091 0.1968 0.2253 0.2499 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.3103
f
∗
FW1

 [66] 0.0898 0.1382 0.1313 0.1879 0.1501 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.2483
f
∗
FW2

 [66] 0.0075 0.0319 0.0275 0.0384 0.0482 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.116
f
∗
GD

 [55] 0.1096 0.1621 0.1549 0.1928 0.1697 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.2411
f
∗
YF

 [68] 0.1096 0.1621 0.1549 0.1928 0.1697 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.2411
i
∗
H

 [55] 0.7260 0.9575 0.9413 0.9935 0.9706 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.9589
i
∗
NH

 [55] 0.1452 0.1915 0.1883 0.1987 0.1941 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.1918
i
∗
ED

 [55] 0.2088 0.2287 0.2265 0.2302 0.2296 R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 R1 0.0798
i
NED

 [55] 0.0514 0.0654 0.0638 0.0658 0.0659 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.0553

Fig. 6  Graph of DOC
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in Table 9. By using step 4 of the algorithm (If the DOCi0 is highest, the result of 
distance measure is more credible). From Table 9, we get 1.282 (DOC of proposed 
measure) which is greater than all existing measures. According to the highest DOC, 
through the ranking, we conclude that Amazon. in and Myntra.com are the top two 
online shopping malls. According to the findings, Amazon is ranked first, followed 
by Myntra. com, Azio.com, Firstcry, and Naykaa. Amazon. in, popularly referred 
to as the “Amazon of Indian e-commerce,” has established a noteworthy reputation 
for delivering exceptional services. Myntra.com, an e-commerce platform specializ-
ing in beauty products, was ranked second in the study. Given Amazon. ’s extensive 
product offerings, it attracts a larger number of visitors and customers.

Fig. 7  Evaluating and ranking of internet shopping websites
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Example 6.1 If we add four more factors i.e. customer service, delivery speed, pric-
ing, and product range then what is the effect of that example?

If we added four more criteria in Table 7, then we get Table 10 and by applying 
the provided formula [89], specifically the membership c∗(kij) and non-membership 
d∗(kij) expressions, to the data presented in Table 10, a transformation is carried out. 
This transformation yields the corresponding IF values, as illustrated in Table 11.

Explanation of 6.1 example By applying all the steps of Algorithm 6.1 we obtained 
Table 12. Table 12 shows that R1 is the best option. In this example, which is that 
ranking is the same R1 ≺ R3 ≺ R2 ≺ R5 ≺ R4 of the last case study. Amazon. com 
has an Ist ranking.

8  Comparison Analysis

To ensure the authenticity and soundness of the MCDM method, we refer to 
Table 13, where it can be seen that the optimal choice recommended by the sug-
gested method aligns with the optimal choices suggested by previously estab-
lished methods [37, 38, 58, 90–96]. Specifically, all the existing methods suggest 
that R1 is the best option, which coincides with the recommendation of the pro-
posed method. This similarity between the outcomes of suggested method and the 
established methods confirms the reliability of the proposed MCDM approach 
within the IF domain.

Table 10  Decision matrix

* CS customer service, DS delivery speed, PG pricing, PR Product Range

Internet ER IESD WPM RPPS DC CS DS PG PR
Websites R

∗
1

R
∗
2

R
∗
3

R
∗
4

R
∗
5

R
∗
6

R
∗
7

R
∗
8

R
∗
9

Amazon. in R1 8.06 8.79 8.06 8.58 6.82 8.05 8.61 8.75 7.06
AJIO. com R2 8.08 7.28 7.46 7.57 7.77 7.01 6.89 7.23 6.52
Myntra. com R3 7.72 8.47 8.02 7.50 8.05 7.65 8.35 8.46 7.89
Nykaa R4 6.971 6.85 7.13 7.16 7.28 6.85 6.72 7.25 7.14
Firstcry. com R5 7.45 7.46 7.46 7.98 7.47 7.25 7.48 6.53 7.67
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Table 12  Result of distance measures

D D(R1,R) D(R2,R) D(R3,R) D(R4,R) D(R5,R) Ranking Best Doc

D
∗∗
H

0.5479 0.8332 0.6506 0.9141 0.8089 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 1.0152
e
∗
H

 [15] 1.0067 1.7281 0.9046 1.3008 1.3001 R3 ≺ R1 ≺ R5 ≺ R4 ≺ R2 R3 /
e
∗
NH

 [15] 0.0659 0.1153 0.0513 0.0680 0.0586 R3 ≺ R5 ≺ R4 ≺ R1 ≺ R2 R3 0.1071
e
∗
ED

 [15] 1.2704 1.5523 1.2152 1.3332 1.3485 R3 ≺ R1 ≺ R4 ≺ R5 ≺ R2 R3 /
e
∗
NED

 [15] 1.0297 1.0792 1.0239 1.0483 1.0722 R3 ≺ R1 ≺ R4 ≺ R5 ≺ R2 R3 /
f
∗
H

 [67] 5.6200 7.9100 6.5900 8.4500 7.7650 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 /
f
∗
NH

 [67] 0.6244 0.8789 0.7322 0.9389 0.8574 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 0.9098
f
∗
ED

 [67] 0.5571 0.6653 0.6452 0.7163 0.7296 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.3555
f
∗
NED

 [67] 0.1427 0.2091 0.1968 0.2253 0.2499 R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5 R1 0.3103
f
∗
FW1

 [66] 0.5153 0.7900 0.6097 0.8889 0.7675 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 0.9949
f
∗
FW2

 [66] 0.0727 0.1203 0.0547 0.0728 0.0655 R3 ≺ R5 ≺ R1 ≺ R4 ≺ R2 R3 0.1125
f
∗
GD

 [55] 0.6244 0.8789 0.7322 0.9389 0.8611 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 0.2367
f
∗
YF

 [68] 0.6244 0.8789 0.7322 0.9389 0.8611 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 0.2367
i
∗
H

 [55] 7.2972 8.7875 8.3203 8.9131 8.7595 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 /
i
∗
NH

 [55] 0.9131 0.9764 0.9245 0.9903 0.9733 R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4 R1 0.2121
i
∗
ED

 [55] 0.1745 0.1793 0.1704 0.1771 0.1743 R3 ≺ R5 ≺ R1 ≺ R4 ≺ R2 R3 0.0236
i
NED

 [55] 0.0424 0.0436 0.0401 0.0426 0.0413 R3 ≺ R5 ≺ R1 ≺ R4 ≺ R2 R1 0.0095

Table 13  Comparative study 
results

Methods Ranking Results

TODIM method [90] R1 ≺ R4 ≺ R5 ≺ R3 ≺ R2

PF similarity measure [91] R1 ≺ R4 ≺ R2 ≺ R5 ≺ R3

EDAS method [92] R1 ≺ R5 ≺ R4 ≺ R3 ≺ R2

PFDWG operator [37] R1 ≺ R3 ≺ R2 ≺ R4 ≺ R5

PFDWA operator [38] R1 ≺ R4 ≺ R5 ≺ R2 ≺ R3

Generalized PF distance measure [93] R1 ≺ R4 ≺ R2 ≺ R3 ≺ R5

VIKOR method [94] R1 ≺ R4 ≺ R2 ≺ R5 ≺ R3

PF projection method [95] R1 ≺ R2 ≺ R3 ≺ R4 ≺ R5

IFS-TOPSIS [58] R1 ≺ R5 ≺ R2 ≺ R4 ≺ R3

IFS-CODAS [96] R1 ≺ R5 ≺ R2 ≺ R4 ≺ R3

D
∗∗
H

 (Proposed Measure) R1 ≺ R3 ≺ R5 ≺ R2 ≺ R4
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9  Conclusion

In this paper, Tangent distance measures for IFSs are presented and their properties 
are discussed. With real data from the machine learning repository, we presented 
their applications in pattern recognition and online shopping website problems. We 
also suggested a conversion formula from real data to IFSs data and explore a new 
method of MCDM. Furthermore, we have introduced a performance index, referred 
to as the degree of confidence (DOC), which demonstrates that the proposed met-
ric has yielded superior outcomes in comparison to its contenders. Finally, a real 
application in the field of online shopping websites is presented to demonstrate the 
potential use of the proposed methodology. The researchers employed MCDM to 
verify and assess the sensitivity of the results. The findings indicate that except for 
the first two online shopping websites, Amazon. in and Myntra. com, there were no 
significant variations in the results, as presented in Table-9. These outcomes validate 
that the suggested methods are feasible, relevant, and highly suitable for address-
ing problems related to pattern recognition, linguistic variables, and MCDM. To 
acknowledge the limitations of this study, it is essential to note that the research was 
restricted to the northern region of India, and the sample size used by the research-
ers was limited. In the future, we can extend the proposed measures and MCDM 
method in different environments such as q-rung orthopair fuzzy sets, Pythagorean 
fuzzy sets, picture fuzzy sets, and T-spherical fuzzy sets.

Appendix I

Proof of Theorem 4.1

Proof 

(A1) For B1,B2 ∈ IFS(K) , B1 = (lB1
(kq),mB1

(kq)) and B1 = (lB2
(kq),mB2

(kq)) it is 
evident that 0 ≤ lB1

(kq) ≤ 1 , 0 ≤ lB2
(kq) ≤ 1 , 0 ≤ mB1

(kq) ≤ 1 , 0 ≤ mB2
(kq) ≤ 1 . 

0 ⩽ |lB1
(kq) − lB2

(kq)| ⩽ 1, 0 ⩽ |(1 − mB1
(kq)) − (1 − mB2

(kq))| ⩽ 1 . 0 ⩽ |lB1
(kq)−

lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))| ⩽ 1 . 0 ⩽ max

(
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

)
⩽ 1 . 0 ⩽

(
�

4
max

(
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1−

mB2
(kq))|

))
⩽

�

4
.

This implies that 0 ⩽ tan

(
�

4
max

(
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))

|)) ⩽ tan
�

4
 0 ⩽ tan

(
�

4
max

(
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

))
⩽ 1 

0 ⩽
∑n

i=1
tan

�
�

4
max

�
�lB1 (kq) − lB2 (kq)�, �(1 − mB1

(kq)) − (1 − mB2
(kq))�

��
⩽
∑n

i=1
1 0 ⩽

∑n

i=1
tan

�
�

4
max

�
�lB1

(kq) − lB2
(kq)�, �(1 − mB1

(kq)) − (1 − mB2
(kq))�

��
⩽ n 0 ⩽

1

n

tan

(
�

4
max

(
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

))
⩽ 1.
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Therefore by Eq. (4.1), we get 0 ≤ D∗∗
H
(B1,B2) ≤ 1.

(A2) D∗∗
H
(B1,B2) = 0 if and only if B1 = B2 ⇒ D

∗∗
H
(B1,B2) =

1

n

∑n

i=1
tan

�
�

4
max

(
|lB1

(kq) − lB2
(kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

))
.

Suppose B1 = B2 then lB1
(kq) = lB2

(kq),mB1
(kq) = mB2

(kq) for all kq. lB1
(kq) − lB2

(kq) = 0 , (1 − mB1
(kq)) − (1 − mB2

(kq)) = 0 for all kq.
This implies, |lB1 (kq) − lB2 (kq)| = |(1 − mB1

(kq)) − (1 − mB2
(kq))| = 0 , D∗∗

H
(B1,B2) =

1

n

∑n

i=1
tan

�
�

4
max (0, 0)

�
 D∗∗

H
(B1,B2) =

1

n

∑n

i=1
tan (0) D∗∗

H
(B1,B2) =

1

n
× 0 D∗∗

H
(B1,

B2) = 0.
Conversely, D∗∗

H
(B1,B2) = 0 ⇒ 1

n

∑n

i=1
tan

�
�

4
max

�
�lB1 (kq) − lB2 (kq)�, �(1 − mB1

(kq))−

(1 − mB2
(kq))|

))
= 0 . ⇒ tan

(
�

4
max

(
|lB1 (kq) − lB2 (kq)|, |(1 − mB1

(kq)) − (1 − mB2
(kq))|

))
= 0 

|lB1
(kq) − lB2

(kq)| = |(1 − mB1
(kq)) − (1 − mB2

(kq))| = 0 , lB1 (kq) = lB2 (kq),mB1
(kq) = mB2

(kq) 
for all kq. lB1

(kq) − lB2
(kq) = 0 , (1 − mB1

(kq)) − (1 − mB2
(kq)) = 0 for all kq . 

lB1
(kq) = lB2

(kq),mB1
(kq) = mB2

(kq) for all kq.
Therefore, we obtain B1 = B2 , and the property A2 is proved.
(A3) D∗∗

H
(B1,B2) = D

∗∗
H
(B2,B1) D∗∗

H
(B1,B2) =

1

n

∑n

i=1
tan

�
�

4
max

�
�lB1

(kq) − lB2
(kq)�, �(1 − mB1
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(kq))|

))
 D∗∗

H
(B2,B1) =

1

n
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i=1
tan

�
�

4
max

�
�lB2 (kq) − lB1 (kq)�, �(1 − mB2

(kq)) − (1 − mB1
(kq))|

))

This is evident that D∗∗
H
(B1,B2) = D∗∗

H
(B2,B1) holds ∀ kq ∈ K , |lB1

(kq) − lB2
(kq) 

| = |lB2
(kq) − lB1

(kq)| and |mB1
(kq) − mB2

(kq)| = |mB2
(kq) − mB1

(kq)| are held. 
Therefore, A3 is proved.
(A4) If B1 ⊆ B2 ⊆ B3 then lB1

(kq) ≤ lB2
(kq) ≤ lB3

(kq) , mB1
(kq) ≥ mB2

(kq) ≥ 
mB3

(kq) , for all kq ∈ K . Thus, we can get H∗∗(B1,B2) = max
{
|lB1

(kq) − lB2
(kq)|,

|mB1
(kq) − mB2

(kq)|
}
 , H∗∗(B1,B3) = max

{
|lB1 (kq) − lB3 (kq)|, |mB1

(kq) − mB3
(kq)|

}
 , 

and H∗∗(B2,B3) = max
{
|lB2

(kq) − lB3
(kq)|, |mB2

(kq) − mB3
(kq)|

}
 . We con-

sider the following two cases: If (i) ∣ lB1
(kq) − lB3

(kq) ∣ ≥ ∣ mB1
(kq) − mB3

(kq) ∣ , 
then H∗∗(B1,B3) = |lB1

(kq) − lB3
(kq)| . However, we have ∣ mB1

(kq) − mB2
(kq) ∣ 

≤ ∣ mB1
(kq) − mB3

(kq) ∣ ≤ ∣ lB1
(kq) − lB3

(kq) ∣ and ∣ mB2
(kq) − mB3

(kq) ∣ 
≤ ∣ mB1

(kq) − mB3
(kq) ∣ ≤ ∣ lB1

(kq) − lB3
(kq) ∣ . On the other hand, we 

have ∣ lB1
(kq) − lB2

(kq) ∣ ≤ ∣ lB1
(kq) − lB3

(kq) ∣ and ∣ lB2
(kq) − mB3

(kq) ∣ ≤ 
∣ lB1

(kq) − lB3
(kq) ∣ . By combining the previous results, we are able to derive a 

new result, H∗∗(IB1
, IB2

) ≤ H∗∗(IB1
, IB3

) and H∗∗(IB2
, IB3

) ≤ H∗∗(IB1
, IB3

) . Hence, 
we have D∗∗

H
(B1,B2) ≤ D∗∗

H
(B1,B3) . Now, we consider second case.

(ii) If ∣ lB1
(kq) − lB3

(kq) ∣ ≤ ∣ mB1
(kq) − mB3

(kq) ∣ , then H∗∗(B1,B3) = |mB1
(kq)−

mB3
(kq)| . However, we have ∣ lB1

(kq) − lB2
(kq) ∣ ≤ ∣ lB1

(kq) − lB3
(kq) ∣ ≤  

∣ mB1
(kq) − mB3

(kq) ∣ and ∣ lB2
(kq) − lB3

(kq) ∣ ≤ ∣ lB1
(kq) − lB3

(kq) ∣ ≤ 
∣ mB1

(kq) − mB3
(kq) ∣ . On the other hand, we have ∣ mB1

(kq) − mB2
(kq) ∣ ≤ 

∣ mB1
(kq) − mB3

(kq) ∣ and ∣ mB2
(kq) − mB3

(kq) ∣ ≤ ∣ mB1
(kq) − mB3

(kq) ∣ . By com-
bining the previous results, we are able to derive a new result, H∗∗(IB1

, IB2
) 

≤ H∗∗(IB1
, IB3

) and H∗∗(IB2
, IB3

) ≤ H∗(IB1
, IB3

) . Hence, we have D∗∗
H
(B1,B2) ≤ 

D∗∗
H
(B1,B3) . Therefore, cases (i) and (ii) fulfill the validation of (A4).

(A5) Now, let’s examine two distinct cases.: (i) ∣ lB1
(kq) − lB3

(kq) ∣ ≥  
∣ mB1

(kq) − mB3
(kq) ∣ , then H∗∗(B1,B3) = |lB1

(kq) − lB3
(kq)| , H∗∗(B1,B3) = |lB1

(kq) 
−lB2

(kq) + lB2
(kq) − lB3

(kq)| , and H∗∗(B1,B3) = |lB1 (kq) − lB2 (kq)| + |lB2 (kq) − lB3 (kq)| 
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= max
{
|lB1

(kq) − lB2
(kq)|, |mB1

(kq) − mB2
(kq)|

}
 + max

{
|lB2

(kq) − lB3
(kq)|, |mB2

(kq) 
−mB3

(kq)|
}
=H∗∗(IB1

, IB2
) + H∗∗(IB2

, IB3
) = D∗∗

H
(B1,B2) + D∗∗

H
(B2,B3)

(ii) Similarly, ∣ lB1
(kq) − lB3

(kq) ∣ ≤ ∣ mB1
(kq) − mB3

(kq) ∣ , then H∗∗(B1,B3) = ,  
|mB1

(kq) − mB2
(kq) + mB2

(kq) − mB3
(kq)| , and H∗∗(B1,B3) ≤ |mB1

(kq) − mB2
(kq) 

| + |mB2
(kq) − mB3

(kq)| = max
{
|lB1

(kq) − lB2
(kq)|, |mB1

(kq) − mB2
(kq)|

}
 + max

{
|l
B2

 
(kq) − lB3

(kq)|, |mB2
(kq) − mB3

(kq)|
}
=H∗∗(IB1

, IB2
) + H∗∗(IB2

, IB3
) = D∗∗

H
(B1,B2) + 

D∗∗
H
(B2,B3) . Thus, we get D∗∗

H
(B1,B2) ≤ D∗∗

H
(B1,B2) + D∗∗

H
(B2,B3).

Appendix II

Proof of Theorem 4.2

Proof 

a) D∗∗
H
(Bc

1
,Bc

2
) =

1

n

∑n

q=1
tan

�
�

4
max

�
�(1 − mB1

(kq)) − (1 − mB2
(kq))�, �lB1

(kq) − lB2
(kq)�

�� 

=
1

n

∑n

q=1
tan

�
�

4
max

�
�lB1

(kq) − lB2
(kq)�, �(1 − mB1

(kq)) − (1 − mB2
(kq))�

��
 

= D∗∗
H
(B1,B2)

b) D∗∗
H
(B1,B

c
2
) =

1

n

∑n

q=1
tan

�
�

4
max

�
�lB1

(kq) − mB2
(kq)�, �(1 − mB1

(kq)) − (1 − lB2
(kq))�

�� 

=
1

n

∑n

q=1
tan

�
�

4
max

�
�(1 − mB1

(kq)) − (1 − lB2
(kq))�, �lB1

(kq) − mB2
(kq)�

��
 

= D∗∗
H
(Bc

1
,B2)

c) D∗∗
H
(B1,B

c
1
) = 0  ⇔

1

n

∑n

q=1
tan

�
�

4
max

�
�lB1

(kq) − mB1
(kq)�, �(1 − mB1

(kq)) − (1

−lB1
(kq))|

})
= 0  ⇔  tan

(
�

4
max

{
|lB1

(kq) − mB1
(kq)|, |(1 − mB1

(kq)) − (1 − lB1

(kq))|
})

= 0 ⇔ 
{
|lB1 (kq) − mB1

(kq)|, |(1 − mB1
(kq)) − (1 − lB1 (kq))|

}
= 0 ⇔ |lB1

(kq)−

mB1
(kq)| = 0 ∀q ⇔ lB1

(kq) − mB1
(kq) = 0 ∀q ⇔ lB1

(kq) = mB1
(kq) ∀q

d) D∗∗
H
(B1,B

c
1
) =

1

n

∑n

q=1
tan

�
�

4
max

�
�lB1

(kq) − mB1
(kq)�, �(1 − mB1

(kq)) − (1 − lB1
(kq))�

�� . Let 

B1 = (l1,m1),B
c
1
= (m1, l1) D∗∗

H
(B1,B

c
1
) =

1

n

∑n

q=1
tan

�
�

4
max

�
�l1 − m1�, �m1−l1|

})
 

D∗∗
H
(B1,B

c
1
) =

1

n

∑n

q=1
tan

�
�

4

�
�l1 − m1�

��
 . If we take B1 as a crisp set i.e. either 

1 or 0.
 Let B1 = (0, 1) , Bc

1
= (1, 0) . D∗∗

H
(B1,B2) =

1

n

∑n

q=1
tan

�
�

4
max

�
�lB1

(kq) − lB2
(kq)�, �(1− 

mB1
(kq)) − (1 − mB2

(kq))|
})

 D∗∗
H
(B1,B

c

1
) =

1

n

∑n

q=1
tan

�
�

4
max {�0 − 1�, �1 − 0�}

�
 D∗∗

H
(B1, 

B
c

1
) =

1

n

∑n

q=1
tan

�
�

4
max {1, 1}

�
 D∗∗

H
(B1,B

c
1
) =

1

n

∑n

q=1
tan

�

4
 D

∗∗
H
(B1,B

c

1
) =

1

n∑n

q=1
1 D∗∗

H
(B1,B

c
1
) =

1

n
× n . Then, we get D∗∗

H
(B1,B

c
1
) = 1.
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Appendix III

Explanation of DOC

From Table  9, in D∗∗
H

 ∣ 0.4763 − 0.7436 ∣= 0.2673 , ∣ 0.4763 − 0.7016 ∣= 0.2253 , 
∣ 0.4763 − 0.9502 ∣= 0.4739 , ∣ 0.4763 − 0.7920 ∣= 0.3157.

Now, 0.2673 + 0.2253 + 0.4739 + 0.3157 = 1.282.
Similarly, we can find DOC for other distance measures.
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