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Abstract
Preterm birth is a serious issue which can affect the whole family, especially the mother both physically and mentally. Further, 
babies also need to face a lot of short-term and long-term complications, sometimes throughout their life. Annually we have 
approximately 15 million premature babies worldwide, which is the leading cause of death among children. However, early 
prediction of a preterm birth can help the clinician to give proper treatments to the mother in order to avoid this complica-
tion. Previous biological studies showed that there are epigenetic differences between a preterm baby and a full-term baby, 
and associations between prenatal risk factors and epigenetic changes. Anyhow it is comparably very hard to get epigenetic 
data from an infant before labor. Hence, this study analyses the methylation data of father and mother individually in the 
prediction of the possibility of premature birth using machine learning algorithms such as random forest, support vector 
machine and K-nearest neighbor. As we have high number of features in this data, mutual information is used to select the 
relevant features of this study. Different number of features are selected using mutual information and their performances 
are evaluated using all the three machine learning algorithms to reveal the best number of features. Results indicate that top 
15 methylation features taken from the father along with random forest classifier outperform other models with a perfect 
accuracy (AUC = 1 ± 0.00) in the prediction of premature possibilities.
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Introduction

A birth is called as preterm when the delivery occurs before 
37 weeks of gestational age. The current rate of global pre-
term birth is approximately 11%. It accounts for 18% of all 
deaths among children under 5 years, and 35% of all deaths 
among newborns aged less than 28 days [1]. Preterm birth 
of a baby is not only affects the mental health of a mother 
but also associated with socio-demographic, obstetric, and 
neonatal risk factors [2]. As there are various strategies to 
prevent preterm birth, prediction of preterm births before 

the delivery will help the doctors to take necessary actions 
to avoid it [3].

Association between the molecular characterization of 
parents and preterm children was already studied in biologi-
cal researches [4]. In some studies, epigenetic changes were 
studied among mother-infant pairs [5]. There are even more 
biological studies that showed the connection between epi-
genetic modification and prematurity [6]. Candidate genes 
and methylation changes related to preterm labor and very 
early preterm labor were identified in these type of previous 
studies [4]. Some other studies identified epigenetic DNA 
methylation regions correlated with prematurity by studying 
methylation data from father-mother-infant triads [7]. Fur-
ther studies supported the hypothesis that epigenetic modi-
fication induced by pregnancy-related risk can influence the 
risk of preterm birth [8].

These biological studies show the connection between 
epigenetic data and the premature delivery. These days 
machine learning is widely used in medicine in various ways 
including automated diagnosis system, drug discovery and 
especially, omic data along with machine learing is moving 
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towards the personalized medicine [9–13]. In this particular 
area also, in the literature, few studies used machine learning 
algorithms in the prediction of preterm birth. However, clini-
cal data obtained from the mother such as personal details, 
demographic data, pregnancy history and maternal health 
data were mostly used in those studies [14–18]. Few other 
techniques including signal processing [19], pathway analy-
sis [20] and uterine records [21] also used in the prediction 
of preterm birth.

Even though there are many omics-related biological 
studies in the literature, those studies or data were rarely 
used in the machine learning-related predictions. However, 
those biological studies showed a close relationship between 
premature deliveries and omics scale data. As the literature 
showed that genetic factors influence the delivery time of 
a baby [22, 23], here in this study we use the methylation 
data of the parents of a premature new-born to predict the 
possibilities of premature labor. An accurate prediction of 
preterm delivery will help a lot for the medical field and 
public for a better understanding of the problem and to start 
an ontime treatment for this crucial issue.

As machine learning models have the capability of pre-
dicting a target accurately and quickly, this study compares 
performance differences between various classification 
algorithms such as random forest, support vector machines 
and K-nearest neighbor in the prediction of the possibilities 
of preterm birth using the methylation data of father and 
mother individually to see which data has a high correla-
tion with the preterm labor of a baby. Mutual information is 
used to select the relevant features of the study. Performace 
difference between distinct number of features also checked 
to select the best set of features with the highest accuracy. 
Accuracies between different models are compared and the 
result shows that top 15 methylation features of the father 
selected using mutual information along with random forest 
classifier can predict the premature delivery almost perfectly.

Related Work

These days machine learning is widely used in medicine for 
many purposes including diagnosis of the disease, biomarker 
identification, personalized medicine and drug discovery. 
It is also used in the studies related to women reproductive 
health and pregnancy, especially to predict the pregnancy 
complications. One such important complication is preterm 
birth, which needs more special attention.

There are studies in the literature predicting the preterm 
birth or possibilities of the preterm birth. Those studies 
mainly used clinical data, EHG or EHR data [24–30] from 
the mother. Those studies showed a performance ranges 
between 65 and 99%. However, the study gave 99% accu-
racy was obtained from EHG recording data [28], where 

this data needs more computational power and time to 
train the model compared to the data used in our study.

On top of this, omics data also used in the literature to 
predict the preterm birth. miRNA data [31] and metabo-
lome & microbiome [32] data were used in these studies 
and unexpectedly their perfoamces are aroud 70–80%. 
These studies show that the previous studies rarely used 
data from father, where they focused mainly on mother. 
However, in [33], they suggested that there might be a 
relationship between the gestational age and paternal DNA 
methylation. However, this data is not utilized in machine 
learning related studies.

Here, in this study we are filling the gap in the litera-
ture by considering father’s epigenetic data in the predic-
tion of preterm birth using machine learning algorithms. 
Even though genetic factor is influencing the preterm birth, 
epigenome data is not used in this prediction so far. Hence, 
this study utilises epigenome data from father and mother in 
the prediction of preterm birth, compares the performance 
between them and reveal the role of paternal epigenetic data 
and preterm labor. Further, this study provides a simple 
machine learning model with less time complexity to solve 
this issue.

Materials and Methods

Material

This study uses a dataset from Gene Expression Omnibus 
(GEO), named preterm birth buccal cell epigenetic biomark-
ers to facilitate preventative medicine. This is a publicly 
available data with the accession number, GSE194227 [34]. 
More detail of the data and the study setup can be obtained 
from GEO data repository using the accession number.

Methods

Data is downloaded from the above repository and it is pre-
processed. During the data preprocessing, null values and 
duplicate data are removed. Initially, before removing all 
these data samples, shape of data is [91, 3088298]. After 
removing all these values, our data shape is [40, 2932684]. 
We have 40 samples from father and 40 from mother. As 
the data range is big, in the next step they are normalized 
between 0 and 1. After that, mutual information is used to 
select the relevant features of the study. Selected features 
are used with different machine algorithms to predict the 
possibility of preterm birth, performance between different 
models are compared and the one with the best accuracy is 
selected (Fig. 1).
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Mutual Information

Basically, mutual information measures the mutual 
dependence between two random variables. Mutual infor-
mation can be defined either on the basis of probability or 
in terms of entropies.

It can be defined either as,

where, P(x, y) is the joint probability. P(x) and P(y) are the 
marginal probabilities.

If we are using continuous variables then the summa-
tion could be replaced by integration.

Or as

Where, H(x) and H(y) are the marginal entropies. 
H(X|Y) and H(Y|X) are conditional entropies. H(X, Y) is 
the joint entropy.

Mutual information can be used in various applications 
and researches for feature selection. It is one of the most 
recent feature selection techniques used in researches.

(1)I(X;Y) =
∑

y𝜀̇Y

∑

x𝜀̇X

p(x, y)𝑙𝑜𝑔

(
p(x, y)

p(x).p(y)

)

I(X;Y) = H(X) + H(Y) − H(X|Y)

(2)= H(X, Y) − H(X|Y) − H(Y|X)

Support Vector Machine (SVM)

Support vector machine is a widely used supervised machine 
learning algorithm for both classification and regression 
tasks. Consider a binary classification with a given training 
set of the form T = {

(
x1, y1

)
,
(
x2, y2

)
,… ,

(
xn, yn

)
} where 

xi𝜀̇R
n and yi𝜀̇{+1,−1}. After training a model with this data, 

now the goal is to find a function to predict the target class 
of a new data point using its feature values x. A soft margin 
SVM formulates this problem as follows:

s.t. yi
((
w.xi

)
+ b

)
≥ 1 − �i, i = 1, 2,… , n

Random Forest (RF)

Random forest algorithm is an ensemble algorithm, which 
can be used for both classification and regression problems. 
Here, in this study, it is used for the classification task. It 
uses a number of decision tree classifiers on various sub-
samples and finally it will average the accuracies (Fig. 2) 

(3)���
w,b,�

1

2
||w||2 + C

n∑

i=1

�i

�i ≥ 0, i = 1, 2,… , n

Data collection

Data Cleaning
Cleaned Dataset

Feature selection +
Machine Learning Algorithms Model Evaluation and 

Comparison

Prediction

Fig. 1   Flow of methodology. This figure describes the whole process done throughout this work
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in order to improve the prediction accuracy and control the 
overfitting of the model.

K‑Nearest Neighbor (KNN) Classifier

KNN is a simple but powerful classifier used in supervised 
learning. In this technique, a new instance will be assigned 
to its target class based on the number of closest neighbors. 
Number of neighbors want to be considered (the K value) 
can be defined or selected by the user. Out of those k values, 
this algorithm will find which class has the highest number 
of closest points and this new instance will be assigned to 
that class. To find the closest points, some distance measures 

such as Euclidean distance or Mahalanobis distance can be 
used.

Accuracy Measures

This study uses accuracy to measure the performance of the 
model that is defined by the following equation.

Here, True Positive (TP): The values correctly predicted 
as positive. True Negative (TN): The values correctly pre-
dicted as negative. False Positive (FP): The values are falsely 
predicted as positive. False Negative (FN): The values are 
falsely predicted as negative.

Results

This study starts with data normalization. As our initial data 
is not normalized, and the data range difference is too big 
(Fig. 3A), we normalized the data between 0 and 1 (Fig. 3B). 
This normalized data is used in the further analysis.

As this dataset is in a very high dimension where 
2,932,684 methylation sites were measured on 40 sam-
ples, we used mutual information to select the features of 
the study. Five, ten, fifteen, and finally twenty methylation 
features are individually selected from mother and father. 
Those data are used with the classification models in order 
to predict the labor category, whether it is preterm labor or 
full-term labor.

(4)Accuracy =
True Positive + TrueNegative

TP + FP + TN + FN

Sample Input

Tree 1 Tree nTree 2 (….)

Prediction 1 Prediction 2 Prediction n

Averaging all the predictions

Random forest prediction

Fig. 2   Random forest Architecture

(A) (B)

Fig. 3   Data visualisation. Distribution of the data A before normatlsation and B after normalization. As the range of the data is too big, the val-
ues are normalized between 0 and 1
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Selected twenty features from mother and father (Table 1) 
are presented in Fig. 4 (A) and (B) along with their mutual 
information values. 

Those selected features are subjected to the classification 
models to predict the possibility of preterm birth, and the 
accuracy is validated using fivefold cross validation. Ini-
tially, top 5 features are used with all three classifiers and the 
number is then increased to ten, fifteen, and finally twenty. 
This process is done to select the number of features with 
the highest accuracy. The same process is applied to the data 
from both mother and father.

Table 2 shows that Father’s methylation data can do 
an accurate prediction of the possibility of preterm labor. 
Even though random forest provides an accuracy value of 1 
(± 0.00) with each of 5, 10, 15 and 20 features, it is worthy 
to note that top 15 features give the same accuracy value 
not only with random forest but also with all the classifiers. 
This accuracy value is confirmed using precision, recall, 
F1-score, and AUC value of 1.

However, the mother’s methylation data also gives a com-
parable accuracy value in this prediction, especially with the 
random forest classifier. Here top 10 features give the best 
accuracy in all three cases with very low variation.

Even though we have a perfect accuracy while using the 
methylation data of the father, we tried to use the combined 
data of both the parents in the same prediction. All the analy-
ses are done in the same way as explained above. Here also 
we get a perfect accuracy (1 ± 0.00). However, most of the 
selected features are from the father, and a few top features 
from the mother also selected in this prediction.

Discussion

Premature deliveries need to be controlled in order to have 
a healthy community and it should be predicted in the early 
gestational weeks, not at the later stages. This will help a lot 

Table 1   Selected Methylation features from Father and Mother in the 
prediction of preterm birth

DNA methylation data from father and mother are used individu-
ally in the preterm birth. As the dataset has huge number of features, 
mutual information is used in the feature selection. Top twenty fea-
tures selected using mutual information and used in this classification 
are presents

Father Mother

Chr Start Stop Chr Start Stop

1 145,794,001 145,795,000 1 56,465,001 56,466,000
2 109,646,001 109,647,000 1 227,244,001 227,245,000
3 147,583,001 147,584,000 5 82,100,001 82,101,000
4 70,059,001 70,060,000 6 2,753,001 2,754,000
5 137,490,001 137,491,000 6 68,425,001 68,426,000
6 23,570,001 23,571,000 8 22,902,001 22,903,000
7 123,063,001 123,064,000 8 104,742,001 104,743,000
8 21,244,001 21,245,000 10 28,627,001 28,628,000
9 113,436,001 113,437,000 11 93,018,001 93,019,000
10 87,487,001 87,488,000 12 67,658,001 67,659,000
11 24,530,001 24,531,000 13 20,739,001 20,740,000
12 42,721,001 42,722,000 13 24,172,001 24,173,000
13 21,344,001 21,345,000 14 92,500,001 92,501,000
14 26,846,001 26,847,000 14 103,249,001 103,250,000
15 10,831,001 10,832,000 15 49,947,001 49,948,000
16 48,631,001 48,632,000 15 72,745,001 72,746,000
17 81,294,001 81,295,000 21 9,085,001 9,086,000
18 6,471,001 6,472,000 22 34,102,001 34,103,000
19 53,752,001 53,753,000 X 58,920,001 58,921,000
20 25,360,001 25,361,000 X 113,208,001 113,209,000

(A) (B)

Fig. 4   Mutual information selected top twenty features from A 
Father and B Mother. As the dimension of our initial data is too high, 
mutual information is used to select the relevant features of the study. 

Selected features (X-axis) are presented against the mutual informa-
tion value (Y-axis)
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for the doctors to take necessary actions ontime to prevent 
preterm birth. There are various machine learning prediction 
models which predict preterm birth using several other data 
and their accuracies range between 60 to 99% [24–29, 31, 
32]. Those studies are summarized in Table 3. They show 
that their accuracies are not too good, especially for this 
scenario, where every wrong decision may lead to a disaster 
up to the level of the loss of life of an infant. In one of those 
studies, they achieved 99% accuracy using a dataset which 
needs more computational power and time in the training of 
the model compared to our data.

In this prediction, each and every false negative prediction 
will also lead to many psychological effects, particularly on 
the mother. Here we need to note that stress of the mother is 

identified as one cause of this preterm birth [35–37]. So we 
need to be very careful with every wrong predictions. Hence, 
our accuracy in this study is validated using many perfor-
mance metrics such as precision, accuracy and F1-score.

However, there are biological studies already showed the 
relationship between omics scale data and premature deliv-
eries [38–41]. Various studies in the literature showed that 
preterm birth is highly influenced by genetic factors, espe-
cially from the maternal side [42–44]. Studies showed that if 
a mother already has a premature delivery, she is more likely 
to has the same in the coming deliveries as well [45]. Also, 
few studies proposed that 25–40% of premature deliveries 
maybe by hereditary, and maternal genomes has more effect 
on preterm birth compared to the fetal genome [46].

Studying the literature shows that most of the studies 
mainly considered either the maternal side or the fetal side in 
the genome-wide studies. Even in their studies, [45] reported 
that if a mother herself was born preterm, she is more likely 
to deliver preterm babies and this cannot be applied to the 
father. As a consequence of these findings, very few studies 
considered father’s data along with mother’s data to see the 
contribution of father’s genetic data in the premature labor [7].

As the follow up of the literature, which says that preterm 
birth is ancestral, here, in this study we analyse the epige-
netic data from mother and father separately in the predic-
tion of preterm birth. Our study shows that epigenetic data 
from the father alone could be used in the prediction of pre-
term deliveries. This data gives a perfect accuracy, whereas 
the mother’s data alone gives an accuracy comparably less 
than the father’s data. Even though the difference between 
both the accuracies is very low, this is a surprising result, 
because mother is always more connected to the maternity-
related issues.

Hence we study the experiment detail of the data we used 
in this prediction in order to justify our results. However, we 
could not find any special arrangements in their experimen-
tal setup or in the recruitment of their samples. At least they 
did not mention any limitations in their document regarding 

Table 2   Methylation data of father and mother is individually used in 
the prediction of the premature birth of a child

Mutual information is used to select the top 5, 10, 15, and 20 meth-
ylation sites, and those selected data are used in the prediction using 
three different classification algorithms such as RF, SVM, and KNN. 
Results after fivefold cross-validation are summarized

Classification methods Father’s data Mother’s data

Top 5 features
 Random forest 1.00 (± 0.00) 0.88 (± 0.22)
 SVM 0.97 (± 0.10) 0.90 (± 0.19)
 KNN 0.90 (± 0.19) 0.93 (± 0.20)

Top 10 features
 Random forest 1.00 (± 0.00) 0.97 (± 0.10)
 SVM 1.00 (± 0.00) 0.90 (± 0.19)
 KNN 0.97 (± 0.10) 0.93 (± 0.12)

Top 15 features
 Random forest 1.00 (± 0.00) 0.97 (± 0.10)
 SVM 1.00 (± 0.00) 0.90 (± 0.24)
 KNN 1.00 (± 0.00) 0.82(± 0.12)

Top 20 features
 Random forest 1.00 (± 0.00) 0.97 (± 0.10)
 SVM 1.00 (± 0.00) 0.97 (± 0.10)
 KNN 0.97 (± 0.10) 0.85 (± 0.10)

Table 3   Accuracies obtained in the literature

In the prediction of preterm birth, various data and machine learning method are used and they gained different accuracies. Those studies are 
summarized here with the full description for comparing our study with the literature

Study Data used Used machine learning method Accuracy of the study

[24] Clinical Data ANN, Logistic regression, Random forest, Decision trees 60–80% with ANN
[25] Symptoms Decision tree, Logistic regression, SVM 90.9% with SVM
[26] EHG signal ANN 95%
[27] EHR data RNN, Regularized logistic regression, SVM, Gradient boosting 82.7% with RNN
[28] EHG recording 99%
[29] Time-lapse images Deep learning model 96.8%
[31] miRNA SVM 71%
[32] Metabolome Light GBM, Logistic regression, SVM, Elastic net 81% with LightGBM
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the sample selection. Even they collected this data from buc-
cal cells, which is very easy to obtain compared to other 
complex body parts. The only limitation for a machine learn-
ing model using this dataset is the limited size of samples in 
this study. However, one study already used this data set [7] 
and anaysed both data from the mother and father. In their 
study, they identified the contribution of the father’s meth-
ylation data along with mother’s data in the preterm birth. 
They further revealed the contribution of paternal germline 
to preterm birth.

This study supports our findings, and our study gives a 
future scope to the researchers in the direction of paternal 
effects in preterm birth. As we have very few paternal-
related studies including [33] in this area, this study suggests 
that we should consider paternal side in these birth com-
plications. If the mother does not have any other external 
complications, paternal side effect may have more impact 
on the healthy delivery of a baby compared to maternal side.

Conclusion

This study compares the performance differences between 
the methylation data taken from father and mother in the 
prediction of preterm birth using machine learning algo-
rithms. As this dataset has more features compared to 
the number of samples, top 5, 10, 15, and 20 features are 
selected using mutual information. Each set of features is 
used in the prediction of preterm birth possibility using three 
different classifiers: random forest, SVM, and KNN classi-
fier. Performance comparison between models after fivefold 
cross-validation shows that top 15 epigenome features obtain 
from father can predict premature labor with almost perfect 
accuracy. This finding is confirmed using the other measures 
such as precision, recall, F1-score, and AUC values. This 
study shows that compared to the DNA methylation features 
from mother of a preterm baby, the epigenetic markers from 
father carry more information related to the premature labor. 
However, DNA methylation data of the mother also equally 
informative in relation to the preterm birth of a baby.

Future Work

In this data, we identified that DNA methylation from the 
father can predict preterm birth accurately using machine 
learning techniques. In the future, we will be using other 
omic scale data also in the same prediction, in order to con-
firm the paternal effect in the preterm birth.
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