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Abstract
Innovative approaches to personalized and adaptive learning are being developed that leverage advances in AI and access 
to large datasets. In this paper, we focus on computational models of novelty in large datasets of documents with the goal to 
encourage curiosity in student learning. While encouraging curiosity is important in all learning experiences, we focus on 
learning experiences that are open ended and do not have a right or wrong answer, as is common in project based learning 
and graduate research courses. Through the identification of a generalized framework for AI-based recommendations and 
the development of the Pique model, we describe the role of computational models of novelty in personalized educational 
systems, and how computational novelty models can be leveraged to stimulate student curiosity and expand their learning 
interests. Pique is a web-based application that applies computational models of novelty to encourage curiosity and self-
directed learning by presenting a sequence of learning materials that are both novel and personalized to learners’ interests, 
inspiring learners’ intrinsic motivation to explore. We describe a generalized framework for computational models of novelty 
as the basis for the AI component of the Pique learning system and developed two computational models of novelty using 
Natural Language Processing techniques and concepts from recommender systems. The contributions in this paper include: 
a generalized framework for integrating computational models of novelty in course recommendations and the Pique model 
for encouraging curiosity in learners in project-based open ended course experiences. The framework is described to pro-
vide structure for the use of computational novelty in Pique and is generalized to inspire this approach in other domains and 
courses. We report the student experiences with Pique in four courses over two semesters showing that the cumulative inter-
ests of the students continued to grow until the end of the semester, and the percentage of students that expanded their inter-
ests has a different temporal pattern in a graduate course when compared to an undergraduate course. Based on a qualitative 
analysis, the students experience with Pique encouraged their curiosity and led them to unexpected topics in their projects.
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Introduction

How to personalize learning at scale has been of significant 
interest to researchers in education in recent decades. Typi-
cally instructors lack the time to personalize learning materi-
als and must progress based on overall learning goals rather 
than individual student needs. Recommender systems and 
other information retrieval aids have been studied as a way 
to help address this challenge. Advances in natural language 
processing (NLP) on learning materials enable educational 
environments to personalize the presentation of learning 
materials to students with content that is responsive to their 
learning experience, knowledge, and interests. This paper 
discusses novel approaches to personalized and adaptive 
learning that use AI models of document novelty to recom-
mend content to students. We contextualize our models of 
novelty in an interactive system for recommending course 
relevant publications to University students.

Most research involving recommender systems for per-
sonalized learning assumes—explicitly or implicitly—a 
fixed sequence, tree or other structure of knowledge to be 
gained by all students. The system then algorithmically 
assesses each student’s progress through those prerequi-
sites. For example, Imran et. al. [1] developed personalized 
learning in an LMS that responds to the individual profile 
of achievement of the learner by matching the profile with 
an object representation of the learning materials. This has 
been shown to work well in domains with highly structured, 
hierarchical knowledge, such as mathematics, but is less 
effective in domains or courses in which the knowledge to 
be gained is more open ended. In many real-world classroom 
contexts there are a multitude of possible paths through 
course knowledge. Algorithmically profiling students in 
these contexts in order to personalize their learning means 
not just knowing where they are in a sequence, but what 
areas of a vast, multi-dimensional space they are familiar 
with, interested in, challenged by, and bored of. This is a 
much more complex problem computationally than person-
alizing learning in well-structured domains.

To address this challenge we leveraged a principle from 
cognitive psychology: intrinsic motivation. We model, in 
our AI-based personalized learning system called Pique, 
what will make students curious, based on the notion that 
intrinsic motivation follows curiosity about novel and unex-
pected objects [2]. Pique supports learners by providing rec-
ommendations of academic papers based on their interests 
and computational models of the paper novelty. The goal 
of Pique is to help students build their knowledge on topics 
of interest and encourage them to be curious and eager to 
discover new interests. Curiosity can arise from exposure to 
appropriately novel stimuli, with insufficiently novel stimuli 
being boring and overly novel stimuli being overwhelming. 

An early version of this notion can be found in the writ-
ings of 19th-century philosopher Wundt [3], who suggests 
a region of moderate novelty within the space of possible 
stimuli, within which what he calls “hedonic value” will be 
maximized. The parameters of this region are dependent on 
experiences, context, and personal preference for novelty [4, 
5]. The ultimate goal of Pique is to stimulate the curiosity of 
the student and recommend resources that place them in a 
state of maximal curiosity by considering their interests and 
the novelty score of course materials as the basis for recom-
mending the next sequence of course materials.

The distance between what is known and what is desired 
to be known can be described as an information gap [6]. 
From the perspective of encouraging curiosity, small 
amounts of new knowledge prime further desire to learn 
leading to intellectual hunger [7], but larger amounts have a 
satiating effect. Vygotsky [8] describes the Zone of Proxi-
mal Development as the space of all knowledge that is adja-
cent to current knowledge and thus is comprehensible to 
the learner. These theories of knowledge acquisition apply 
metaphors to describe curiosity and suggest approaches for 
how curiosity might be operationalized. These approaches 
are the basis for computational models of curiosity resulting 
in AI systems that value the unexplored areas [9–12]. The 
Pique model contributes to this computational modeling of 
curiosity by setting a goal to stimulate the curiosity of indi-
vidual students based on a representation of the student’s 
background and preferences to produce personalized recom-
mendations that are both novel and interesting.

Identifying novel and valuable content, designs, and 
articles can lead to surprising recommendations and con-
sequently stimulate a curiosity to explore beyond what we 
already know [13, 14]. Surprise is an observer’s reaction to 
novelty, and it has been argued that the same computational 
models may be applicable to modelling both [15]. Theories 
of intrinsic motivation consider novelty and surprise as two 
of the main factors that evoke interest, motivate explora-
tory behaviors, and consequently drive learning and creativ-
ity [16]. Novelty and surprise have been incorporated into 
several recommender systems in recent years, with similar 
goals to this research—driving user adoption of new mate-
rial and thus the broadening of users’ preferences [2, 17].

Pique applies AI-based computational models to identify 
novel documents from a data set of learning resources, then 
generates a sequence of learning materials personalized to 
an individual’s knowledge and interests. This approach ena-
bles instructors to set a class-wide task with a fixed corpus of 
learning materials, but for each student’s experiences to be 
personalized in open-ended student-led and/or project-based 
learning [18, 19]. This paper describes the role of compu-
tational models of novelty in educational recommender 
systems to encouraging students’ curiosity. To demonstrate 
how computational models of novelty can be leveraged to 



SN Computer Science           (2024) 5:559 	 Page 3 of 19    559 

SN Computer Science

encourage curiosity, we describe the Pique system from the 
perspective of a generalized framework for computational 
models of novelty. The framework shown in Fig. 1 provides 
an ontology for computational novelty with respect to its 
four components: the source of text data, methods for repre-
senting the data, models for measuring novelty, and person-
alization [15]. We elaborate on this framework and discuss 
Pique from the viewpoint of the framework (“A Framework 
for Exploring AI-basedComputational Models of Novelty 
forRecommender Systems” and “The Pique Learning Sys-
tem” sections) as well as on students’ experience of using 
Pique (“The Student Experience Using Pique inSpecific 
Courses” section).

We have explored a variety of algorithms in the Pique 
project for representing the source data (learning resources), 
novelty, and sequence generation of learning resources. 
We present two data representation methods, two compu-
tational models of novelty, and three ways to select learn-
ing resources to stimulate students’ curiosity. Our novelty 
models are based on the concept of unexpectedness as a 
cause of novelty and surprise, which consequently leads to 
curiosity [13, 20]. For example, learning materials contain-
ing interesting and unexpected information can create a sur-
prise response, which may drive students to explore those 
concepts further. Presenting students with novel learning 
resources related to but distinct from their knowledge can 
inspire their curiosity to explore more in the domain.

In this paper, we shed light on the role of computational 
models of novelty in personalized educational systems such 
as Pique, and how computational novelty models could be 
leveraged to stimulate student curiosity and expand their 
learning interests. We describe a generalized framework 
for computational models of novelty as the basis for the AI 
component of the Pique system. Including this framework 
as a generalization and guidance for personalized learn-
ing extends our presentation of Pique [21]. The contribu-
tions in this paper include: (1) a generalized framework 
for integrating computational model of novelty in course 

recommendations and (2) the Pique model for encouraging 
curiosity in learners in a project-based open ended course 
experience. The framework is described to provide structure 
for the use of computational novelty in Pique and is general-
ized to inspire this approach in other domains and courses. 
Pique is presented as a model and an implementation, with 
an evaluation of this approach based on students’ experi-
ences with Pique in 2 semesters of 2 different courses. We 
describe the architecture of the Pique system and its imple-
mentation in personalizing learning materials. The contri-
bution of this paper is a unique approach to personalized 
learning that encourages curiosity.

The rest of this paper is organized as follows. In “AI-
based Approaches to Personalizing LearnerExperiences” 
section we describe recent research in AI-based approaches 
to personalized learning. In “A Framework for Exploring AI-
basedComputational Models of Novelty forRecommender 
Systems” section, we describe the framework for computa-
tional models of novelty and identify specific computational 
approaches to each component used in Pique. In “The Pique 
Learning System” section we describe the Pique model as 
well as the development and implementation of the Pique 
system. In “The Student Experience Using Pique inSpecific 
Courses” section we report on the experiences of university 
students who used Pique in the classroom, and in “Conclu-
sion and Future Work” section we conclude the paper and 
discuss directions for extending this research.

AI‑based Approaches to Personalizing 
Learner Experiences

The development and study of Pique contribute to the broad 
field of AI in education, which has been the subject of sig-
nificant and diverse work over several decades. Baker and 
Smith [22] describe three perspectives on educational AI: 
learner-facing (focusing on assisting students), teacher-fac-
ing (focusing on reducing teachers’ workloads), and system-
facing (focusing on institutions’ administrative and manage-
ment capabilities). Similarly, Zawacki-Richter et al. [23] 
identify four areas of AI applications in higher education: 
adaptive systems and personalization, assessment and evalu-
ation, profiling and prediction, and intelligent tutoring sys-
tems (ITSs). Pique, while sharing some characteristics with 
the latter two, is a unique approach to the first category, as it 
adaptively personalizes learner experiences through a model 
of curiosity.

The Pique system incorporates elements of educational 
recommender systems  [24], in that it recommends cus-
tomized course materials, as well as elements of an ITS 
approach, in that it profiles students to figure out what 
to teach them next. These elements are underlain by our 

Fig. 1   Framework for novelty-based recommendation indicating the 
approaches in Pique
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computational models of novelty, which provide the rank-
ings by which we recommend personalized learning activi-
ties. These models create the difference between Pique and 
existing educational recommender systems: rather than 
focusing on explicit learning goals or pre-existing sequences 
of material, we are motivated to increase student curiosity by 
any means necessary. To this end, we recommend sequences 
of resources that are predicted to surprise the user and are 
thus intended to evoke and sustain learner curiosity.

Intelligent Tutoring Systems and Personalized 
Learning Technologies

Intelligent tutoring systems leverage AI techniques to pro-
vide instructional capability according to the needs of indi-
vidual students. Some models have been proposed to distin-
guish students’ search behaviors for supporting students in 
effective ways [25]. Ai et al. [26] suggested applying deep 
knowledge models and reinforcement learning for tracing 
students’ knowledge status and recommending exercises. 
ITS have been applied to provide personalized feedback in 
learning programming courses as well as mathematical prob-
lem solving [26, 27]. Related to but distinct from ITS are 
Learning Management Systems (LMS) which track students’ 
learning activities, and in some cases classify students by 
their behavioral patterns [28, 29]. We do not present Pique 
as an ITS or an LMS, however, it can be thought of as analo-
gous to one. It models student preferences and represents 
the learning resources to be recommended with a strategy 
for composing resource sequences that focus on students’ 
motivation and maximizing their curiosity in learning.

Previous studies applied models of student motivation to 
enhance the instructional capabilities of ITSs. Del Soldato 
et al. [30] describe an approach for planning communication 
with a student performing a series of learning tasks based 
on a model of the student’s motivations. The motivational 
reasoning in their study is based on Keller’s model of moti-
vation [31] comprising curiosity, challenge, confidence, and 
control, previously applied in computer-supported collabo-
rative learning [32]. The Pique system focuses on curiosity, 
the first of these motivational factors, which is stimulated by 
novelty and surprise. We explore the computational models 
of novelty and recommend resources calculated to increase 
student familiarity with concepts, and additionally aim to 
evoke their curiosity.

Educational Recommender Systems (ERS)

ERSs can be applied by students or instructors in either for-
mal or informal educational contexts aiming to recommend 
learning resources. The goal of the Pique system is being 
applied in open-ended learning tasks which share many of 
the features of informal learning while being part of a formal 

educational context. In open-ended learning tasks, students 
are asked to choose a focus scope for their work within 
the proposed problem space [33]. This indicates an aspect 
shared with informal educational contexts that is students 
being self-directed to a degree.

Educational recommender systems have been suggested 
to recommend course material for students in Computer 
Science [34] and Business and Administration studies [35]. 
Cobos et al. [36] proposed a recommendation system to pre-
pare course content for the instructors. Educational recom-
mender systems include explainability to justify the recom-
mendation. Barria-Pineda et al. [37] suggested approaches 
to minimize students’ misunderstandings related to solv-
ing programming problems, and explained the reasoning 
behind the recommended learning activities. Barria Pineda 
and Brusilovsk [37] found that students spend more time 
on the exploratory interface and suggest the effectiveness 
of the transparent recommendation process. In Pique, we 
show students the computed novelty scores of the papers to 
facilitate students’ paper selection process.

Novelty and Surprise in Recommender Systems

Traditional recommender systems have the problem of over-
specialization: they suggest to users items that are popular 
or a close match with prior or current searches [15, 17]. 
They provide content that is estimated to fit with a user’s 
preferences but do not seek to expand those preferences. 
There are many domains in which it would be beneficial 
to provide users with information that goes beyond what a 
user is familiar with in order to inspire exploration, includ-
ing education, literature, nutrition [38], and creative prac-
tice. Unexpectedness has been a noted cause of novelty and 
surprise and consequently curiosity [13, 20]. An efficient 
novelty model can save the user a great deal of time when 
accessing information by exposing the user only to the most 
novel and surprising information [15]. From this perspec-
tive, modeling and measuring computational novelty and 
surprise within different types of content plays an essential 
role in personalized recommender systems and educational 
systems. Novelty and surprise have been proposed as com-
ponents of a new kind of recommender system that attempts 
to expand its users’ preferences [2, 17, 39]. Infusing novelty 
and surprise in recommender systems can prevent fixation by 
providing a broader set of recommendations to the user. In 
our approach, we present an innovative model for assigning 
a novelty score to research papers based on co-occurrence 
of keywords and topics, and a sequence generator to produce 
a set of recommendations of research papers to students.

Niu et al. [2] applied two different computational mod-
els of surprise in a health news recommendation system 
to leverage serendipity in recommending health news to 
users based on their preferences. They define serendipity as 
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happening when something is surprising and also valuable 
and discuss that their approach presents information that 
users were not looking for initially but is valuable to their 
unexpressed requirements [2]. Adamopoulos et al. [17] pro-
pose an approach to enhance user satisfaction by generating 
recommendations that are novel and unexpected for the user 
and of high quality based on users’ interests. They define the 
concept of unexpectedness as recommending items which 
are not exactly what users expect from the system. They 
present methods for identifying the users’ expectations and 
suggest performance metrics to measure the unexpectedness 
of sets of recommendation items. By considering accuracy 
simultaneously with unexpectedness and diversity, their 
approach leads to recommending unexpected items that are 
also useful to the users [15]. In our model, we adapt this con-
cept to present students with unexpected content in which we 
model their interests rather than their expectations and we 
develop computational models of novelty based on topic and 
keywords co-occurrence in the entire corpus of content. This 
model of novelty represents expectation in the dataset, and 
uses student interest to guide the generation of a sequence 
of novel papers.

A Framework for Exploring AI‑based 
Computational Models of Novelty 
for Recommender Systems

Advances in Natural Language Processing provide opportu-
nities in recommender systems and education for extracting 
useful knowledge and measuring the computational novelty 
in unstructured text documents which are increasingly avail-
able as digital content [15]. Approaches to computational 
novelty and surprise in unstructured text data can benefit 
scientific innovation, the design of learning materials, and 
expand the role of recommender systems. Effective and 
meaningful novelty models can play a key role in identifying 
content that is both relevant and interesting to users, which 
is a central goal in recommender and educational learning 
systems. In this section, we describe a framework for com-
putational models of novelty to have a better understanding 
of the AI component of the Pique system.

Figure 1 shows the framework for exploring and catego-
rizing computational models of novelty which is an exten-
sion of the framework in [15] and extends it for personalized 
learning. This framework provides a common ontology for 
exploring and categorizing different existing computational 
novelty models as well as a guideline for research in devel-
oping computational novelty measures for new applications. 
The framework establishes a sequential process for computa-
tional novelty that includes four major components: (1) type 
of source data, (2) representation methods, and (3) novelty 
models and (4) personalization. This framework facilitates 

exploring different approaches to modeling novelty in 
unstructured text data. Each of these components reflects 
one major aspect in the analysis of novelty. This framework 
is independent of the type of data in the items and can be 
used as a tool for researchers even in other domains to study, 
compare, and extend existing computational novelty models 
and applications. In Fig. 1, the approaches used in Pique are 
shown in each component and described further in this sec-
tion and “The Pique Learning System” section.

Source Data Type

The first component of the framework is the type of source 
data: the raw input data which we want to analyze in order to 
use in our novelty modeling and measurement. The type of 
input data can affect the ways we can measure novelty in that 
corpus or domain [15]. For example, when modeling nov-
elty, news articles are different from scientific publications 
even though they are both represented as unstructured text. 
The two corpora differ in breadth, depth, intended audience, 
word use, and purpose. Novelty in news is also time sensitive 
while a scientific publication written 30 years ago may still 
be novel. A corpus of news documents contains repetitive 
content but each scientific publication is likely to be at least 
minimally different from other publications [15]. Different 
perspectives are required depending on the type of source 
data and the kind of novelty being modeled.

In Pique, the source data is scientific publications from 
relevant conferences, journals, and digital libraries rep-
resented as unstructured text. These are provided by the 
instructor for the specific course in which Pique is being 
implemented, and constitute the relevant body of learning 
materials for that course. In the following section, we dis-
cuss how data can be represented for use in computational 
modeling of novelty.

Representation Method

As with any AI task, the choice of representation is critical. 
This is especially true when measuring novelty because the 
representation implies what inter-object differences are con-
sidered meaningfully new. In particular, unstructured data 
must first be converted into some kind of structured repre-
sentation so that novelty models can be built on top of it. In 
other words, the representation method provides a bridge 
between the source (raw) data and the novelty model. It 
provides a processed and structured version of the raw data 
that can be efficiently used to measure novelty [15]. Build-
ing meaningful text representations to be used for novelty 
calculations can be challenging. Methods for representing 
text data to be applied for computational novelty models 
include but are not limited to: bag of words/keywords [40, 
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41], TF-IDF models [42], word embeddings [43, 44], and 
topic modeling [45–47].

In Pique, we applied bag-of-keywords and topic modeling 
to produce representations, as two of the most prominent 
features of a scientific article are its keywords and main 
themes. The advantage of using topic modeling compared 
to author-defined keywords is that there is consistency in 
the identification of features across the entire data set in 
topic modeling, where author-defined keywords provide 
features relevant to the author of a single item in the cor-
pus. On the other hand, author defined keywords are more 
distinguishable and human interpretable compared to the 
topics automatically extracted from a large corpus of text 
documents. Therefore, we decided to apply both methods 
for representing the source data in Pique in order to benefit 
the advantages of the two. We will describe applying these 
representation methods for Pique in more detail in “Data 
Representation Methods for Pique” section.

Novelty Model

Modeling novelty is the third and most important piece 
of the framework which is applied in the Pique system for 
inspiring curiosity and expanding user preferences. There 
have been different definitions for novelty based on differ-
ent domains and perspectives. Novelty can be defined as a 
measure of the difference between an item and a collection 
of the other items [48]. In some cases, novelty arises from 
a comparison in a descriptive space such as finding the dis-
tance of two points in the space [49]. In the context of rec-
ommender systems, novelty means an item that is unknown 
to the user [15, 50]. A good measure of novelty can help us 
in educational learning systems like Pique to recommend 
more diverse and interesting contents to the users to stimu-
late their curiosity, encourage them to explore more in the 
domain, and inspire creativity.

One approach for measuring novelty is considering atypi-
cal combination of features (i.e. items co-occurrence) [15]. 
By considering the frequency of co-occurrence of any two 
(or more) items, novelty can be defined as any rare (new) 
combination of items that is not similar to the past observed 
frequent combinations. This also can be explained as observ-
ing any combination of items with low probability of co-
occurrence which we call atypical combination. Carayol 
et al. [40] propose a measurement for novelty of scientific 
articles based on keyword pairwise combination frequen-
cies which is computed on the set of all research articles 
in the WoS that have at least two keywords during fifteen 
years from 1999 to 2013. In our study, we use atypical co-
occurrence of keywords and topics extracted automatically 
by topic modeling in modeling novelty of papers, and then 
we personalize the presentation of novel papers to the inter-
ests of our student users.

Probability and information theory have been also applied 
in modeling the novelty of items. Information theory origi-
nally proposed by Shannon [51], examines the properties 
of information such as quantification, storage, and commu-
nication of the information. Some studies use entropy as a 
metric for measuring novelty by computing the information 
content of a dataset [52]. Entropy in information theory is a 
measure of the uncertainty that is associated with a random 
variable. An entropy function can be applied by researchers 
to gauge the level of disorder of the remaining dataset after 
removal of points with high entropy which are considered 
as novel [15, 53]. It is assumed that novel data contain more 
information to convey and consequently make the observer 
surprised [52]. Baldi et al. [52] use relative entropy [54] or 
Kullback Liebler divergence [55] as one way of measuring 
the surprise. Niu et al. [2] used two different computational 
models of surprise for health news articles. One is a varia-
tion of Mutual Information (MI) [56] that gauges how much 
information various random variables share [57]. In their 
study, the random variables are the topics/labels assigned 
to an article by health experts. In this approach, each news 
article is represented as a bag of topics defined by health 
experts. An infrequent topic combination in an article is con-
sidered as a novel combination and gives a higher surprise 
score for that article. The other surprise calculation method 
in their study uses KL divergence and LDA Probabilistic 
Topic Modeling algorithm [45] to discover the themes in 
the health news articles. Our first novelty model which is 
based on the keywords co-occurrence of the papers, also 
benefits from a variation of the Mutual Information in its 
novelty calculation (see “Computational Models of Novelty 
for Pique” section).

In Pique, we explore two different approaches for mod-
eling novelty of text data items in a corpus, considering 
paper keywords and (main) topics as the most prominent 
features for a scientific article. One approach is based on 
co-occurring of paper keywords and probabilistic and infor-
mation theoretic techniques, the other approach is based on 
co-occurring of paper topics and correlations between topics 
in the corpus. In the next section, we discuss more about 
the representation methods and novelty models of the two 
approaches for computational models of novelty in Pique.

Personalization and Sequence Generation 
for Recommendation

The last piece of the framework is personalization and 
sequence generation to prepare a set of recommendations 
for the user/learner in recommender and learning systems. 
Using the novelty scores assigned to each document (learn-
ing resource) by the novelty model from the third component 
of the framework, an algorithm will be defined to generate a 
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sequence of item recommendations based on the user topic/
keyword selection.

In Pique, we explored three personalization and sequence 
generator approaches during our project. All of these 
approaches are based on the novelty score obtained from the 
third component of the framework as well as student’s key-
word or topic selection as their interests. Each of these three 
models named as “Origin–Destination model” , “Destination 
model” , and “User-Directed model” has its own strategy 
to produce a sequence of learning materials to recommend 
to the student. These models and related algorithms are 
described in more detail in “Personalization and Sequence 
Generation Algorithmsin Pique” section.

This section showed how the computational novelty 
framework is the basis for the AI in Pique. In “AI in Pique” 
section about the Pique AI element, we refer again to the 
computational novelty framework and describe Pique from 
the perspective of this framework.

The Pique Learning System

Pique as an educational learning system consists of four 
main elements of learning materials, artificial intelligence 
methods (AI), learner model, and user experience (UX). As 
illustrated in Fig. 2, all of these elements have close inter-
relation with the components of the computational novelty 
framework in the AI element. In this section, we describe 
different parts of the Pique system as depicted in Fig. 2. 
Additionally, we explore the four components of the com-
putational novelty framework pertaining Pique.

Learning Materials

The instructor provides the source of documents as the 
learning material for a specific course. The learning mate-
rial for our deployment of Pique is selected based on its 
relevance to the courses in which we used the Pique system. 

We included Pique in two courses in a Computer Science 
program. The first course titled, “Human Centered Design” 
, has a focus on human computer interaction. The learn-
ing materials for this course are articles published in the 
ACM Digital Library under the classification of Human 
Centered Computing. The second course titled “Graduate 
Teaching Seminar” , has a focus on educational research in 
computer science, and the relevant learning materials are 
articles published in the ACM SIGCSE (Special Interest 
Group on Computer Science Education) proceedings. For 
the Human Centered Design Course, we collected a total of 
9452 conference, journal and magazine papers with publi-
cation dates between 2008 and 2018. For each publication 
we extracted the title, ISSN, location, abstract, publisher, 
address, ACM ID, journal, URL, volume, issue date, DOI, 
number, month, year, pages, and tags/keywords as metadata. 
For the Graduate Teaching Seminar we collected a total of 
1172 papers with publication dates between 2008 and 2018, 
with the following metadata: title, author, conference, year, 
DOI, keywords, and abstract.

AI in Pique

The AI element in Pique is the most important part, i.e. heart 
of the Pique system which includes the four components 
of the computational novelty framework described in “A 
Framework for Exploring AI-basedComputational Models 
of Novelty forRecommender Systems” section. In this sec-
tion we elaborate on the framework components and the 
approaches/methods we used in each component for Pique.

Source Data in Pique

The source data or the first component of the computational 
novelty framework in Pique is research publications. As 
described in “Learning Materials” section, the documents in 
the datasets for the two courses in which we included Pique 
are unstructured text extracted from conferences, journals, 

Fig. 2   Architecture of the Pique Learning System
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and digital libraries relevant to each course. Following we 
describe the methods we used in Pique for preparing and 
representing data to be applied in novelty model.

Data Representation Methods for Pique

The approaches to computational novelty are dependent on 
the representation of the items for which we are measuring 
novelty. The representation of unstructured text documents 
plays an important role in achieving an effective novelty 
measurement. Two representation methods we applied in 
Pique to represent the source data include topic modeling 
and bag of keywords. Considering the paper keywords and 
(main) topics as the most prominent types of features for 
a scientific article, each learning item was represented by 
extracting a list of features based on keywords or topic mod-
els associated with each item/document. These features pro-
vide the basis for computing a novelty score for each item 
discussed in the next part.

Applying Bag of Keywords for Representing Data in 
Pique. For the first representation approach each item of 
the learning materials is represented as a bag of keywords. 
With the keywords for each paper, we created a bag of key-
words representation for measuring novelty in the next step. 
Identifying the keywords for the learning materials for each 
item was challenging in this approach. In the dataset each 
paper includes two fields in the metadata that can be con-
sidered as the keywords for this model. One is the keywords 
selected from the ACM’s Computing Classification System 
(CCS), and the other is author defined keywords. The ACM 
Computing Classification System is developed as a poly-
hierarchical ontology resulting in common topics relevant to 
all papers, but they do not specifically represent the content 
in each paper. On the other hand, author defined keywords 
are defined for each specific paper without following any 
standard representation. To make the data representation 
prepared for novelty model, we synthesized the list of key-
words from each paper into a master list of keywords for the 
dataset. We then created a mapping from a user’s interests 
to the concepts in the learning materials by manually curat-
ing a reduced set that can be used for mapping. Considering 
too many keywords would be overwhelming, and inadequate 
keywords would not represent the dataset with enough fidel-
ity, we tried to choose the number of keywords that are rea-
sonable to present to students for selection. We manually 
replaced keywords that were not in the reduced list to be 
the most relevant keyword in the reduced set. Across the 
semesters, feedback from students indicated that our reduced 
set of 35–55 keywords was sufficient for students to express 
their interests.

Applying Topic Modeling for Representing Data. For the 
second representation approach we adopted a topic mod-
eling approach for deriving concepts from the corpus. A 

Topic Model [45, 47], also introduced as probabilistic topic 
models, is a type of statistical model for learning the hidden 
semantic structures (topics or themes) that occur in a corpus 
of text documents. A topic model algorithm scans the corpus 
of text documents, inspects how words and phrases co-occur 
in them, and learns clusters of words that best character-
ize those documents. These sets of words often represent a 
coherent theme or topic. Each extracted topic consists of a 
probability distribution over all the words in the corpus and 
each document consists of a probability distribution over the 
topics [13, 45–47]. Words which present considerably in a 
topic are assigned a relatively high probability and then doc-
uments are assigned different proportions of each topic. By 
applying topic modeling algorithm to the corpus of learning 
materials in Pique, each item of the learning materials is 
then represented as a vector of topic distributions.

For this approach, we used the R package “STM”  [58] 
for representing research publications and then building the 
second novelty model. STM or Structural Topic Model is an 
extension of the basic topic modeling algorithm called CTM 
or Correlated Topic Model algorithm [46]. Correlated topic 
models relax the assumption by earlier topic modeling algo-
rithms considering all the topics in a corpus as independ-
ent and therefore no one pair of topics being more likely to 
occur together in a document than any other. In order to pre-
pare the data to feed to the STM algorithm, we removed the 
stop words, numbers, and punctuations, all the words were 
converted to lowercase and then stemming was performed. 
After the preprocessing steps, we run the STM topic model 
algorithm on our dataset to extract the main themes (topics) 
of the corpus of published articles and obtain a vector of 
topic proportions for each paper. STM runs on a corpus of 
text documents. The three main outputs we obtained from 
the topic model by which we later build our novelty model 
are: (1) topics derived by STM algorithm, (2) document vec-
tors including proportion of topics for each document, and 
(3) topics correlation matrix. Each document in the corpus is 
represented with a 20 dimensional vector containing the dis-
tribution of topics in that document. The correlation matrix 
is a 20 × 20 dimensional matrix including the correlation 
coefficient for all topic pairs.

Computational Models of Novelty for Pique

In the process of developing Pique, we implemented two 
computational models of novelty, based on probability and 
information theory, and features combination. One novelty 
model is referred to as ‘Keyword co-occurrence model’ 
and the other as ‘Topic co-occurrence model’. Each item in 
the learning materials is represented as a bag of keywords 
in the keyword co-occurrence model, while the topic co-
occurrence model applies topic modeling approach/method 
to represent each item in the learning materials as a vector of 
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topic distributions. Following we describe how these compu-
tational approaches assign novelty scores to the documents 
in the corpus of learning materials specified by the instructor 
of the course.

Novelty Model Based on Keyword Co-occurrence. The 
first novelty model is based on the probability of co-occur-
ring for each pair of keywords in the corpus. This model 
benefits from a variation of the Mutual Information for cal-
culating novelty as in [2, 56]. Having a bag-of-keywords rep-
resentation for each paper, we calculated the cooccurrence 
of keywords for measuring novelty. We removed papers with 
fewer than two keywords, and then measured the probability 
of each pair of keywords appearing together in the corpus. 
We applied the resulting probabilities shown in Eqs. (1) and 
(2) below to get the probability of co-occurring of keywords 
x1 and x2 in the corpus as shown in Eq. (3). By taking its 
logarithm we got the novelty score for that pair of keywords. 
A novelty matrix NM (Eq. 4) was then created to all pairs of 
keywords in the corpus, considered as the look-up table for 
identifying the novelty scores among the keyword pairs in 
the papers. The highest value of all keyword pairs present 
in a paper was then used to get the score for the paper as 
surprising combinations stand out [13] which is shown in 
Eq. (5).

Novelty Model Based on Topic Co-occurrence. The second 
novelty model assesses the atypicality (unexpectedness) of 
the topic combinations that appear in abstracts of the pub-
lished papers to build the novelty model of papers. By apply-
ing the topic modeling approach, each paper is represented 
as a vector of topic proportions. Novelty score for each docu-
ment is computed based on proportion of topics present in 
the corpus and frequency of topic co-occurrence. We con-
sider the overall novelty of a document to be equal to the 
most novel concept or combination of concepts within that 
material [13]. This model bases the novelty of a text docu-
ment as the lowest (i.e. highest negative) correlation coef-
ficient among all pairs of topics significantly present in that 

(1)prob(x1) =
# of papers have x1

# of total papers

(2)prob(x2) =
# of papers have x2

# of total papers

(3)prob(x1, x2) =
# of papers have both x1 and x2

# of total papers

(4)NM(x1, x2) =
log2(prob(x1, x2))

prob(x1) ∗ prob(x2)

(5)NoveltyScore_Pn = max(NM(x1, x2),NM(x1, x3), ...)

document, and the proportion of the document which con-
tains that pair. To determine whether a topic is “significantly 
present” in a document, a topic proportion threshold of 0.1 
is used, that is the document should be at least 10% com-
prised of that topic. This is the basis of our novelty model 
stating topics are concepts derived from the dataset and the 
co-occurrence between topics gives us a basis for what com-
binations of concepts are novel (unexpected). This novelty 
model considers topics as concepts derived from the data-
set and the co-occurrence between topics giving a basis for 
what combinations of concepts are novel (unexpected). This 
model is based on previous work in topic-model approaches 
to novelty [13]. Equation (6) shows the novelty formula for 
a paper p given p = [ti, tj,… , tn] consisting of the set of top-
ics significantly present in p. The pair of topics in p with 
the lowest correlation coefficient are denoted by ti and tj 
which are considered as the most novel topic combination 
in p. This coefficient is normalized against the most novel 
pair of topics in the whole corpus that are ta and tf  and then 
weighted by the proportions of ti and tj in p for computing 
the novelty score.

CovMat is the covariance matrix obtained from the topic 
model, CovMat(ti, tj) is the correlation of the document’s 
most atypical topic combination (ti, tj) , and CovMat(ta, tf ) 
is the correlation of the most atypical topic combination 
in the whole corpus (i.e. ta and tf  , which are the pair with 
least correlation in CovMat). prop(d, t) is the proportion 
of document d that consists of topic t. The expression in 
the parentheses is the novelty of the document’s most novel 
topic combination, represented as a proportion of the most 
novel topic combination in the model. The second expres-
sion of the formula is indeed twice the smaller of the two 
proportions of the document d that are from the novel top-
ics ti and tj . The product of the two expressions provides 
the normalized novelty (unexpectedness) of the most novel 
(unexpected) topic combination weighted by how much of 
the document consists of that combination. The reason for 
using the minimum of the two topic proportions of ti and 
tj rather than the sum of them is to prevent favoring docu-
ments that just passed the significance threshold with one 
topic, and were thus not particularly novel [13]. Therefore, 
the minimum of the two topic proportions is used in the 
formula to weight the novelty measure towards documents 
containing significant amounts of both unexpected topics. 
The formula assigns a novelty score of 1 to a document 
that is made up of 50% of each ti and tj . It assigns a novelty 
score of 0 to the document that contains at most independent 
topics, and assigns a negative novelty score to documents 
consisting of only topics with positive correlation. In this 

(6)

NoveltyScore_Pn =
CovMat(ti, tj)

CovMat(ta, tf )
× 2(min(prop(d, ti), prop(d, tj)))
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novelty model, novelty rating for documents containing a lot 
of relatively novel topic combination will be higher than for 
documents containing only a little of the most novel pair of 
topics [13]. In the next section we describe the process and 
algorithms we developed in Pique for finding appropriate 
papers to recommend to students which are both novel and 
match their interest.

Personalization and Sequence Generation Algorithms 
in Pique

Pique personalizes its recommendations by including stu-
dent’s selection of keywords/topics of their interest in the 
process of generating the sequence of papers for recommen-
dation. In generating the recommendation sequence, Pique 
takes the novelty ratings of each document in the corpus 
and constructs a sequence of learning resources that maxi-
mize the chance of a student experiencing optimal novelty. 
The goal is generating a sequence of learning resources to 
support student-directed learning and to stimulate students’ 
curiosity about learning. We explored three sequence gener-
ator approaches during the course of our project. We named 
these three models as “Origin–Destination model” , “Desti-
nation model” , and “User-Directed model” .

Pique generates a personalized sequence of nine docu-
ments in sets of three papers from the corpus of learning 
resources based on student information and preferences. 
Students select one paper from each set of three, read it, 
and reflect on it. Then students are presented with the next 
set. The different sequence generator models are based on 
different representations of student interests. The Destina-
tion Model uses one set of student-specified interests as the 
input to the algorithm. In the Origin–Destination Model two 
student-specified sets of keywords are used: one that they 
self-report as already knowing about or the “origin” set, and 
one that they want to learn more about or the “destination” 
set. The User-Directed Model extends the Origin–Destina-
tion Model to include other keywords from the papers most 
recently selected by the student. The sequence generator 
uses these keywords to represent student preference, and 
combines that with the novelty score for each paper to select 
and sequence learning resources with the goal of inspiring 
curiosity.

Destination Model. The Destination Model asks for what 
students desire to learn and recommends a set of nine novel 
documents relevant to their stated desires. When applying 
with our keyword co-occurrence novelty model, the student 
interests are directly mapped to the corpus keywords, but 
in the case of applying the topic co-occurrence model, a 
mapping was manually built between the topics automati-
cally generated by topic model and the keyword set we 
had created. Here we refer to ‘novel documents’ generally, 
without specifying which novelty model labeled them as 

such. Initially students select their learning interests, which 
is considered as the destination set, D. Then the destina-
tion model identifies documents in the learning materials 
corpus for which the top N topics within that document 
include at least one of the user’s selections. We decided on 
N = 3 , as we found most documents in the corpus included 
at least this many topics at reasonable proportions. From the 
set of identified documents the nine most novel papers are 
selected and sorted ascending based on their novelty score, 
from the moderate novel to the most novel one. The goal 
in the Destination Model is recommending nine documents 
with information that students want to learn, starting with 
a moderate novel document and then scaling up to highly 
novel documents as the student reads more and learns about 
their interested topics.

Origin–Destination Model. The goal of Origin–Destina-
tion model is inspiring students to explore learning materi-
als that contain some information that they already know, 
combined with some new information that they don’t. The 
idea of this model arises from educational psychology that 
discuss new material is only learnable if it is at least some-
what connected to topics already known (Vygotsky’s Zone 
of Proximal Development [8]). This model generates a rec-
ommendation sequence that moves from what the student 
already knows to what they want to know. The algorithm 
is inspired by the surprise walks algorithm [20] that moves 
from an unsurprising source to a surprising destination in 
the recommendation sequence.

In the Origin–Destination Model the learning materials 
are presented in three steps of “close” , “far” , and “farther” 
to stimulate learners’ curiosity. Recommending the learning 
materials step by step, helps students to gradually learn new 
materials similar to what they already know and inspires 
them to explore without recommending materials that are so 
novel as to be unfamiliar and overwhelming for them [59]. 
In the first step, papers similar to student’s familiarity, which 
are labeled as the “close” category of learning materials for 
that student, are recommended by the model. In the second 
step, papers that are similar to both what the students already 
know (their familiarity) and what they want to learn, labeled 
as the “far” category, are recommended by the model. In the 
third step, papers containing materials related only to what 
students want to learn, labeled as the “farther” category, are 
recommended to student by the model.

For the “close” category, the model identifies candidate 
papers containing at least one common keyword (or topic) 
from the students’ initial interest set (source set). By apply-
ing the k-means algorithm the model clusters the candidate 
papers based on their novelty scores to distinguish the papers 
with three novelty levels of high, medium, and low. The 
model computes the paper’s familiarity score as well, denot-
ing the number of keywords in common between the paper 
and the “origin” set of keywords/topics the student already 
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knows. Then in each novelty level the papers with high-
est familiarity scores are selected, and finally the algorithm 
recommends one low, one medium, and one high novelty 
paper. Regarding the “far” category, the model recommends 
another three papers for expanding students’ learning from 
what they are familiar with to the new topics they would 
like to learn. Candidate papers in this category include at 
least one common keyword from the origin keywords set 
(O) and at least one common keyword from the destination 
keywords set (D). The same clustering approach is applied 
to identify low, medium, and high novelty candidate papers, 
and the candidate papers are identified in each level with 
the highest number of common keywords. For the “farther” 
category, papers containing information that students desire 
to learn are presented by the model. Candidate papers in 
this category include at least one keyword from the destina-
tion keywords set (D), and similar to the other two sets the 
candidate papers are categorized into three levels of novelty.

User-Directed Model. User-Directed model extends the 
Origin–Destination Model by considering students’ deci-
sions during the recommendation process in order to recom-
mend materials aligned with their evolving interests. As in 
the Origin–Destination model the papers are recommended 
step by step by the three categories of close, far, and far-
ther, but this model additionally keeps track of students’ 
selections of papers from the previous step. Keywords of 
papers in the previous step are applied in order to prior-
itize similar resources in the recommendations of the next 
step. The User-Directed model filters the candidate papers 
for the far step to those that share at least one keyword with 
papers selected in the close step. The model first identifies 
candidate papers for the farther step that contain at least one 
keyword in common with the keywords of the paper selected 
in the far step. This model is identical to the Origin–Destina-
tion model except the aforementioned filtering step. That is, 
it recommends one low, one medium, and one high novelty 
paper in each of the close, far, and farther steps.

Learner Model

The Learner Model represents information about the learner 
to support the selection and presentation of learning materi-
als. The learner model also includes information from the 
learner during their interaction with Pique that is used to 
analyze the user experience. The Learner model is not a 
comprehensive model of the learner. The model includes two 
kinds of information: information provided by the user about 
their interests and reflections and information about their use 
of Pique. Identifying information about the user includes 
their name, participant ID, email address, and course. The 
IDs are automatically generated by the Pique system and are 
linked to the identifying information, then the linking data is 
stored separately from the data collected about the student’s 
interests and use of Pique, as required by our IRB approval. 
The student’s interests are self-defined and change during 
the semester. Students select their interests at the beginning 
of the semester and are prompted to update their interests 
in each recommendation cycle. Each time the student uses 
Pique is a new cycle of recommendations. For each cycle 
Pique records timestamps, the interests of the student, the 
papers selected by the student, the options the student chose, 
and the student’s reflections. The reflections include the stu-
dent’s responses to three questions: (1) why did you select 
the paper? (2) is the selected paper on a topic matching your 
interests? (3) what topics do you expect to learn from the 
paper?

UX for Pique

The User Experience of Pique supports students’ interaction 
with the following three steps: Selecting interests, Selection 
of papers, and Reflection. We designed the student experi-
ence of using Pique as a cycle of recommendation followed 
by reflection. The students log in so that Pique can track 
their selection of topics/keywords, their selection of papers, 

Fig. 3   UX for selecting interests 
in Pique [21]
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and their reflection on the papers they read over the course 
of the semester.

Selecting Interests. Pique captures students’ interest by 
prompting them to identify what they want to know. This 
prompt assists students to formulate their learning goals and 
provides them more control over their learning choices and 
enables self-directed learning. After students log in to the 
system, they are prompted to select the topics/keywords they 
would like to know about from a checkbox interface. Fig-
ure 3 shows the user interface with the learning options for 
the students as they were in the Graduate Teaching Seminar 
course.

Recommendation and Paper Selection. After students 
submit their selected topics/keywords, they are navigated 
to the recommendation page (Fig. 4) showing a sequence 
of nine papers in the area of their selected topics/keywords. 
For each paper, the students are presented with the title and 
novelty score of the paper and papers are sorted by their 
novelty score. Students can view and download the pdf 
file of the paper by selecting/clicking it. This step of paper 
selection in Pique enables students’ self-regulated learning, 
with the intention of stimulating their intrinsic motivation 
to learn and explore. This stage presents the papers that are 
recommended by the student selection and sequence gen-
eration of Pique (the fourth component of the framework 
in “A Framework for Exploring AI-basedComputational 

Models of Novelty forRecommender Systems” section). 
Pique presents the nine papers in sets of three, based on the 
sequence generation algorithm (see “UX for Pique” section). 
Figure 4 shows an example of papers being recommended in 
the Graduate Teaching Seminar course based on the Orign-
Destination sequence composition model. The top three 
papers are closely related to what the student already knows, 
the middle three are related to both what they know and what 
they are interested in, and the bottom three are related to 
what they are interested in only. The step of paper selection 
informs students about how novel a particular paper is, and 
allows them to manually choose more or less novel papers 
by selecting the drop-down menu labeled ‘show me papers’ 
in the top right corner of Fig. 4. In this way students have the 
option to explore a wider range of papers in their selected 
topic/interest category.

Reflection. The third step of the Pique UX is Reflec-
tion. It has been shown in cognitive studies of students 
that reflection is key to effective learning [60–62]. There 
are two types of reflection in the Pique system. One is 
requested when students select a paper to read as shown in 
Fig. 5, and one is requested at the end of the semester. The 
first reflection asks the student to answer 3 questions about 
the paper they selected (Fig. 5). The first question asks 
about why they selected this paper. The second question 
asks whether the selected paper is on a topic the student 

Fig. 4   The UX for recommen-
dation sequence, and selecting 
learning content based on inter-
ests and novelty scores [21]
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expressed interest in, and the third question asks about 
what the student expects to learn from this paper. After 
completing the survey, the student can log out or con-
tinue to the next round of the recommendation cycle. The 
second type of reflection asks students to reflect on their 
overall learning experience. Students were asked to sum-
marize the papers they read and categorize those papers 
into groups. Students are asked to identify the paper they 
found most interesting and justify why. This reflection 
allows students to organize their newly acquired knowl-
edge where the learning paths are constructed by the stu-
dents rather than the instructors. It was also critical for 
evaluating the impact of this educational innovation on 
the student experience.

The Student Experience Using Pique 
in Specific Courses

We applied Pique in an undergraduate human-centered 
design (HCD) capstone course and a graduate teaching 
seminar course for PhD students. These 2 courses are 
project-based, where the HCD course requires research 
relevant to a design project and the graduate teaching 
seminar has a focus on reviewing research for a project 
report on graduate teaching. We used Pique over several 
semesters and continually developed the models of novelty 
and sequence generation based on student and instructor 
feedback. Our goal was to address the following research 
questions based on students’ experience with Pique and 
their reflections on the recommended learning content:

•	 RQ1: How does the experience of using Pique enable 
self-directed exploration and personalized learning?

•	 RQ2: How does the experience of using Pique assist 
students in expanding their learning interests?

In this section, we describe the deployment of Pique and 
the experiences of students who have used Pique in the 
classroom through a quantitative and qualitative analysis 
of student data collected during the course experience. We 
have IRB approval for the data collected by Pique.

Quantitative Analysis of Students Experience

We used Pique over four semesters in both undergraduate 
and graduate courses in Human Centered Design as well as 
the Graduate Teaching Seminar PhD course. In the Human 
Centered Design course students were asked to use Pique for 
six weeks, and had to submit weekly and end of semester 
writing assignments about the papers they had read. Each 
week they were asked to submit a summary of the three 
papers they downloaded and read, and identify the most 
interesting paper among the three. For the end of semester 
report, the students were asked to explain their experience 
of using Pique, what they learned, the most interesting paper 
they found among all and their reason for why they found the 
paper the most interesting. For the Graduate Teaching Semi-
nar course, students were asked to use the Pique system for 
the entire semester, but submitted only a final report without 
any weekly submissions. This was due to the PhD students’ 
greater familiarity with reading published articles, as well 
as their overall greater autonomy as learners.

Regarding our first research question concerning how 
the use of Pique assisted enabling self-directed explora-
tion, we investigated how the student cohort differed in the 
resources they explored, as a measure of how self-directed 
their experiences were. Table 1 shows the summarization 
of our results. Though students’ options for selecting inter-
ests were unchanged, that is 39 interests in Human Cen-
tered Design and 55 in Teaching Seminar course, we found 
that students were presented with very diverse sequences 
of learning resources. A total of 621 unique papers were 
recommended by Pique in the Graduate Teaching Seminar 
course for one semester, even though this course included 
just five students. The results showed 55% of those papers 
were recommended to at least two students, due to overlaps 
in topics of interest. Those five students selected a total of 
66 papers to read, showing 86% of the selected papers were 
selected by just one student. Across all four courses we 
observed 72% of recommended papers were recommended 
to at least another student, but the students’ selections were 
highly diverse, showing 70% of the selected papers were 
unique to that individual student.

Fig. 5   Pique asks students to reflect on their paper selection and 
learning expectations [21]
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Our second research question asked how using Pique 
helped students in expanding their learning interests. We 
investigated the change in students’ interests over time for 
responding to this question as illustrated in Fig. 6. The top 
two charts in Fig. 6 are related to the HCD courses in Spring 

and Fall semesters. The bottom two charts are related to the 
Graduate Teaching Seminar courses in the Spring and Fall 
semesters. In all semesters in which Pique was used, we 
observed an increase in the interests selected by the stu-
dents. The X-axis shows the number of Pique cycles and 

Table 1   Distribution of learning materials to personalize learning

Course name Graduate teaching seminar Graduate teaching seminar Human centered design Human centered design

Semester Spring 2020 Fall 2020 Spring 2020 Fall 2020
Number of students 24 5 12 12
Number of unique learning 

sequences generated by students
24 5 12 12

Total papers selected by students 
over the Pique cycles

221 66 76 77

% of selected papers uniquely picked 
by individuals

50% (111 papers) 86% (57 papers) 71% (54 papers) 74% (57 papers)

Total papers recommended by Pique 1987 612 729 774
% of papers recommended to at least 

one other
84% (1669 papers) 54% (333 papers) 75% (548 papers) 72% (558 papers)

% of papers recommended to only 
one student

16% (318 papers) 46% (279 papers) 25% (181 papers) 28% (216 papers)

Fig. 6   The increase in the selection of learning interests while using Pique in 2 semesters of the HCD course and 2 semesters of the Graduate 
Teaching Seminar [21]
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Y-axis shows the average cumulative growth of the inter-
est selections. We computed number of interests selected 
by each student for each cycle. We aggregated this for all 
students within a cohort to give the average number of inter-
ests selected by the students in that cycle. The cumulative 
number of interests in Fig. 6 demonstrates the expansion of 
stated interests over the semester. The total students in the 
HCD courses selected an average of only four interests at the 
beginning of applying Pique. As students used the Pique sys-
tem over the semester, we observed that searching of learn-
ing interests increased as well. At the end of the semester all 
students had explored an average of 67 interests. Regarding 
the Graduate Teaching Seminar, total students started with 
just two interests on average, and over the semester the aver-
age number of their searching learning interests raised to 42.

As demonstrated in Fig. 7, we found a difference between 
the students in the HCD courses and those in the Graduate 
Teaching Seminar. The top two charts are related to HCD 
courses in Spring and Fall semesters. The bottom two charts 

are related to Graduate Teaching Seminar courses in the 
Spring and Fall semesters. The X-axis shows the number 
of Pique cycles and Y-axis shows the percentage of stu-
dents searched for new interests that they had not selected 
in earlier cycles of using Pique. The students in the HCD 
courses were undergraduate and graduate students who ini-
tially expanded their learning interests and over the time they 
reduced the number of new interests. The students in the 
Graduate Teaching Seminar courses were conversely PhD 
students who kept exploring new interests. For example, we 
observed that all the PhD students in the Fall semester of 
Graduate Teaching Seminar continued to add new interests 
until the end of the semester. We observed that 71% of PhD 
students in the Graduate Teaching Seminar for the Spring 
semester had new interest in their 8th cycle of using Pique, 
but just 18% of the undergraduate students in the HCI course 
continued exploring in the 8th cycle. This result suggests 
that students apply the Pique system differently for expand-
ing their learning selections.

Fig. 7   Percentage of students searching for new learning interests for each cycle while using Pique in 2 semesters of the HCD course and 2 
semesters of the Graduate Teaching Seminar [21]
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Qualitative Analysis of Students Experience

At the end of applying Pique by students, they were asked 
to reflect on which paper from the system they found most 
interesting and their reason for that. In order to discover 
meaningful patterns in the data, two researchers from our 
team performed a thematic analysis on students’ writ-
ten responses [32]. Applying multiple coders provided 
investigator triangulation to our analysis [33]. For hav-
ing a broad consensus, initially the two researchers con-
ducted a parallel coding workshop on the first 10% of 
the written responses. After discovering the initial set of 
themes, each of them coded the rest of the data separately 
and then converged on a set of collaboratively authored 
themes through follow-up workshops.

We discovered three major themes of novelty, personal 
relevance, and curiosity, underlying why most students 
found papers interesting. The first theme captured how 
students found papers interesting because of the innova-
tion and novelty of the idea proposed in the paper. Find-
ing novelty as one of the main themes in students’ reports 
as their reason for why they found a paper most interest-
ing and surprising shows that recommended sequence of 
personalized and novel papers catches the students’ inter-
est and makes them surprised. The second theme captured 
how students found papers interesting specifically when 
they found its contributions and implications related to 
their personal life and experience. For instance, one stu-
dent found a paper about a VR gaming application called 
“Spider Hero” interesting because he was a fan of Spider-
man. Another student found a research idea of another 
paper so interesting because it presented new approaches 
for assisting disability and he had a disabled sister. Stu-
dents also liked the recommended papers because they 
found those were aligned with their personal belief. For 
example, another student liked a paper that discussed 
young parents shared information about their child online 
because he believed it is exactly what is happening in our 
society. The second theme indicates that Pique recom-
mended personalized papers that students found interest-
ing to read. This is consistent with the system’s goal of 
personalization. The third theme captured how the recom-
mended papers make students curious about the research 
field of HCI and computing education, and assisted in 
growing their interest in the field. Students get the oppor-
tunity to know about the broad research area of the field. 
For example, one student stated he learned something 
new from each of the recommended papers. He became 
so curious that he did extensive personal research to learn 
more about specific topics. We found that the curiosity 
theme was related to the idea of students connecting their 
class lessons with the recommended papers. For instance, 
a student learned the concept of “Wizard-of-Oz” in the 

HCI class sessions, and later finding the same concept in 
a research paper excited him a lot. The students’ written 
responses and discovered themes indicate that the recom-
mended papers motivated students to explore and learn 
more in the domain. The three main themes we identified 
through thematic analysis (novelty, personal relevance, 
and curiosity), are all consistent with the goal of Pique 
to recommend novel and personalized papers and conse-
quently encourage students’ curiosity to explore more and 
expand their knowledge.

Limitations

The exploratory study of the use of Pique in a classroom 
setting has methodological limitations compared to a con-
trolled study. First, we studied the use of Pique in different 
courses which may have caused different levels of interest 
in the course materials. Second, the number of participants 
was too small for us to perform a quantitative analysis with 
significance testing. We relied mostly on qualitative analysis 
and trends in the quantitative results. Third, we explored dif-
ferent computational models of novelty in different semes-
ters as part of our efforts to develop multiple approaches to 
measuring novelty in test-based documents. Despite these 
limitations, the use of novelty as a basis for recommend-
ing learning materials to encourage curiosity in open-ended 
learning tasks was successful in expanding the interests of 
the students. These limitations identify the potential for 
future studies to refine the approach for recommendations 
in Pique.

Conclusion and Future Work

Pique is a cognitively-inspired system architecture that pre-
sents materials to learners that are personalized to encourage 
curiosity. We present Pique as an educational recommenda-
tion system that uses AI techniques, including NLP, to pre-
sent students with personalized sequences of novel learning 
resources. We show these sequences encourage curiosity and 
support self-directed learning. Pique applies computational 
models of novelty for identifying documents from a corpus 
of learning materials that are both relevant to the student’s 
interest and novel with respect to the corpus. Rather than 
steering students through a specified curriculum, Pique aims 
to inspire individuals’ curiosity to learn by selecting their 
own interests. Pique encourages students to expand their 
knowledge and trigger new ideas for their course projects 
and/or research projects by reading newly recommended 
learning materials.

Computational models of novelty can play a key role as 
a major component of the AI element in educational rec-
ommender systems for engaging learners and evoking their 
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curiosity to explore more in the learning process. Applying 
an efficient novelty model in educational and recommender 
systems can benefit the user when accessing information by 
presenting the user with the most novel and surprising infor-
mation among the increasingly large repositories of docu-
ments and learning materials [15]. We present a framework 
for computational models of novelty to describe the inner 
processes of the AI module in our Pique system. The frame-
work, which is an extension of the framework presented 
in [15], consists of four components including source data, 
representation method, novelty model, and personalization. 
This framework provides a structure for exploring and cat-
egorizing different approaches to novelty detection from the 
perspective of each of the 4 components in the framework, 
and is a basis for leveraging this technology in educational 
recommender systems. The proposed approach in this paper 
has the potential to be used in some other research fields 
about AI, such as image segmentation [63], image analy-
sis with ANNs [64], medical image analysis [65], feature 
extraction [66], and video analysis [67].

We developed and deployed Pique during a four semester 
exploration of how to inspire students’ curiosity. We chose 
novelty as a measure for content that encourages students’ 
curiosity to explore more in the domain of study, and devel-
oped two AI-based computational models of novelty: one 
based on keyword co-occurrence and another based on the 
co-occurrence of topics from a topic modeling algorithm. 
These computational novelty models are based on the same 
underlying information theoretic approach to novelty or sur-
prise as features that negatively correlate but differ in the 
way we generated a keyword or topic representation of the 
documents. Both models have their own pros and cons, each 
capturing one aspect of novelty and capable of identifying 
some surprising-seeming papers that the other missed. In our 
computational novelty models, we used the keywords and 
topics of the papers as two of the most prominent features 
for a scientific paper. For the first model, we used bag of 
keywords as the data representation method to be applied 
for modeling novelty. In the second model, we used topic 
modeling as the data representation method by extracting 
the main topics of the papers in the corpus, and represented 
each document as a vector of topic proportions. In topic 
modeling approach there is consistency in the identification 
of features across the entire dataset, while author-defined 
keywords provide features relevant to the author of a single 
article in the corpus. In author defined approach, the authors 
have no idea what is in the other papers, but in topic mod-
eling approach, the topics are based on what is in the other 
papers. On the other hand, author-defined keywords provide 
more distinguished features whereas we observed some top-
ics extracted from topic modeling have some overlap. Thus, 
these are different concepts for building models of novelty. 
In our future study, we plan to study these models separately. 

In the future, we also plan to explore other approaches to 
representing the corpus of learning resources, including 
NLP and machine learning techniques, and extend our cur-
rent computational models of learning resource novelty by 
applying these new representations.

We also developed three models for personalization and 
recommendation during the Pique project. The first model 
was just based on the student’s stated interests (student’s 
destination). The second model was based on directing them 
from what they already knew (student’s origin) to their inter-
ests (student’s destination again). The third model was based 
on a mixture of the origin–destination effect with similarity 
to the things they’ve recently explored. Each of these three 
models combined student preferences with our developed 
computational models of novelty to encourage curiosity in 
the learning process. We did not compare directly the per-
sonalization and sequence recommendation models, how-
ever, we believe, from the evidence of using them in the 
classroom, that both of the latter two models offer advan-
tages over the former one.

This paper presents a proof of concept from the deploy-
ment of Pique, as a personalized curiosity engine and 
sequence generator in a recommender system for education. 
We have identified a number of areas for future research, 
as well as provide evidence of the well-known complex-
ity and nuance of applying intelligent systems in education. 
One limitation for our study was that we did not gather data 
for the time the students spent on reading the papers before 
reflecting on them. We evaluated the experiences of students 
who used Pique as part of their courses, and found three 
aspects that made recommended learning materials interest-
ing: how novel they were, how personally relevant they were, 
and the curiosity and further self-directed learning that they 
evoked. Our findings are evidence of how curiosity can be 
elicited from students as part of a course experience, when 
self-directed and open-ended engagement with learning 
resources is desirable. Our results from reflection surveys 
and written reports indicate that students were interested in 
the personalized papers recommended. We observed that 
students are eager to engage with educational recommender 
systems like Pique, and that their interests diversified as a 
result. While this study is limited by its lack of a control—
educational controls are notoriously challenging both due to 
the difficulty of controlling for all possible confounds as well 
as the moral dubiousness of withholding the hypothesized 
“best” instruction from some students—it does show the 
promise of curiosity-driven recommendation. Developing 
educational systems like Pique can help students expand 
their knowledge by recommending novel scientific articles. 
While we cannot claim that student curiosity was entirely 
due to Pique, we conclude that the approach of encouraging 
curiosity Pique shows is promising for our future research on 
computational novelty in open-ended learning environments.
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In summary, this paper makes 2 major contributions: 
a framework for structuring the AI component of educa-
tional recommender systems to encourage curiosity and 
the Pique model that integrates the AI component and its 
interaction with a learner model and course materials. We 
demonstrate how the framework is integrated in the Pique 
model, providing opportunities for future studies that lever-
age other models of novelty and personalization. The paper 
describes the students’ experience with Pique demonstrating 
how their interests expanded over the period of a semester. 
Future studies that collect data from a larger number of stu-
dents would allow an analysis of the relationships between 
students’ expanding interests and the novelty score of the 
recommended learning materials.
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