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Abstract
The transition from paper-based to information-technology-based (IT-based) systems has warranted a significant impact on 
how commercial, administrative, and academic processes are carried out today. This is due to the deployment of numerous 
Information Systems (IS) that support essential business and institutional activities by facilitating data collection, process-
ing, and dissemination. The deployed IT-based systems are mostly susceptible to processing errors, unacknowledged data 
modification, data loss, system failures, cyber-attacks, and other potentially detrimental risks. It is, therefore, argued that 
to ensure trustful and high-quality service delivery through the use of IT-based IS and virtual resources in Higher Learning 
Institutions (HLIs), IT engineers and managers should have a thorough understanding of IT best practices. Thus, this study 
develops an IT best practices adoption theoretical framework based on the daily routines of HLIs’ IT engineers and manag-
ers. According to the framework, IT system utilization and dependability, knowledge of the sensitivity of information and 
IT systems, and the budget allotted to IT infrastructure upkeep are the primary drivers of the adoption of IT best practices.
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Introduction

In classical paper-based systems, data are manually gath-
ered, archived, and processed. This method presents a num-
ber of physical challenges and risks, including document 
loss during archive location changes, unauthorized access 

to the archive that may reveal confidential information, theft 
and document destruction [1]. Paper aging, document clas-
sification error, document duplication, prolonged document 
retrieval and limited physical space for documents storage 
are also reported among major limitations of classical paper-
based systems [1, 2]. To alleviate the abovementioned chal-
lenges, the paper-based business processes were digitized 
using computer-based Information Systems (ISs) [2, 3].

ISs are now owned by organizations for data acquisition, 
segmentation and dissemination in order to facilitate man-
agement processes [4–6]. Apart from the common sense that 
organizations value data or information, in terms of govern-
ance decision enablers, some organizations and institutions 
consider information as influential assets for development, 
growth and market competition [4, 7, 8]. In the first con-
sideration case, an IS is regarded as a system of strategic 
information, while in the second, it is regarded as a strategic 
information system [7].

With recent significant advancements in digital trans-
formation, current IT-based ISs integrate not only the pre-
viously mentioned functionalities but also data analysis 
and processing capabilities. Indeed, the introduction of 
artificial intelligence (AI) and machine learning (ML) 
has given the possibility of patterns and irregularities 
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identification, and prediction of future outcomes from 
the data sets [1, 7, 9, 10]. AI and ML give further con-
siderations to strategic ISs or intelligent decision support 
systems by giving the ability to learn, collect and auto-
matically process huge amounts of data from real-time 
user behavior or experience [9]. In that regard, IT-enabled 
systems become drivers for improving services manage-
ment capabilities in organizations, as mentioned in ITIL 
V4. Depending on the given consideration by institutions, 
outlooks on the matter concerning service quality, data 
value, protection and privacy, huge financial resources and 
well-trained staff are assigned to upgrade, maintain, or 
develop IT-based ISs.

Motivated by the revolution of IT, sizable numbers of 
countries, agencies and universities launched projects to 
support institutions with IT solutions and infrastructures 
which contributed to the migration from paper-based to 
IT-based ISs and modernization of management proce-
dures in higher learning institutions [11–14]. These IT 
infrastructures are hardware or software facilities that are 
provided to enable institutions avoid responses such as 
this is an illegible handwriting; no time to produce all 
those documents; we have lost them; the volume was dif-
ficult to store; we could not make them timely; we were 
too distant, just to mention a few [2]. The use of IT-based 
ISs improves consistency, collaboration, accountability, 
timeliness, accessibility, effectiveness, efficiency, accuracy 
and other aspects of business processes or institutional 
activities [3, 15–17]. Beside these advantages, IT infra-
structures subject higher learning institutions to different 
physical and logical challenges undermining computer 
systems. These include but are not limited to data leak-
age, incorrect data processing, cyber-attacks, data loss, 
and expensive IT infrastructures and systems that are not 
offset by optimal usage [18–21].

The goal of this study was to determine the extent to 
which best practices are implemented by IT engineers and 
managers who manage ISs in higher learning institutions. 
The main concern is that, despite the efforts made to pro-
vide error free, high speed, stand-alone or interoperable 
higher learning information systems, the performance, 
reliability, resilience, and recovery of the deployed sys-
tems depend on different practices in running and main-
taining the systems, managing, and preventing possible 
threats and attacks. The study explicitly considered the 
fact that scholars focused on the adoption of IT-based sys-
tems without championing IT best practices, which should 
also be championed in accordance with current state of 
service quality and business continuity requirements, IT 
risks, and cyber-attacks.

The remainder of the paper is organized as follows: Sect. 
“Related Works” highlights previously published related 
works. The authors present the research methodology in 
Sect. “Methods”, and the research findings in Sect. “Find-
ings”. Finally, Sect. “Conclusion” concludes with closing 
remarks.

Related Works

IT management and governance aim to align IT systems 
with business processes in order to achieve value crea-
tion through the use of a specific IT system or interaction 
between several IT systems in the organization [22, 23]. 
IT service management (ITSM) refers to the practices of 
IT departments in developing or acquiring, deploying, 
running, and maintaining the IT infrastructure, whereas 
IT governance (ITG) refers to leadership alignment of IT 
goals with organization’s goals [24, 25]. This alignment of 
IT systems and business processes, regarding the design 
and implementation of agile information systems, has been 
thoroughly discussed in the literature [22, 26].

Tools such as ISO/IEC 20000 and ISO/IEC 38500, ITIL 
(IT Infrastructure Library), COBIT (Control Objectives 
for Information and Related Technologies), and DevOPs 
(Development and Operations), to name a few, have gained 
attraction in enterprises, agencies, and industries that rely 
heavily on IT-enabled systems [27–31]. The general con-
text of these tools is that appropriate precautions, non-
technical and technical controls are used in developing 
or acquiring, implementing, running, and maintaining IT 
infrastructures and hosted information systems [32, 33]. 
These are strategies, guidelines, or frameworks that pro-
vide methods for mitigating physical and logical threats 
that may impair the performance and reliability of IT sys-
tems or infrastructures [27, 33, 34].

Academics frequently question the adoption of the 
management and governance practices promoted by these 
tools, because it is difficult for different organizations 
to achieve long-term and high-quality service delivery 
through IT-enabled systems [29]. Most frequently, they 
suggest that the quality of service provided by information 
systems, information technology infrastructures, and the 
IT department, should be measured or audited in order to 
ensure that IT organization goals or targets are met and 
risks are accepted or transferred [35].

ISO/IEC 20000 and ISO/IEC 38500, ITIL, and COBIT 
are commonly used by researchers and IT practitioners in 
developing models, extracting, conceptualizing, and test-
ing items that should be considered by IT managers and 
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stakeholders in measuring and improving the quality of 
IT service delivery, and identifying constraints that often 
undermine the evaluation of IT service delivery [29, 34]. 
Researchers focused on ITSM and ITG strategies as rec-
ognized by IT service organizations or providers, as well 
as E-marketplaces providing customer-centric services [27, 
28, 36]. It has been pointed out that IT service organizations 
capitalize on ITSM strategies to gain competitive advan-
tages, appreciation, and trust from their customers through 
IT process and capability improvement [23, 24], but this is 
not the case for HLIs.

Higher learning institutions have committed significant 
financial resources to adopting and developing IT systems 
that allow the transition from paper-based to IT systems, 
improving accountability, efficiency, and effectiveness in 
delivering various services to the community. Addition-
ally, the COVID-19 pandemic has accelerated this adoption 
by pushing universities to use remote services, e-libraries, 
and online teaching platforms [25, 30]. However, allocating 
financial resources to IT-based ISs in HLIs will not ensure 
accountability, efficiency, performance, and other quality 
of service dimensions if ITSM and ITG practices are not 
implemented properly [25]. Therefore, the adoption of IT 
best practices in HLIs continues to be a crucial research area, 
which is the key focus of this article.

Methods

This study was carried out using a mixed research approach; 
various factors and indices have been identified through 
interviews and content analysis. Interviews were used to 
identify various factors viewed as potential influencers of 
IT best practices adoption in HLIs, and content analysis was 
used to compile a list of best practices from the ITIL 4 (IT 
Infrastructure Library release 4) manual. Following that, the 
list of best practices compiled from ITIL 4 was rated using 
a questionnaire completed by responsible IT engineers and 
managers in HLIs. ITIL 4 is the most recent release of the IT 
infrastructure library, and it provides best practices for ena-
bling organizations to efficiently integrate digital transfor-
mation and IT service management into their life cycles [37]. 
The framework aims to ensure that value creation, business 
continuity and service delivery are at acceptable levels, even 
after disruption or failure of IT enabled systems or in cyber-
attacks, through risk assessment, mitigation, acceptance as 
well as the adoption of best practices in operating IT-enabled 
systems. IT teams from 15 universities in 7 countries were 
targeted, but only 10 were willing to disclose their infor-
mation and thus completed the questionnaire. The findings 
section highlights identified factors, IT best practices and 
finally causal relationships and correlations analysis based 
on the collected data.

Findings

IT Best Practices

IT best practices are collections of actions, measures and 
ethics that have been recognized for their effectiveness in 
ensuring proper and reliable development, deployment, use 
and management of IT-based systems. They are typically 
gathered from work routines in various firms, industries 
and expert enterprises and are verified through case stud-
ies, criticized, and reviewed by scholars, auditors and other 
trailblazers. They are attested to and documented in the form 
of IT system guidelines, norms, standards, and regulations. 
The level of compliance, by an institution, to one or more 
standards predicts the precaution or safety in the course of 
the supported business processes.

The reported findings emphasize the adoption of best 
practices presented in ITIL 4 for the use and maintenance 
of IT infrastructures or systems. Table 1 lists the best prac-
tices that have been identified in order to create a clear and 
stand-alone reading flow. They have been divided into four 
domains in order to guide analysis in a comparative manner. 
These domains are specifically capacity and performance 
management, security control, service availability and busi-
ness continuity, and change control.

Factors Influencing the Adoption of IT Best Practices

Interviews were conducted to identify various factors that 
may significantly influence adoption of IT best practices. 
The identified factors include IT team competency, IT sys-
tems use and dependability, awareness on the sensitivity of 
information and IT systems, IT infrastructure complexity, 
and sufficiency of budget assigned to maintaining IT infra-
structure. IT department or team competency refers to IT 
team members’ ability to handle IT-related problems and 
duties as well as adopt and implement cutting-edge systems 
and solutions. Years of experience, education level, number 
of workshops and certifications on IT equipment and sys-
tems, and segregation of duties among members of the IT 
team were identified as substitutes for this factor, as shown 
in Table 2.

Interviewees also mentioned the IT systems use and 
dependability, which is a factor that characterizes the inte-
gration of IT-based systems in various functions or business 
processes of the organization. As per the collected data, this 
factor is built up on the number of services or business pro-
cesses supported by IT systems, the total number of employ-
ees accessing the IT-enabled services, usage rate of virtual 
resource or datasets, financial and reputational losses in case 
of IT infrastructure outage. In the context of the collected 
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Table 1  IT best practices

Capacity and 
performance 
management

1. Performance metrics and measurements are established
2. The organization's performance goals are well known
3. Performance evaluation of services and components is done on a regular basis to ensure that the organization's performance 

targets are met
4. Analysis of capacity requirements; determines whether current capacity meets current and future demand; capacity is recon-

sidered when adding or supporting new services, customers, or users
5. Plan for Resource allocation; conditions and procedures for resource allocation exist and followed
6. Performance improvement plan; upgrade plan and replacement of old, obsolete or deficient equipment
7. Engage or consult customers and users in capacity and performance planning so as to ensure their expectation is met and 

proper satisfaction is achieved
Security control 1. Information security being part of the practical security plan of the organization

2. Existence of a team or individual dedicated to assessing security risks and developing physical and logical access policies 
and procedures

3. IT vulnerabilities are assessed and countermeasures are established based on likelihood and consequences
4. Particularly, procedures for penetration tests or cybersecurity vulnerability assessment exist
5. Identity and access policies are established
6. Security controls are reviewed and audited
7. Measuring the level of security risk awareness at user level
8. Measuring user compliance with information security policies and other controls
9. Measuring user consideration and value of data and information
10. Security configuration, update, change and patch deployment procedures exist and are followed
11. Security updates and patches are applied on a regular basis
12. Consideration of new security methods in newly developed platforms, services and practices
13. Security plan and policy are documented and communicated effectively,
14. Having a culture of providing information on new security measures and policies
15. Having a system that records user activities (log files) and auditing these logs on a regular basis

Service avail-
ability and 
Business 
Continuity

1. Plans and mechanisms for measuring availability (mean availability time: mean time between failures MTBF, mean time to 
restore services, logs can be archived and an improvement plan can be established) exist and are effective

2. Availability targets exist and appropriately known for different services taking into account user and customer experience
3. Monitoring, analyzing and reporting the availability of IT infrastructure and services
4. IT infrastructure is designed and updated to ensure that the desired level of availability is met. Alternatively, the actual avail-

ability level is accepted
5. The availability requirements for new services are documented and compared to the current level of IT infrastructure avail-

ability
6. The source of failures is identified and managed
7. Adequate redundant options exist for different services and suppliers; these options are tested or verified to ensure that they 

can properly deliver in the event of interruption or fault
8. Availability is considered when outsourcing services and the service level agreement is verified
9. A business impact analysis is carried out and the organization defines a disaster based on its business impact, this is updated 

continually
10. Disaster recovery plan in place and is updated, monitored and audited to ensure that business can resume in the agreed 

upon timeframe following the disaster
11. Recovery time objective (RTO) and recovery point objective RPO are established
12. An appropriate disaster recovery site is deployed based on the agreed RTO and RPO. (Regular data and configurations 

Backup as per RTO and RPO, backup files are regularly tested)
13. The deployment of services, equipment, or components is determined by the organization's business continuity require-

ments
14. The ongoing processes and practices are carried out in accordance with the organization's business continuity requirements 

and policies
15. Documentation that is effective for core activities and routines

Change control 1. Existence of change policies and procedures
2. Change classification, timetable and authorizations level
3. Known change request procedures
4. Proper change risk assessment by people who understand the risks involved and the benefits of the change
5. Measuring the IT infrastructure's ability to support new functionalities so that it can deliver proper performance after the 

change
6. Impact of change must be communicated to users and personnel who carry out processes, before change is deployed
7. Change authorization by a correct change authority
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data, contributions of these sub-factors are summarized as 
in Table 3.

The complexity of IT infrastructure has mostly been 
defined as the heterogeneity of the IT infrastructure and dif-
ficulties in maintaining it, which includes the number of 
information systems, physical servers and virtual environ-
ments, routers and other network layer equipment, and the 
number of interconnected local area networks (LANs) or 
sites. Contributions of sub-factors for the complexity of IT 
infrastructure are also presented as in Table 4.

Results and Discussion

Overview

The questionnaire, which was completed by IT engineers 
and managers who maintain ISs in the concerned higher 
education institutions, yielded adoption rates for the various 
best practices. The rates were added for each respondent, 
assuming the same contribution weight in their respective 
domains. Figure 1 shows a summary of the collected data.

This graph depicts the extent to which best practices 
are implemented; it shows that IT best practices are being 
given little consideration in HLIs. The graph also shows 
that best practices in capacity and performance manage-
ment are more widely adopted than others. This implies that 
more efforts or intentions are being allocated to the use of 
calibrated and robust IT infrastructures in order to ensure 
optimal user experience while maintaining a cost-effective 
resource usage. In other language, the figure alludes that, 
best practices for capacity and performance management 

Table 2  IT team competency sub-factors

Sub factors Years of 
experience

Number of 
workshops 
and certifi-
cations

Education 
level

Segregation 
of duties

Contribu-
tion (%)

34.46 25.15 20.44 19.94

Table 3  IT systems use and dependability

Sub fac-
tors

Number 
of ser-
vices or 
business 
processes 
supported 
by IT 
systems

Total 
num-
ber of 
employ-
ees 
accessing 
the IT 
enabled 
services

Usage of 
virtual 
resources 
or data-
sets

Financial 
losses in 
case of IT 
infra-
structure 
outage

Repu-
tational 
losses in 
case of IT 
infrastruc-
ture outage

Contribu-
tion 
(%)

27.57 17.31 17.23 20.74 17.13

Table 4  Complexity of IT infrastructure

Sub factors Number of 
information 
systems

Number of 
physical 
servers and 
virtual envi-
ronments

Number of 
routers and 
other net-
work layer 
equipment

Number of 
intercon-
nected LANs 
or sites

Contribu-
tion (%)

24.36 26.92 26.34 22.35

Fig. 1  Adoption of IT best 
practices in in higher learning 
institutions
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are less difficult to implement or adopt when compared to 
other practices.

To validate this observation, paired sample t tests were 
used to compare means and the results revealed that the dif-
ferences were not significant at the 95 percent confidence 
level of the interval. Considering the security control domain 
with the lowest mean value, t(10) = 0.604 revealed that the 
means 45.39 ± 4.81 and 41.83 ± 7.46 do not differ signifi-
cantly for a p-value of 0.565 > 0.05.

Proposed Framework for IT Best Practices Adoption

The aforementioned factors resulted in a theoretical frame-
work as per causal relationships analysis between factors 
and best practices, as well as correlation between domains 
of best practices, as shown in Fig. 2.

The hypothesis underlying the causal relationships inves-
tigation is that each independent variable positively impacts 
the adoption of IT best practices. Both regression and corre-
lation analyses were conducted with a 95 percent confidence 
level of interval.

The linear regression revealed that awareness on the sen-
sitivity of information and IT systems ( ASITS ) and the IT 
systems use and dependability ( ITSUD ) factors explain the 
observed variations in the adoption of capacity and perfor-
mance management best practices as presented in Table 5 
below.

For a p-values of 0.004 and 0.019, both less than 0.05, the 
regression equation is such as:

(1)CPM (IDV) = 1.18 + 0.51 × ASITS + 0.404 × ITSUD

For convenience purposes, IDV  stands for Independent 
Variables throughout the paper.

According to Eq. (1), the need for deploying and main-
taining reliable IT infrastructures is influenced first and 
foremost by the awareness on the sensibility of deployed 
IT systems and the number of services or academic pro-
cesses that rely heavily on IT infrastructure in their course. 
Analysis also showed that IT systems use and dependability 
( ITSUD ), awareness on the sensitivity of information and 
IT systems ( ASITS ), and Sufficiency of Budget assigned to 
maintaining IT infrastructure ( SITBudget ) justify the vari-
ations observed in adoption of service availability ( SA ) and 
business continuity ( BC ) best practices, as in Table 6 below.

For p-values of 0.001, 0.002 and 0.018 relating to ITSUD , 
ASITS and SITBudget independent variables, respectively, 
the regression equation is written as:

Fig. 2  IT best practices adoption framework

Table 5  Regression results for capacity and performance manage-
ment

Predictors Coefficient T value P value correlation

Constant 1.18
Sensitivity of 

information 
and IT systems 
(ASITS)

0.51 5.181 0.004 0.865

IT systems use and 
dependability 
(ITSUD)

0.404 3.403 0.019 0.718
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Equation (2) demonstrates that IT infrastructure availabil-
ity and business continuity measures that are implemented in 
HLIs depend on the extent to which people use and depend 
on IT infrastructure, the understanding of the sensitivity of 
information and the deployed systems, as well as the budget 
that they allocate to maintaining this IT infrastructure.

The linear regression showed that only the awareness of 
the sensitivity of information and IT systems ( ASITS ) fac-
tor justifies the variations that have been observed in the 
adoption of security control ( SC ) best practices as shown 
in Table 7.

For a p-values of 0.006, the regression equation is

Equation (3) states that the extent to which people under-
stand the sensitivity of the deployed systems, the risk associ-
ated with their use, and the value that people assign to their 
data and information determines the security measures and 
precautions taken in using IT-enabled systems in HLIs.

Indeed, the linear regression results in Table 8 revealed 
that the ASITS is the factor that explains the variations 
or changes in the adoption of change control (CC) best 
practices.

For a p-value of 0.035, the regression equation is

(2)
SA and BC (IDV) = 1.43 + 0.43 × ITSUD + 0.37

× ASITS + 0.23 × SITBudget

(3)SC (IDV) = 5.14 + 0.982 × ASITS

According to Eq. (4), the degree to which people under-
stand the sensitivity of the system that will accommodate 
changes is the primary factor that drives precaution con-
siderations when implementing new changes. A concluding 
observation is that, as shown in Fig. 2 and Table 9, correla-
tion coefficients ( R ) reveal that adoption rates for different 
domains of IT best practices are highly correlated.

Conclusion

The performance, reliability, resilience, and recovery of IT-
enabled systems are critical parameters in ensuring long-
term quality service delivery in areas where IT infrastruc-
tures play a significant role. Adoption of IT best practices 
is strongly advised in order to avoid potential IT-related 
threats, achieve maximum precaution, and achieve satisfac-
tory levels of service delivery, value creation and business 
continuity. According to the findings of this study, the use of 
and dependability on IT systems, awareness on the sensitiv-
ity of information and IT systems, and the budget allocated 
to IT infrastructure maintenance have acknowledgeable 
impact in improving the adoption of IT best practices.

Despite the fact that the adoption of IT-based IS and the 
spread of digital transformation in HLIs is being seen on 
a global scale, data collected revealed that the adoption of 

(4)CC (IDV) = 18.645 + 0.708 × ASITS.

Table 6  Regression results for 
availability ( SA ) and business 
continuity ( BC)

Predictors Coefficient T value P value Correlation

Constant 1.43
IT systems use and dependability ( ITSUD) 0.43 13.38 0.001 0.803
Awareness on the sensitivity of information and IT systems 

( ASITS ), and Sufficiency of
0.37 14.23 0.002 0.832

Budget assigned to maintaining IT infrastructure ( SITBudget) 0.23 3.85 0.018 0.095

Table 7  Regression results for security control ( SC)

Predictors Coefficient T value P value Correlation

Constant 5.14
Awareness of the 

sensitivity of informa-
tion and IT systems 
( ASITS)

0.982 4.098 0.006 0.858

Table 8  Regression results for 
change control (CC)

Predictors Coefficient T value P value Correlation

Constant 18.645
Awareness of the sensitivity of informa-

tion and IT systems ( ASITS)
0.708 2.703 0.035 0.741

Table 9  Correlation between IT best practices

CPM SC SA and BC CC

CPM 1
SC 0.614 1
SA and BC 0.89 0.52 1
CC 0.55 0.781 0.582 1
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IT best practices is being given little consideration. As a 
result, significant efforts, stringency, and resources are still 
required to enforce the adoption of best practices in the oper-
ation and maintenance of IT-based IS in HLIs. Principally, 
the security control and business continuity best practices 
should be taken seriously, high caution and maturity should 
be achieved because ISs are being maintained in areas where 
suspicious data modification and system failure generate 
considerable damage. Another concerning situation is that 
some educational institutions offer IT and cyber security 
classes that include substantive penetration tests or cyber-
attacks for learning purposes resulting into an increased 
threats level.

Our future research agenda includes an audit-based 
assessment that will provide a practical view of the extent to 
which IT best practices are used in higher education institu-
tions. Furthermore, identifying specific constraints impeding 
the adoption of best practices in higher education institutions 
remains undrafted research thematic.
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