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Abstract
In machine learning, the term ”class imbalanced” is frequently used. This is a crucial part of the field of machine learning. 
It is quite important in the classification process and has a significant impact on performance. That is why researchers are 
concentrating on it to overcome this difficulty. Various researchers have devised numerous methods till now. The approaches 
to addressing this imbalance issue found so far can be broadly categorized into three categories, which are the data-level 
approach, algorithm-level approach, and hybrid-level approach. To evaluate the most recent developments in resolving the 
negative effects of class imbalance, this study provides a comparative analysis of research that has been published within the 
last 5 years with an emphasis on high-class imbalance. In this study, an attempt has been made to provide a concise overview 
of what imbalance classification is, how it is created, and what the inconveniences are due to it. We have tried to provide a 
summary of several studies that have been published in the last few years and along with that a comparative analysis of all 
these approaches has been done.

Keywords  Imbalanced classification · Majority class · Minority class · Data-level approach · Algorithm-level approach · 
Hybrid approach

Introduction

In today’s world, data are the most crucial aspect. It is fair to 
assume that data are essential for the advancement of science 
and technology, because data are required for the develop-
ment of an automated system. In this current age of infor-
mation exploration, the generation and collection of data 
are dramatically increasing, which results in a large amount 
of data [1]. Data play a key role in information processing, 
extraction, retrieval, and management [2].

Huge data are being generated every day and it is saved in 
databases. These data include machine-generated data, web, 

and social data, transaction data, human-generated data, bio-
metrics data etc. [3, 4]. These data play a vital role in every 
automation system used in banking, healthcare, securities, 
education, communications, media, entertainment provid-
ers, and so on. During the data collection process, various 
sorts of data are acquired [3, 5–7]. Due to this, data han-
dling has become a more challenging task. The largest issue 
in processing data is correctly classifying them and during 
classification, and imbalanced data are produced due to the 
disparity of instances in different classes. It is very essential 
to have proper classification of data to develop an accurate 
automation system. Because of the imbalance in training 
data, the rate of true negative and false positive increases. 
Many problems have to be faced due to imbalanced data, and 
as a result, it has become a popular topic among researchers. 
Many researchers have attempted to overcome the problem 
of imbalanced classification in recent years. In the last few 
years, a lot of new techniques have been proposed. In this 
study, we have attempted to incorporate some of them.

Imbalanced data are basically a classification problem 
that occurs when there are not an equal number of instances 
present in each classes [5, 8–16]. This means that some 
classes may have a very high number of instances, while 
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others may have a very low number. If there are two classes 
of data, one class contains a small amount of data, while the 
other contains a very large amount.

In an imbalanced environment, the majority class is the 
class that has a large number of instances and the minority 
class is the one that has a very few number of instances.

In the process of data classification, the class distribu-
tion may be skewed for a variety of reasons. There are two 
main sets of grounds [5] for the imbalance that we should 
consider. The first one is the Sampling of data. It is fre-
quently observed that there is an imbalance in classification 
at the time of sampling [5]. The reason for this can be either 
due to the errors encountered during the collection of data 
or erroneous measurement of data. For instance, possibly 
examples were taken from a limited geographical area or 
period, and the distribution of classes may be somewhat 
different or even collected in a different manner. One type 
of error is labeling multiple instances with incorrect class 
labels. Alternatively, the imbalance has been caused by dam-
age or impairment to the processes or systems from which 
the examples were obtained [5]. The second one is the attrib-
utes of the domain. The imbalance may be a characteristic of 
the problem domain. For instance, one class’ natural occur-
rence or presence may predominate over others. This could 
be because the procedure for generating observations in one 
class is more costly in terms of time, money, computing, or 
other resources. As a result, just collecting more instances 
from the domain to increase the class distribution is often 
impractical or impossible. To learn the differences between 
the classes, a model is required [5, 14–17].

Most classification algorithms perform well when the 
number of instances of each class is equal. When the number 
of instances of one class exceeds the number of instances of 
the other, problems arise. This is where the issue begins and 
it remains an outstanding problem. It generates a number of 
consequences like the number of minority class instances 
compared to majority class instances is extremely low [13, 
14, 16, 18]. Due to the tiny size of the minority class, there 
is a lack of data available in the training data set [13, 14, 
16, 18]. Small classes are often overlooked by classifiers, 
who instead focus on accurately classifying large ones[13, 
14, 16, 18]. It is quite challenging to separate the minority 
class from the majority class [13, 14, 16, 18]. The majority 
of common classifiers presume that all domain application 
data sets are equal, although numerous data sets have a class 
imbalance distribution [13, 14, 16, 18].

The imbalance issue is a very serious matter due to which 
a lot of work has been done over the last few years. These 
approaches are based on three strategies, data level, algo-
rithm, and hybrid-level strategy [19].

Data-level strategies or resampling techniques are very 
easy and cost-effective techniques to handle imbalanced 
data. Here, the distribution of the classes is balanced by 

either raising the minority class instances known as over-
sampling, or decreasing the majority class instances known 
as undersampling or by combining the two [13, 14, 16, 18, 
20]. Random Undersampling [20] is a common undersam-
pling strategy that randomly reduces the number of instances 
from the majority class, whereas synthetic minority over-
sampling technique (SMOTE) [21] is a common oversam-
pling approach that generates synthetic instances in the 
minority class. These methods make it possible to train the 
model using a data set that is more evenly distributed [20]. 
For instance, SMOTE can be used to create fake fraudu-
lent transactions for a more balanced data set in a credit 
card fraud detection system where actual fraud incidents 
are uncommon. Algorithm-level strategies concentrate on 
altering the machine learning algorithms to properly handle 
imbalanced data. To do so, the decision threshold of the 
algorithm may need to be changed. Sometimes cost-sensi-
tive learning may be adopted, or ensemble techniques with 
built-in support for imbalanced data such as random forest 
or gradient boosting may be used [13, 14, 16, 18, 20]. For 
instance, altering the threshold for classifying an email as 
spam can give recall (accurately identifying spam) a higher 
priority than accuracy (avoidance of false positives). To 
build more accurate and fair models that are well-suited 
for imbalanced data, data and algorithm-level techniques 
are merged together which is known as a hybrid strategy. 
It utilizes the advantages of both data-level and algorithm-
level techniques, offering a comprehensive solution to the 
imbalance classification problem [13, 14, 16, 18, 20]. For 
instance, in medical diagnosis, a hybrid approach may 
involve undersampling the majority class and subsequently 
training a support vector machine (SVM) algorithm with an 
adjusted decision threshold. This ensures that the model is 
sensitive to the detection of rare medical conditions.

We have done our study on a few of these approaches, 
among them. The following are the primary contributions 
of this study:

•	 This study will provide a basic overview of imbalanced 
data and the challenges related to it.

•	 This study will provide a general overview of the various 
strategies that can be used to balance data.

•	 A few of the recently proposed approaches are summa-
rised as well as an attempt has been made to provide a 
comparative analysis of those approaches in this study.

The remaining of this paper is organized as follows:
For a better understanding of the current research tech-

niques for solving the class imbalance problem, the details 
of some of the selected approaches proposed in the last 5 
years are summarized in “Recent Works”. In “Discussion”, 
a comparative analysis of the aforementioned methodologies 
along with a brief discussion on the advancements in class 
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imbalance research as well as how these trends and develop-
ments may affect future studies are summarized. Finally, our 
study ends with a conclusion in “Conclusion”.

Recent Works

There are lots of approaches that have been proposed in 
recent years to address the problem of class imbalance. 
These approaches are based on any of the above-mentioned 
strategies.

Based on Data‑Level Strategy

This type of strategy focuses on the data to achieve well-bal-
anced classes. To balance the instances of different classes, 
numerous techniques are employed on data. It includes 
increasing instances of the minority class with respect to the 
instance of the majority class or decreasing the instances of 
the majority class with respect to the instance of the minor-
ity class. During this process, important instances may 
be eliminated or duplicate instances may be synthesized 
in an attempt to balance the classes [13–16]. Some of the 
approaches based on data-level strategy and the working 
principles are summarised one by one.

LoRAS: (An Oversampling Approach for Imbalanced Data 
Sets)

Localized random affine shadow sampling is an oversam-
pling algorithm that has been proposed by Bej et al. [22]. 
The restrictions of SMOTE can be overcome with this 
approach. This approach is made to learn from a data set by 
roughly modeling the underlying instance manifold, assum-
ing a set of features as best to utilize so that it can represent 
the data. It considers all features to be equally important. 
It synthesizes instances in the minority class using a par-
ent data point from the minority class to get the k-nearest 
neighbor (k-NN) [23]. Next, it creates a shadow point for 
each data point in the neighborhood and then appends the 
shadow point to the neighborhood shadow sample. To con-
struct the shadow samples and add noise to each feature, a 
list of standard deviations for normal distribution is created. 
The process of choosing a random shadow instance from a 
neighborhood shadow instance is then repeated until normal-
ized random weights are produced for the selected spots. 
High dimensional data sets with more than 100 features and 
highly imbalanced data sets with an imbalance ratio greater 
than 25:1 were taken into consideration from the the Scikit-
learn [24] library for the experiment.

Neighbourhood‑Based Under‑Sampling Approach 
for Handling Imbalanced and Overlapped Data

The NBUA is an under-sampling framework to eliminate 
potentially overlapping instances to handle a class imbal-
ance in binary data sets. This approach was suggested by 
Vuttipittayamongkol and Elyan [25] and is intended to 
locate and get rid of excessive instances of a class in an 
overlapped region. The k-NN [23] rule is used to investi-
gate each instance’s local environment to reduce excessive 
deletion. By minimizing information loss and maximizing 
sensitivity, a close-to-ideal trade-off was made possible. This 
strategy relies on Four K-NN-based under-sampling tech-
niques: Basic Neighbourhood Search (NB-Basic), Modified 
Tomek Link Search (NB-Tomek), Common Nearest Neigh-
bours Search (NB Comm), and Recursive Search (NB-Rec). 
NB-Basic was developed to eliminate negative instances 
from the overlapped zone without considering any positive 
instances. This method could result in important data loss 
in accuracy, though, if negative instances are eliminated too 
quickly. Because of this, NB-Tomek and NB-Comm were 
developed to solve the issue of possible over-elimination of 
negative instances. Aiming to improve the detection of over-
lapped negative instances, NB-Comm was then extended 
to NB-Rec. For the experiment, 66 data sets with an IR of 
1.86–41.4, 5–18 features, and 214–5472 instances were 
retrieved from the KEEL [26] and UCI [27] repositories. 
Both the handwritten digits data set from the MNIST data-
base and the breast cancer data set from KDD Cup 2008 are 
also used.

Noise‑Adaptive Synthetic Oversampling Technique

The noise-adaptive synthetic oversampling technology 
(NASOTECH) is a study that Vo et al. have suggested to 
address the class imbalance problem in imbalanced and 
noisy data sets [28]. First, the NASO technique was pro-
posed to synthesize instances produced for each instance in 
the minority class, and it is based on the notion of the noise 
ratio. This methodology is the extended version of NASO. 
Here three variables are first initialized for the minority 
class, the majority class, and the balanced data set. The 
desired balancing ratio is then computed for the entire num-
ber of generated synthetic data samples. The k-NN of each 
sample in the minority class is identified. Following that, 
the total distance between each sample and K-NN samples is 
calculated. The number of generated synthetic data samples 
and each sample’s noise ratio is determined. Finally, it cre-
ates synthetic samples for each sample and adds them to the 
balanced data set. The scene data set was collected from the 
LIBSVM Repository, and the remaining 9 are from the UCI 
Machine Learning Repository, with IR ranging from 28:1 to 
8.6:1 for the experimental setup.
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Neural Network‑Based Under‑Sampling Techniques

A neural network-based under-sampling algorithm has been 
proposed by Arefeen et al. [29]. Here, the minority class is 
trained using an auto-encoder and a straightforward ANN. 
After that based on either hard NN-based under-sampling 
or soft NN-based under-sampling strategy, it processes 
the minority instance. To determine which type of NN to 
be used to train the minority instance, a threshold value is 
established. To handle the minority instances properly either 
an auto-encoder is used if the number of input characteristics 
is more than the threshold value or a straightforward NN 
with two-thirds hidden layers is used if the number of input 
characteristics is less than the threshold value. In the end, 
a balanced data set is produced. For the experiment, 4 data 
sets from the UCI Machine Learning Repository, with IR 
varying from 1:78 to 11:8 are used.

Constrained Oversampling: (An Oversampling Approach 
to Reduce Noise Generation in Imbalanced Data Sets 
with Class Overlapping)

When data sets contain class overlapping regions, oversam-
pling techniques introduce noise instances into the data sets. 
Liu et al. [30] have suggested a brand-new oversampling 
technique called Oversampling to lessen noise production. 
This approach executes in three steps. At first, the overlap-
ping regions included in the original data set are extracted 
using a k-NN-based algorithm and eliminated from the over-
lapped area. Next, a boundary is established using an ant 
colony optimization algorithm. Here the borders between 
classes are retrieved and overlapped regions are defined. 
A collection of majority instances is used to represent the 
separation between majority and minority regions. Finally, 
synthetic instances are added. This stage involves building 
the final training set by synthesized instances from overlap-
ping regions that are minorities and boundary instances. It 
initiates distance limitations on the oversampling process 
to lessen the development of fabricated minority instances 
in majority regions. It provides few restrictions to limit the 
additional instances to those areas where minority instances 
are already present but not to those areas where majority 
instances are present. For the experiment, five data sets from 
the UCI Repository were used.

Under‑Sampling with Support Vectors for Multi‑class 
Imbalanced Data Classification

Using a two-step under-sampling technique, Krawczyk et al. 
[31] have developed a novel method for handling multi-class 
unbalanced data. It extracts the core support vectors for each 
class using a one-class decomposition and uses these vec-
tors as input prototypes for evolutionary under-sampling. 

In the first phase, a one-class classifier is trained on each of 
the classes to produce skew-insensitive data descriptions. It 
is possible to drastically minimize the number of instances 
required by extracting support vectors for each class and 
using them as new class representatives. The second phase 
involves using an evolutionary under-sampling technique 
to these support vectors to further balance the training set. 
Applying this method to a subset of support vectors rather 
than the entire data set decreases the computation time and 
increases accuracy. In the end, a balanced data set is ready 
to train a standard multi-class classifier. The methodology 
was tested on twenty multi-class unbalanced data sets that 
were taken from the UCI library.

SMOTE‑IPF: Addressing Noisy and Borderline Examples 
in Imbalanced Classification

Saez et al. [32] have proposed an extended version of syn-
thetic minority oversampling technique (SMOTE) by add-
ing a new element iterative-partitioning filter (IPF). It is 
mostly observed that the performance of a model is affected 
by the noise and borderline instances. To increase the reli-
ability and accuracy of imbalanced classification models, 
this approach tries to address the issue of noisy and border-
line instances. It creates synthetic instances for the minority 
class, just like its predecessor SMOTE. However, it brings 
about a crucial improvement in the choice of "parent" sam-
ples. It considers the proximity of cases to make intelligent 
decisions as opposed to randomly choosing parent instances. 
By doing this, it ensured that the synthetic samples were 
produced in regions of the feature space where they would 
have a greater influence. The use of an intelligent filtering 
system makes it better than others. After creating artificial 
instances, it assesses how closely they resemble the domi-
nant class. Noise introduction risk is decreased by filtering 
away instances that are too near to the majority class. The 
quality of synthetic samples is greatly enhanced by this fil-
tering process. The trials were carried out on both synthetic 
and real-world data sets, with varying amounts of noise 
and morphologies of borderline samples. In addition, the 
influence of adding different types and levels of noise to 
these real-world data is investigated. They have used KEEL 
(Knowledge Extraction Based on Evolutionary Learning) 
data set.

Overlap‑Based Undersampling for Improving Imbalanced 
Data Classification

Unlike other under sampling strategies based on clustering, 
Vuttipittayamongkol et al. [33] has proposed a framework that 
employs membership degrees obtained from the clustering 
process to aid in the removal of negative instances from the 
overlapping region. It starts with identifying instances in the 
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majority class that overlap with the minority class using Fuzzy 
C-Means (FCM). Overlapping instances are crucial, as they 
result in ambiguity in classification. After the identification 
of overlapping instances, it applies a deterministic removal 
strategy. It selectively removes instances from the majority 
class that significantly overlap with minority class instances. 
It is designed to preserve the diversity of the majority class. 
Instead of arbitrarily eliminating instances, it carefully prunes 
those instances that cause overlap, ensuring that the majority 
class instances that remain are still representative. Data sets 
are obtained from UCI and KEEL repositories.

Based on Algorithm‑Level Strategy

In this strategy, the existing learner is modified to remove 
its bias against classes. The most common approach is cost-
sensitive learning, which forces the learner to correctly iden-
tify minority class instances by imposing a high penalty on 
incorrect minority class classifications. While there is no 
penalty for correctly classifying instances. It is observed that 
minority instances have a higher miss-classification cost than 
majority instances. The emphasis is given to minimizing 
the overall cost of the training data set. Since they depend 
on numerous circumstances, cost values are challenging to 
ascertain. References [13–15]. Here, we have attempted to 
examine a few of the most recent approaches that are based 
on algorithm-level strategy.

Fuzzy Support Vector Machine for Imbalanced Data 
with Borderline Noise

The Gaussian fuzzy function and a new distance metric have 
been proposed by Liu [34]. It has been developed based on 
the FSVM-CIL approach. The performance of any classifier 
is significantly impacted by the noise. Compared to other 
locations, the border region has maximum noise. First, noise 
in regions far from the borderline can be easily distinguished 
and managed, but noise near the borderline may be differ-
ent from noise along the classification hyperplane. Using 
the distance measure and fuzzy function, borderline noise’s 
impact on the FSVM-CIL can be lessened and performance 
can be improved. To accomplish this they have changed the 
existing distance measures and introduced a new one. A new 
fuzzy function is also introduced. On 25 publicly available 
imbalanced data sets from the KEEL data repository, experi-
ments have been conducted.

A Novel Density‑Based Adaptive K Nearest Neighbor 
Method for Dealing with the Overlapping Problem 
in Imbalanced Data Sets

The performance of the classifier is significantly impacted 
by the overlapping problem. That is why a density-based 

adaptive k-NN approach that can simultaneously manage 
imbalanced and overlapping issues has been suggested by 
Yuan et al. [35]. To proactively locate the most trustworthy 
query neighbors, they have created a straightforward and 
efficient distance adjustment technique. At first, using a den-
sity-based technique, training data are divided into six sec-
tions. After that, a distance metric is altered for each section 
by considering both local and global distribution. Finally, 
the query neighbors determined by the new distance meas-
urements are used to create the output. This method changes 
the query neighbors based on how much imbalance and 
overlap are there. 41 data sets with having imbalance ratio 
ranging between 1.8 to 68.1 from the KEEL repository are 
used for practical purposes in the experiment. According to 
Fisher’s discriminant ratio (F1), data sets are separated into 
two categories: low overlapping data sets with F1 greater 
than 1.6 and high overlapping data sets with F1 less than 
1.6. Data sets are then sorted based on overlapping degrees.

Least Squares KNN‑Based Weighted Multiclass Twin SVM

A weighted multi-class twin support vector machine based 
on least squares KNN has been presented by Tanveer et al. 
[36]. It is an expanded version of KWMTSVM. It can sub-
stitute equality constraints for inequality constraints and 
use the squared loss function as opposed to the hinge loss 
function used in Twin-KSVC and KWMTSVM. To take 
advantage of intra-class and inter-class information, the 
K-nearest neighbor graph technique is used, and different 
weight matrices are assigned to training data points for the 
same class. This method is incredibly easy and quick since it 
can solve two systems of linear equations instead of calculat-
ing QPPs in Twin-KSVC and KWMTSVM. It does not need 
a unique optimizer. This technique evaluates all the data 
instances into a "1-versus-1-versus-rest" structure, much like 
other SVM, to introduce ternary outputs that aid in handling 
imbalanced data sets. On 18 imbalanced data sets from the 
KEEL repository and the UCI machine learning repository, 
tests have been done.

A New Fuzzy K‑Nearest Neighbor Classifier Based 
on the Bonferroni Mean

A novel approach has been put out by Kumbure et al. [37]. 
It is a generalized fuzzy k-nearest neighbor (FKNN) classi-
fier that makes use of local mean vectors and the Bonferroni 
mean. The parametric Bonferroni means makes it possible to 
fit parameter values for a variety of situations and applica-
tions. It can function successfully even when there are huge 
imbalances in the data distributions. This technique gener-
ates local mean vectors for all classes that are represented 
by the k nearest neighbors using local sub-samples. Rather 
than directly comparing the query sample to the initial k 
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nearest neighbors, it uses locally constructed representative 
vectors for each class that are well-positioned to perceive 
the class information. The use of local methods helps to 
solve the issues of class imbalance. Furthermore, issues that 
arise when using imprecise data in scenarios where samples 
from various classes are extremely near to one another can 
also be fixed. Accurate classification usually depends heav-
ily on the choice of the k value. A very low k value can lead 
to inaccurate classification findings, whereas a large k can 
lead to outliers having an impact on the classification. The 
k values chosen in the context of the proposed method can 
be relatively high, allowing the method to capture bigger 
class-representative sub-samples and provide more precise 
local Bonferroni mean vectors. In the experiment, six real-
world data sets from KEEL and the UCI Machine Learning 
repository are utilized.

Deep Reinforcement Learning for Imbalanced Classification

When the distribution of the data is uneven, conventional 
classification techniques are ineffective and may even fail. 
A universal imbalanced classification model based on deep 
reinforcement learning has been suggested by Lin et al. [38] 
to address this problem. This method formulates the clas-
sification problem as a series of sequential decisions and 
then uses a deep Q-learning network to solve it. At every 
stage, the agent classifies one instance, and the environ-
ment assesses the classification action and gives the agent a 
reward. Because the reward from the minority class instance 
is higher, the agent is more aware of the minority class. 
Under the direction of a particular reward function and a 
helpful learning environment, the agent eventually discovers 
an ideal classification policy in imbalanced data. They have 
used the IMDB, Cifar-10, Mnist, and Fashion-Minist data 
sets to conduct the tests.

Affinity and Class Probability‑Based Fuzzy Support Vector 
Machine for Imbalanced Data Sets

When dealing with classification issues imposed by an 
imbalanced data set, a conventional SVM can typically 
demonstrate reasonably robust performance. However, 
because it treats all training instances equally when learn-
ing, the final decision boundary will skew toward the 
majority class, especially when outliers or noise are pre-
sent in the data set. A novel affinity and class probability-
based fuzzy support vector machine approach has been 
proposed by Tao et al. [39] A support vector description 
domain model, similar to the one used for FSVM learning, 
is used to determine the affinity of a majority class instance 
using only the majority class training examples that were 
provided. To uncover some border samples and potential 
outliers, the affinity that was obtained can be applied to the 

majority class training data. To reduce the effects of noise, 
the kernel k-nearest neighbor method is used to calculate 
the class probability of the majority of class instances in 
the same kernel space. Low memberships that may be 
deduced from the class probabilities and affinities appear 
to limit the learning capacity of the instances. Lower class 
probabilities show that the instances are more likely to 
be noisy. The final classification border is shifted toward 
the majority class. As a result, it assigned less weight to 
instances from the minority class with lower affinities and 
class probabilities and more weight to instances from the 
majority class with higher affinities and class probabili-
ties. Relatively high memberships are also assigned to the 
minority class instance to ensure their significance for the 
model learning. For the experiment, 27 different data sets 
were chosen from the UCI Machine Learning Repository.

Based on Hybrid Strategy

These strategies are a mix of both data-level and algo-
rithm-level strategies outlined above. The main goal of 
these is to improve prediction performance when com-
pared to using only one classifier. The fundamental issue 
with these methods is that they generate more classifiers, 
which increases the computing complexity. References 
[13–15, 40]. We have made an effort to study some of the 
recently proposed approaches based on a hybrid strategy.

A Weighted Hybrid Ensemble Method for Classifying 
Imbalanced Data

For categorizing imbalanced data in binary classifica-
tion, Zhao et al. [41] have suggested a weighted hybrid 
ensemble technique. The proposed method, which fits 
into the boosting algorithm’s framework, combines two 
data sampling techniques with two base classifiers, and 
each sampling technique and each base classifier receive 
matching weights to improve them. Here, random under-
sampling and adjustable random balance are used as sam-
pling techniques. Support vector machines and decision 
tree classifiers are used as basic classifiers. A scale factor 
is used to regulate the range in which the number of class 
instances can fluctuate and can prevent a class from hav-
ing an excessively small or excessively large number of 
instances. Using this scale factor, it can also guarantee 
that each class keeps a specific amount of instances, pro-
ducing outcomes that are superior to the initial random 
balance. For the experiment, 31 data sets from the KEEL 
data repository with imbalance rates ranging from 1.87 to 
129.44 and 9 data sets from HDDT with imbalance rates 
ranging from 2.41 to 42 are employed.
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Ensembling Perturbation‑Based Oversamplers 
for Imbalanced Data Sets

Zhang et al. [42] have proposed an approach that initially 
trains a large number of classifiers from balanced subsets 
generated by the perturbation-based oversampling (POS) 
approach, and then uses majority voting to fuse them into 
an ensemble. As a result, the suggested method is called the 
perturbation-based oversampling ensemble. How to produce 
varied subsets for classifier training is a critical aspect of 
ensuring excellent ensemble learning performance. There 
are two variants of POSENS have been introduced. The 
first is to use the random subspace approach to identify 
which features should be disrupted in subsets. The second 
is due to the POS’s nature, which generates new instances 
by randomly perturbing features of previously generated 
seed instances. To avoid creating instances in inappropriate 
regions, the Bayes’ rule is used to compute the sensitivities 
of minority instances concerning class imbalance, and new 
examples are synthesized based on those with high sensi-
tivities. These strategies ensure that the POSENS generates 
a diversified range of subsets and that the final classifier 
performs well. Thirty-five imbalanced data sets to evaluate 
the performance of the proposed method are used from the 
UCI and the KEEL data repositories.

Hybrid Neural Network with Cost‑Sensitive Support Vector 
Machine for Class‑Imbalanced Multimodal Data

To deal with class-imbalanced in multi-modal data, Kim 
et al. [43] have presented a hybrid neural network with a 
cost-sensitive SVM. They have used cost-sensitive support 
vector machines as a classifier and a fused multiple-network 
structure constructed by separating the features from data 
from several modalities. To manage heterogeneous data, 
feature extraction is done first in the fusion NN architec-
ture. The NN architecture consists of multilayer perceptrons 
for extracting information from structured numeric data and 
convolutional NNs for natural language processing (NLP). 
The retrieved features are supplied into the CSSVM classifi-
cation layer, which uses a novel gradient-descent method to 
minimize the loss function produced from an L2-CSSVM to 
fine-tune the entire model, to improve classification perfor-
mance in a class-imbalanced situation. To conduct the trial, 
real-world imbalanced data sets from the KEEL repositories 
like Wine Review, Yelp, etc. are used.

A Hybrid Classifier Combining SMOTE with PSO to Estimate 
5‑Year Survivability of Breast Cancer Patients

Wang et al. [44] have proposed a hybrid approach that com-
bines Particle Swarm Optimisation (PSO) and the Synthetic 
Minority Over-sampling Technique (SMOTE) with logistic 

regression, the C5 decision tree (C5) model, and a 1-near-
est neighbor search. The class imbalance in the data set is 
addressed using SMOTE. To improve the minority class’s 
representation, it creates fake samples for them. The feature 
selection process uses PSO. The subset of features that are 
most useful for prediction are optimized through PSO. PSO 
adjusts the classifier to the specific features of the data set 
by experimenting with feature combinations. The output 
of the SMOTE-augmented data set and the PSO-selected 
feature subset is fed into the classifier, which exploits the 
advantages of both approaches and combines the upgraded 
data set and the optimized feature subset for improved clas-
sification performance. The data set of breast cancer patients 
from SEER was used to categorize patients based on their 
5-year survival rates. When combined with the right search-
ing algorithms like PSO and classifiers, SMOTE can signifi-
cantly increase the effectiveness of classification for hugely 
unbalanced data sets.

Discussion

This study is done on six data-level approaches, six algo-
rithm-level approaches, and three hybrid approaches. To 
evaluate the performance, effectiveness, and efficiency of 
a system, evaluation metrics are used. These are the quan-
titative and objective criteria or characteristics of a system. 
These are also referred to as indications or performance 
measures [45]. After studying all the approaches, it has 
been observed that the evolution metrics used to test out 
every approach are any of the following evaluation metrics 
discussed below.

For a binary data set having positive P and negative N 
instances are classified. By considering a threshold value, if 
a rank of probability is calculated for each P and N, in which 
class it will fall? An instance having a rank greater than the 
threshold value as a positive class is considered positive. 
That means if a P is positive it is true positive (TP) [45] else 
it is false positive (FP) [45]. Similarly, if a N is negative it 
is true negative (TN) [45] else it is false negative (FN) [45]. 
The proportion of genuine positive cases that are accurately 
recognized by a classification model is measured by the true 
positive rate (TPR), which is also known as sensitivity or 
recall [45]. The proportion of genuine negative instances 
that are correctly classified as negative by a classification 
model is measured by the true negative rate (TNR), which 
is also known as specificity [45]. The proportion of genu-
ine negative instances that a classification model wrongly 
classifies as positive is measured by the false positive rate 
(FPR) [45]. The proportion of genuine positive instances 
that a classification model wrongly classifies as negative is 
measured by the false negative rate (FNR), which is also 
referred to as the miss rate [45]. A high TPR indicates that 
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the model has a low percentage of miss classification and 
is an effective one, a high TNR indicates that the model has 
a low rate of miss classification and is effective at finding 
negative instances, a high FPR indicates that the model fre-
quently wrongly identifies negative instances as positive and 
a high FNR indicates that the model is more likely to miss 
classify positive instances as negative instance [45]. Area 
under the curve (AUC) offers a single scalar value that meas-
ures a model’s overall capacity to discriminate between posi-
tive and negative classifications. The area under the receiver 
operating characteristic (ROC) curve is measured by AUC. 
The ROC curve visually illustrates the trade-off between 
the true positive rate (sensitivity) and the false positive rate 
(specificity) at various thresholds. Recall is the percentage 
of accurate positive predictions made out of all accurate 
forecasts, and Precision is the percentage of accurate posi-
tive predictions made out of all instances where a predic-
tion was correct. Precision and Recall are balanced by the 
F-measure also commonly referred to as the F1-score. The 
degree to which a model successfully predicts the classes of 
an instance is known as Accuracy and the degree to which 
a model wrongly classifies classes of an instance is known 
as inaccuracy [45]. Geometric mean (G-Mean), is used to 
assess how well a binary classification model performs. It 
is used to determine a model’s capacity to produce highly 
accurate results for both the positive and negative classes 
at the same time [45]. An average accuracy (AvAcc) pro-
vides an indication of how consistently a model performs 
well in various scenarios. Cost–benefit analysis (CBA) is a 
technique for determining whether using a specific model is 
cost-effective or not [45].

To compare the performance of all approaches either the 
best approaches among the existing are used as the baseline 
algorithm, or the approach that has been proposed earlier 
is used as a baseline. The formula for the evolution metrics 
discussed above is tabulated in Table 1.

Data-level perspective: Four under-sampling tech-
niques—NBUA, NNBUT, USVMIDC, and OBUS as well 
as four over-sampling techniques—LoRAS, NASOTECH, 
COA, and SMOTE-IPF were taken into account for this 
study.

LoRAS is an oversampling technique. Typically, LoRAS 
results in less misclassification for the majority class with 
just a modest amount of room for error in the minority class. 
This approach can estimate more accurately the mean of 
the underlying local distribution for a minority class sam-
ple for tabular high-dimensional and highly imbalanced data 
sets. It had limitations for imbalanced data sets based on 
diverse images. This method outperforms synthetic minor-
ity oversampling technique (SMOTE) [21] extensions like 
adaptive synthetic sampling (ADASYN) [46], support vec-
tor machines–SMOTE (SVM–SMOTE) [47], Borderline1 
SMOTE (B-SMOTE) [48], and Borderline2 SMOTE [49]. 

This approach is developed as an alternative to SMOTE for 
processing extremely imbalanced data sets [22].

When there is an overlap between instances from distinct 
classes, the learning task becomes more difficult. The NBUA 
under-sampling framework eliminates potentially overlapped 
instances to handle a class imbalance in binary data sets. 
It accurately locates and removes majority class instances 
from the overlapped region. Additionally, it can limit data 
loss caused by excessive data deletion. In comparison with 
class distribution-based approaches like SMOTE, k-means 
under-sampling, and class overlap-based methods like over-
lapped-based undersampling (OBU), Borderline-SMOTE 
(BLSMOTE) [48], edited nearest neighbour (ENN), support 
vector machine (SVM), and random forest (RF), it produces 
better results. Eventually, it is not appropriate for both high-
density base data and data from the actual world. It is also 
limited to binary class only [25].

Most current oversampling techniques are lacking a 
method for dealing with noise instances in imbalanced 
and noisy data sets, which lowers the predicted accuracy 
of machine learning models. NASOTECH is capable of 
addressing the issue of class imbalance in imbalanced and 
noisy data sets. Performance may go up as a result. In com-
parison to SMOTE, Borderline-SMOTE, and ADASYN, it 
can perform better. The drawback of this strategy is that it 
cannot effectively address the issue of class imbalance across 
a variety of fields. Certain optimization techniques could be 
added to enhance NASOTECH’s performance [28].

NNBUT is an NN-based under-sampling strategy. NN 
has the ability to identify complex patterns in instances to 

Table 1   Evolution metrics formulas

Sl. no. Metrics Formula

1 TPR [45] TPR =
TP

TP+FN

2 TNR [45] TNR =
TN

TN+FP

3 FPR [45] FPR =
FP

FP+TN

4 FNR [45] FNR =
FN

FP+TP

5 Sensitivity [45] Sensitivity =
TP

TP+FN

6 Recall [45] Recall =
TP

TP+FN

7 Specificity [45] Specificity =
TN

TN+FP

8 Precision [45] Precision =
TP

TP+FP

9 AUC [45] AUC =
1+TPR−FPR

2

10 F-measure [45] F-measure =
2×Precision×Recall

Precision+Recall

11 Accuracy [45] Accuracy =
(TP+TN)×100

TP+FP+TN+FN

12 Inaccuracy [45] Inaccuracy =
(FP+FN)×100

TP+FP+TN+FN

13 G-Mean [45] G-mean =
√

Sensitivity × Specificity

14 AvAcc [45]
AvAcc =

∑M

i=1
TPRi

M

15 CBA [45]
CBA =

∑M

i=1

mati,j

max(
∑M
i=1

mati,j ,
∑M
i=1

matj,i )

M
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address the problem of class imbalance. Less overlapping 
in the instance improves the performance of hard NN-based 
under-sampling. The majority instances, which are far from 
the minority instances, are actually retained. Soft NN-based 
under-sampling works better in cases with overlapped data. 
This strategy is tested using different classifiers, and the 
performance results show a significant improvement over 
ENN, all k-nearest neighbors editing (AKNN), Near Miss 
method-1 (NM-1), NM-2, NM-3, neighborhood cleaning 
(NCL), Random Undersampling (RUS), and Tokem Link 
(TL). The key disadvantage of this strategy is the significant 
likelihood of information loss if the IR is very high [29].

With the addition of limitations to the oversampling pro-
cess, COA stands apart from other oversampling methods by 
preventing noise creation in overlapping regions. It is more 
resistant to noise in the original minority set since it does not 
rely only on the information provided by minority instances. 
By locating the boundary majority of instances and includ-
ing them in the oversampling procedure, it is desirable 
to widen the decision region for the minority category. It 
should be mentioned that only the impact of class overlap-
ping has been evaluated using this strategy to address the 
imbalanced classification problem. There is still much work 
to be done to fully understand the impact of other instances 
in data sets that are imbalanced. According to experimen-
tal findings, this technique is superior to SMOTE, y Con-
strained Oversampling (CO), BOSMOTE-1, BOSMOTE-2, 
ADASYN, and Cluster-Based Synthetic Oversampling 
(CBOS). In spite of all these benefits, this technique has a 
high cost for calculation and storage [30].

For multi-class imbalanced data, USVMIDC is a power-
ful under-sampling approach that can perform better than 
over-sampling techniques. The majority of currently used 
strategies for addressing imbalanced data concentrate on 
oversampling techniques. In binary classes, it can allevi-
ate several oversampling restrictions including increasing 
class overlaps, improving noise present, or modifying class 
distributions. This method can fill the gap left by under-
sampling approaches that can assume inter-dependencies 
between classes and account for multi-class imbalance. This 
strategy performs superior to STATIC-SMOTE (S-SMOTE), 
Mahalanobis Distance Oversampling (MBO), (k-NN)-based 
synthetic minority oversampling (SMOM), Multiclass Evo-
lutionary Undersampling (MC-EUS), and One-Class Sup-
port Vector base Undersampling (OCSV-US) in comparison. 
Instance-level and class-level challenges during the selection 
process cannot be handled by this strategy [31].

Although SMOTE generates a better distribution of 
examples throughout the classes, it has several downsides, 
such as the generation of an excessive amount of instances 
centered on pointless positive examples that do not aid 
minority classes in learning. The erasing of the bounda-
ries between classes and the introduction of noisy positive 

examples in areas controlled by the majority class both result 
in an increase in class overlap. SMOTE-IPF is capable of 
resolving these issues. It is appropriate for imbalanced data 
sets with noisy and ambiguous examples. Iteratively remov-
ing noisy examples is possible. It can forecast more accu-
rate noisy cases. Comparatively, it is a better approach than 
B1-SMOTE, B2-SMOTE, SL-SMOTE, SMOTEENN and 
SMOTE-TL. The biggest drawback of this process is the 
choice of various IPF parameters. As the behavior of the fil-
ter depends on the parameters and there are many parameters 
accessible, the various parameters can affect performance 
[32].

OBUS lessens the prevalence of occurrences from the 
majority class. It has the ability to recognize overlapped 
areas and remove any problematic occurrences from those 
areas. It can lessen misunderstanding and increase the learn-
er’s awareness of the positive examples. Additionally, it can 
lessen information loss. It is a better approach than K-means. 
It is a fairly slow process [33].

At the data level, either oversampling or under-sampling 
is employed to balance a data set. It has been established that 
under-sampling is preferable to over-sampling. This is due 
to the possibility of over-fitting during the model genera-
tion process being increased by the over-sampling method. 
Some useful data existing in the majority class can be lost if 
the under-sampling technique is used. The majority of these 
efforts are made to address these issues.

An attempt has been made to make a comparative analy-
sis of all these data-level approaches in Table 2.

Accuracy can sometimes be misleading, especially in data 
sets with an imbalance where one class is vastly outnum-
bered. In situations where classes are imbalanced, the F1 
score offers a more accurate picture of a model’s perfor-
mance. Let’s take a closer look at each of these approaches 
according to their accuracy and f1 score. Considering the 
accuracy and f-1 score of all the eight data-level approaches 
discussed so far, which are evaluated using an SVM classifier 
on two different data sets namely Abalone and Yeast taken 
from UCI [27] data repository and are listed in Table 3.

From Fig. 1, it is clear that on the Abalone data set, 
LoRAS has an accuracy of 0.67 and an F1-score of 0.59, 
compared to NBU’s accuracy of 0.52 and F1-score of 0.22. 
This shows that LoRAS outperforms NBU on this data set 
in terms of accuracy and F1 score. When choosing amongst 
these methods, it’s crucial to take the unique problem into 
account as well as the trade-offs between recall and preci-
sion. On the Yeast data set, NASOTECH and NNBUT both 
display excellent accuracy and F1-score values, demonstrat-
ing strong performance.

This shows that these techniques work well for this spe-
cific data set. When choosing a strategy, it’s necessary to 
consider additional elements like computational complex-
ity and practical applicability. On both data sets, COA and 
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USVMID regularly outperform other models in terms of 
accuracy and F1 score. This shows that these methods may 
be applicable to a variety of imbalanced classification issues 
and may be robust across various data sets. SMOTE-IPF 
performs well in terms of F1-score, notably on the Yeast 
data set, while OBUS performs well in terms of accuracy 
and F1-score on both data sets. These findings show that 
SMOTE-IPF and OBUS are competing methodologies for 
the classification of imbalances.

Algorithm-level perspective: There are six algorith-
mic-level approaches considered in this study, those are 
FSVMIBN, DBANN, LS-KWMTSVM, BM-FKNN, DQN-
imb, and ACFSVM.

The FSVM–CIL is extended by FSVMIBN. To increase 
the effectiveness, Borderline noise needs to be reduced, but 
FSVM–CIL neglected this issue. It is very important to 

reduce the effect of borderline noise. This strategy can able 
to reduce the noise at the borderline. It can deliver supe-
rior outcomes compared to the benchmark approaches of 
cost-sensitive SVM (CS-SVM), SMOTE–SVM, and SVM, 
respectively. The parameters that were taken into account in 
this approach are not sufficient enough which is why adding 
more parameters may improve the outcomes [34].

The idea of DBANN is to use density-based approaches 
to identify the most trustworthy query neighbors. In terms 
of average rank in F1 and GM, it outperforms alternative 
approaches in almost all data sets. The best average rank is 
obtained when the data distribution is highly overlapping. 
In all data sets, with the exception of a few, it yields the best 
results when the degree of overlap is modest or slight. For 
the imbalance problem, it performs well in high imbalance 
ratios while performing moderately in low imbalance ratios. 
It performs better than other kNN-based techniques such 
as Weighted k-NN (W-kNN), k Rare-class Nearest Neigh-
bour (kRNN), k-NN, Fuzzy k-NN (F-kNN), k-local hyper-
plane distance nearest neighbor (H-kNN), and also Classi-
fication and Regression Tree+SMOTE (CART+SMOTE), 
CART+OBU, SVM+SMOTE, SVM+OBU, etc. It is limited 
to binary classification problems only [35].

LS-KWMTSVM produces an incredibly straightforward 
and quick algorithm by solving two systems of linear equa-
tions. As a result, it does not require an external optimizer 
like Twin-KSVC or KWMTSVM. To simplify the complex 
nonlinear LS-KWMTSVM, the Sherman–Morrison–Wood-
bury (SMW) formulation is used. It is able to evaluate all 
of the training data points in a "1-versus-1 and 1-versus-
rest" framework, enabling it to produce ternary outputs of 
1, 0, and 1, which aid in handling imbalanced data sets. To 
exploit intra-class and inter-class information, it employs a 
KNN graph technique, where data points inside the same 
class are assigned various weight matrices. It can outperform 
Twin Multi-class Classification Support Vector Machines 
(Twin KSVC), Least Squares Twin Multi-class Classifi-
cation Support Vector Machine (LST–KSVC), and KNN-
based Weighted Multiclass Twin Support Vector Machines 
(KWMTSVM) techniques in terms of performance. It is a 
practical and successful method for addressing imbalance 
classification issues. For situations involving imbalance 
classification, it is a successful and effective strategy. This 
approach has a significant problem with parameter selection, 
because there are many parameters available [36].

BM-FKNN performs better than FKNN, LM-KNN, KNN, 
and SVM. As opposed to membership degree computation 
in fuzzy k-NN, the influence of the Bonferroni means inside 
the learning portion of the classifier has a dominant effect. 
One can create more logical class representative vectors 
using the concepts of Bonferroni mean local vectors rather 
than k nearest samples as nearest representations. Even 
while SVM, NB, and similarity classifiers can sometimes 

Table 3   Accuracy and F1 score using SVM classifier

Approaches Data set Accuracy F1 Score

LoRAS [22] Abalone 0.67 0.59
LoRAS [22] Yeast 0.84 0.35
NBUA [25] Abalone 0.52 0.22
NBUA [25] Yeast 0.73 0.34
NASOTECH [28] Abalone 0.7 0.74
NASOTECH [28] Yeast 0.87 0.8
NNBUT [29] Abalone 0.91 0.82
NNBUT [29] Yeast 0.92 0.84
COA [30] Abalone 0.93 0.8
COA [30] Yeast 0.95 0.81
USVMID [31] Abalone 0.84 0.86
USVMID [31] Yeast 0.82 0.84
SMOTE-IPF [32] Abalone 0.82 0.81
SMOTE-IPF [32] Yeast 0.88 0.79
OBUS [33] Abalone 0.55 0.69
OBUS [33] Yeast 0.71 0.82

Fig. 1   Performance measured based on accuracy and F1 score
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attain somewhat higher accuracy levels, Mean-based Fuzzy 
k-Nearest Neighbor (BM-FKNN) and Mean-Based k-Near-
est Neighbor (BM-KNN) classifiers still outperform them 
on most data sets. Additionally, it appears that using the 
higher values for the parameter k using this approach, the 
performance of the classifier has been greatly improved. 
The execution of this method takes a little longer time due 
to the requirement of more complicated computation. Fur-
thermore, because of the utilization of grid search to obtain 
appropriate Bonferroni mean parameters usually it takes a 
little more time compared to traditional methods. It also has 
a relatively high computational complexity also [37].

The DQNimb technique frames the classification problem 
as a sequential decision-making process, where the environ-
ment delivers a large reward for minority class samples but 
a low reward for majority class samples and the process will 
end when the agent incorrectly classifies the minority class 
instances. The best classification strategy for the Imbalanced 
Classification Markov Decision Process (ICMDP) is deter-
mined using the deep Q learning algorithm, and theoretical 
analysis is done to determine how a certain reward func-
tion will affect the Q network’s loss function during train-
ing. Reducing the reward value the agent receives from the 
majority of samples can balance the impact of the two types 
of samples on the loss function. Compared to other imbal-
anced classification techniques like e Deep Neural Network 
(DNN), this method performs better. It performs better, 
particularly with text data sets and highly imbalanced data 
sets, and it exclusively addresses the binary class imbalance 
issues only [38].

In the ACFSVM, the SVDD model is initially trained 
using the provided majority of instances. The proper formu-
lation of affinity with relation to the trained SVDD model is 
then delivered to calculate a unique affinity for each instance 
in the majority class. Using this method. It is possible to 
effectively locate the border instances and probable outli-
ers that exist in the majority class. To lessen the effect of 
class noises in the majority class, the membership value 
for a fuzzy SVM is calculated using the kernel k-NN tech-
nique, which first calculates the class probability for each 
instance belonging to a majority class along with its associ-
ated affinity. This method typically assigns relatively low 
MVs to some potential abnormal majority samples based on 
their corresponding affinities and class probabilities while 
the high MVs to rare minority instances, which can allow 
the final classification boundary to skew toward the majority 
class and produce more satisfying classification results. It 
can outperform Support Vector Machine (SVM), Cost-sen-
sitive SVM (CSVM), Harmonic Element SVM (HesSVM), 
Random Undersampling-SVM (RUSVM), Random Over-
sampling-SVM (ROSVM), SMOTESVM, BSMOTESVM, 
WKSMOTESVM, AdaSVM, General Membership 
Function-SVM (GPFSVM), Entropy-based Fuzzy-SVM 

(EFSVM), Entropy-based Fuzzy Least Squares-SVM 
(EFLSSVM-CIL), and Entropy-based Fuzzy Least Squares 
Twin-SVM (EFLSTWSVM-CIL). If the ideal parameters 
can be identified, this strategy will perform better [39].

Table 4 will provide a comparative analysis of all these 
algorithm-level strategies discussed above.

An important performance metric in machine learning, 
especially for binary classification problems, is the AUC 
(Area Under the Receiver Operating Characteristic Curve). 
In contrast to the F1 Score, which evaluates the model’s 
precision and recall in relation to each other, AUC evalu-
ates the model’s capacity to distinguish between positive 
and negative classifications. Let’s take a closer look at each 
of these above-mentioned approaches based on their AUC 
and f1 score. Considering the AUC and F1 score evaluated 
on two different data sets namely Ecoli and Yeast taken from 
UCI[27] data repository and are listed in Table 5.

Figure  2 clearly shows that on both data sets, the 
FSVMIBN and DQNimb techniques provide excellent per-
formance. Their AUC and F1 Score values are comparatively 
high. DQNimb stands out with nearly flawless AUC values 
of 0.95 on Ecoli and 0.97 on yeast. These findings imply 
that FSVMIBN and DQNimb are viable options for these 
data sets, because they balance precision-recall balance (F1 
Score) and class separation (AUC) in a promising manner.

On both data sets, BM-FKNN performs favourably in 
terms of AUC and F1 Score. High AUC values are pre-
sent, which suggests that it has good discrimination skills. 
Additionally, its F1 Score values are solid, showing that it 
balances the trade-off between recall and precision. Accord-
ing to this, BM-FKNN is a trustworthy method for binary 
classification tasks on yeast and Ecoli. AUC is 0.9 and the 
F1 Score is 0.91 for LS-KWMTSVM on Ecoli, which is 
a respectable performance. As the Yeast data set’s AUC 
and F1 Score are comparatively smaller. This suggests that 
because the Yeast data set can have different properties, the 
technique might not be as appropriate for it. In comparison 
to the others, the performance of the DBANN and ACFSVM 
techniques is comparatively lower. The AUC values for 
DBANN on Ecoli and yeast are 0.71 and 0.75, respectively, 
indicating that it might have trouble with class separation. 
With an F1 Score of 0.79 on Yeast, ACFSVM likewise has 
issues. It is crucial to take these lower values into account 
in relation to the requirements of the particular challenge.

Hybrid-level perspective: This study considered four 
hybrid-level approaches to conduct a small investigation 
into them. These approaches are WHMBoost, POSENS, 
NN-CSSVM and SMOTE+PSO.

The distribution of data in actual data sets is typically 
imbalanced. The dominant class is often over-represented by 
the classifier, while the under-represented minority class is 
difficult to classify accurately. However, in real-world situ-
ations, everyone is typically more interested in the minority 



SN Computer Science            (2024) 5:30 	 Page 13 of 18     30 

SN Computer Science

Table 4   Comparison table for algorithm-level approaches

 Approaches Data sets  Evaluation metrics  Baseline algorithm Findings Limitations

FSVMIBN [35] 25 data sets from 
KEEL [52] reposi-
tory

AUC​ CS-SVM
SMOTE–SVM
SVM

It can detect borderline 
noise

It can reduce border-
line noise

Weak parameter.
Performance can be 

increased by adding 
more parameters

DBANN [35] 41 data sets from the 
KEEL [52] reposi-
tory with an imbal-
ance ratio ranging 
between 1.8 to 68.1

G-mean
F1-Score

W-kNN
kRNN. kNN
F-kNN.
H-kNN

It can identify the most 
trustworthy query 
neighbors

It can handle overlap-
ping data

Suitable for data sets 
with high IR

Limited to binary class 
data sets

Not suitable for low 
overlapped data sets

Not applicable for data 
sets with low IR

LS-KWMTSVM [36] 18 data sets from the 
KEEL [52] and UCI 
[27] machine learn-
ing repositories

Accuracy
Execution Time

Twin-KSVC
LST-KSVC
KWMTSVM

It can eliminate redun-
dant constraints

It is relatively faster 
than the previous 
version

It can solve a system 
of linear equations 
instead of QPPs

Many parameters are 
available

Parameter selection is 
tough

BM-FKNN [37] 6 data sets from KEEL 
[52] and UCI [27] 
machine learning 
repositories

Accuracy
Specificity
Sensitivity

FKNN
LM-KNN
KNN
SVM

Better classification 
accuracy

Less sensitive to class 
imbalance

Relatively slow
High computational 

complexity
Not efficient

DQNimb [38] IMDB, Cifar-10, 
Mnist, and Fashion-
Minist data sets [54]

G-mean
F-measure

DNN Suitable for data sets 
with high IR

Limited to binary class 
data sets

Limited to text data sets 
only

Not Suitable for data 
sets with low IR

ACFSVM [39] 27 data sets from UCI 
[27] machine learn-
ing repository

G-Mean.
F-Measure
AUC​

SVM and its exten-
sions

It can identify the 
possible outliers and 
border samples exist-
ing in the majority 
class

It can avoid the effect 
of class noises in the 
majority class

Weak Parameter
Not efficient

Table 5   AUC and F1 score of the algorithm-level approaches

 Approaches Data set AUC​ F1 score

FSVMIBN [35] Ecoli 0.96 0.91
FSVMIBN [35] Yeast 0.87 0.82
DBANN [35] Ecoli 0.71 0.69
DBANN [35] Yeast 0.75 0.5
LS-KWMTSVM [36] Ecoli 0.9 0.91
LS-KWMTSVM [36] Yeast 0.78 0.75
BM-FKNN [37] Ecoli 0.85 0.84
BM-FKNN [37] Yeast 0.87 0.88
DQNimb [38] Ecoli 0.95 0.86
DQNimb [38] Yeast 0.97 0.98
ACFSVM [39] Ecoli 0.83 0.86
ACFSVM [39] Yeast 0.82 0.79

Fig. 2   Performance measured based on AUC and F1 score
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class. In this case, it is quite difficult to classify the minor-
ity class accurately. WHMBoost can minimize the effects 
of data imbalance and increase the likelihood that occur-
rences of the minority class will be correctly classified by 
the model. Compared to employing a single sampling tech-
nique and a single basis classifier, it combines the benefits of 
multiple sampling methods and multiple base classifiers and 
enhances overall performance. Results of the experiments 
indicate that it is superior to Adaptive Boosting (Adaboost), 
Random Undersampling Boosting (RUSBoost), Random 
Balance Boosting (RBBoost), Random Hybrid Sampling 
Boosting (RHSBoost), SMOTE Boosting (SMOTEBoost), 
cluster-based undersampling Boosing (CUSBoost), and 
Multiple Estimators Boosting (MEBoost) [41].

By randomly perturbing random subsets of the input 
attributes of seed instances that have been provided, POS-
ENS creates a variety of new instances. Sensitivity with 
respect to class imbalance is computed for each minority 
instance to reduce the possibility of noise introduction, 
and cases producing high sensitivities are more likely to be 
chosen as seed instances. These different subsets are uti-
lized to train various base classifiers after producing new 
instances, which are subsequently fused to improve overall 
performance via a majority voting. The POSENS greatly 
outperforms many advanced ensemble methods, according 
to both the Wilcoxon test and the Friedman test. This meth-
od’s fundamental flaw is that non-stationary imbalanced data 
streams cannot be processed [42].

Multimodal data and complicated data with an imbal-
anced class distribution are frequently used in real-world 
data analysis. Deep learning is effective in many applica-
tions, however, the class imbalance issue has not yet been 
resolved. Multimodal data learning issues with class imbal-
ance can be handled with NN-CSSVM. For a severely 
imbalanced data set, it showed a considerable performance 
gain. The highly nonlinear data are addressed by this cost-
sensitive SVM-based prediction function for deep-learning 
frameworks, which also lessens computing complexity. 
This deep-learning-based approach with straightforward 
computations produced improved efficiency compared to 
standalone SVM models, which need more time for huge 
data sets. The computational effectiveness of the suggested 
solution took major significance as the data quantity and 
dimensionality rose. It has the potential to outperform Cost-
Sensitive SVM (CSSVM), Naive Base SVM (NBSVM), and 
Cost-Sensitive Multilayer Perception (CSMLP) [43].

A considerable improvement in estimating the 5-year 
survival of breast cancer patients is represented by a hybrid 
strategy that incorporates SMOTE and PSO. It shows 
prominent results in terms of improving patient prognosis 
in the field of oncology because of its capacity to deal 
with class imbalance, optimize feature selection, and boost 
prediction accuracy. Particularly for high-dimensional data 

sets, PSO application for feature selection might increase 
computational complexity. For effective execution, there 
must be sufficient computational resources. Performance 
optimization requires effective parameter tuning for both 
SMOTE and PSO. The parameters of the algorithm require 
skill and time. The accuracy of the classifier depends on 
how good and representative the input data are. The per-
formance of the model could be harmed if the data set has 
errors or is missing crucial data [44].

Table 6 will provide a comparative analysis of all these 
hybrid approaches.

Based on the AUC and F1 scores, let us examine each 
of the aforementioned hybrid approaches in more detail. 
Taking into account the AUC and F1 score assessed on two 
distinct data sets Abalone and yeast, taken from UCI [27] 
data repository and listed in Table 8.

Figure  2 indicates that with an AUC of 0.77 and a 
fantastic F1 Score of 0.98, WHMBoost exhibits impres-
sive performance on the Abalone data set. This suggests 
that WHMBoost delivers great precision and recall while 
excelling at class distinction. Its performance on the Yeast 
data set is less, with an AUC of 0.92 but a lower F1 Score 
of 0.36. This mismatch would suggest that WHMBoost is 
highly specialized for certain data features, like those in 
the Abalone data set, but may not generalize well to oth-
ers. With an AUC of 0.84 on Abalone and 0.78 on Yeast, 
POSENS performs rather well on both data sets. Its F1 
Score scores on both data sets, 0.9 and 0.76, respectively, 
show a balance between precision and recall. This shows 
that POSENS is a reliable method with consistent perfor-
mance across many data sets (Fig. 3).

NNCSSVM exhibits stability in its performance, obtain-
ing an AUC of 0.83 on abalone and 0.88 on yeast. A bal-
anced trade-off between precision and recall can be seen by 
its F1 Score values of 0.8 on both data sets. This indicates 
that NNCSSVM is a trustworthy option for binary clas-
sification jobs with average performance. SMOTE+PSO 
achieves balanced performance on both data sets with an 
AUC of 0.8. A decent mix between precision and recall 
may be seen in its F1 Score scores of 0.82 on abalone and 
0.76 on yeast. This shows that SMOTE+PSO is a reli-
able performer but may not perform well in data sets with 
extreme imbalance (Table 7).

After going through all the approaches discussed above, 
it can be concluded that there are many advantages as well 
as many disadvantages of every strategy, it is not possible 
to conclude that a particular method works best for handling 
imbalanced problems. As this is a very complex problem, 
each strategy can handle only a few of its selected problems. 
A comparison chart is given in Table 8 which will provide 
a brief summary of data-level, algorithm-level, and hybrid-
level approaches along with their advantages and disadvan-
tages, potential applications, and significant factors.
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The specific characteristics of the data set and the goals 
of the machine learning task should be taken into consid-
eration when deciding which of these approaches to use. 
It is crucial to keep in mind that a "Hybrid-Level Strat-
egy" frequently requires more sophistication and param-
eter adjusting but might produce greater results in severe 
imbalanced conditions.

Open issues and future work: There are certain things 
that we have observed and that can still be improved, and 
they are as follows:

•	 Compared to multi-class imbalance, the binary class has 
received more research attention. Because of this, more 
research may be done to solve the multi-class challenge, 
and it will also provide a platform for fresh researchers to 
generate new ideas. In addition, thinking about a strategy 
that works on both binary and multi-class imbalances 
may be a good way to proceed.

•	 Most methods show promising results on one or two 
data sets, but they do not consistently produce effective 

Table 6   Comparison table for hybrid-level approaches

Approaches Data sets  Evaluation metrics  Baseline Algorithm Findings Limitations

WHMBoost [41] 31 data sets from the 
KEEL [52] and 9 
data sets from HDDT 
data repository with 
imbalance rates 
ranging from 1.87 to 
129.44

AUC​
F-Measure
G-Mean

Adaboost
RUSBoost
RBBoost
RHSBoost
SMOTEBoost
CUSBoost
MEBoost

Better performance 
than single sampling 
method

Limited to binary class 
only

Not efficient

POSENS [42] 35 data sets from 
KEEL [52] and UCI 
[27] repositories

AUC​
AUPRC
F1-M
F1-m
MC

Bag
boost
Rusbag
Rusboost
Smotebag
Smoteboost
Rbbag
Gsmote

It lowers the chance of 
introducing noises

It lowers the chance of 
introducing sensitiv-
ity

Not suitable for non-
stationary data sets

NN-CSSVM [43] Real-world imbalanced 
data sets from KEEL 
[52]

AUC​
G-Mean

CSSVM
NBSVM
CSMLP

Suitable for data sets 
having High IR

It can address highly 
nonlinear data

Low computational 
complexity

Not efficient for data sets 
having less IR

SMOTE + PSO [44] Breast cancer patients 
Data of the years 
1973–2007 from 
SEER [55] data 
repository with 
973,125 cases and 
118 variables

Accuracy
Sensitivity
Specificity G-mean

Single LR, C5, 1-nn, 
and PSO + LR, 
PSO + C5, PSO + 
1-nn without using 
SMOTE

Improved predictive 
accuracy

Superior robustness

Parameter Tuning
Computational complex-

ity
Limited data set

Table 7   AUC and F1 score of the hybrid approaches

 Approaches Data set AUC​ F1 score

WHMBoost [41] Abalone 0.77 0.98
WHMBoost [41] Yeast 0.92 0.36
POSENS [42] Abalone 0.84 0.9
POSENS [42] Yeast 0.78 0.76
NN-CSSVM [43] Abalone 0.83 0.8
NN-CSSVM [43] Yeast 0.88 0.87
SMOTE+PSO [44] Abalone 0.8 0.82
SMOTE+PSO [44] Yeast 0.87 0.76

Fig. 3   Performance measured based on AUC and F1 score
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results on every data set. Therefore, a strategy that works 
effectively with all data sets, regardless of IR or size is 
needed.

•	 Time efficiency is a crucial consideration. Most proce-
dures show good results but take more time to complete. 
Time efficiency is a promising area for future research. 
Therefore, to create a method that is both time efficient 
and produces positive results, it is essential to keep time 
efficiency in mind when doing new research.

•	 Real-world data sets are cluttered with noise. Although 
some work has been done on the basis of noise so far, 
there is still room for improvement in this area. Even 
with noisy data, there can be a method to reduce noise 
or create excellent results.

•	 Within the data set, there may be instances where class 
boundaries overlap. Moreover, it causes issues. Despite 
the fact that some research has been conducted based 
on this overlapped area, more work can still be done in 
this field, because there has not been an effective method 
developed yet.

•	 A difficulty with parameters can be found in the algo-
rithm-level approaches. To create a better algorithm, 
many parameters are considered. The parameters can be 

manually set for some algorithms whereas they can be 
pre-configured for others. Since it is difficult to design 
an algorithm based on all the parameters, this is a field 
where additional research may be done and the parameter 
problem can be resolved.

Conclusion

This study has covered a variety of data levels, algorithm 
levels, and hybrid remedies for class imbalance. After going 
through all the approaches it has been observed that cur-
rent research on the high-class imbalance in a massive data 
environment has severe flaws. After giving a closer look, it is 
clear that the work in recent years has focused on every cat-
egory that is data-level, algorithm-level, and hybrid method 
but Whatever strategy is used, a few facts that all of them 
have in common like most of them are only useful for some 
specific set of data. Most of the approaches can not handle 
high-dimensional data well. Some of the approaches cause 
class overlapping when data sets are large enough. When 
it comes to efficiency, certain approaches are prohibitively 
expensive, which makes them difficult to implement in 

Table 8   Comparison chart on data-level, algorithm-level, and hybrid-level approaches

Aspect Data level Algorithm level Hybrid level

Primary focus Resampling of data Modification of algorithm Combination of data resampling 
and algorithm modification

Objective Balance class distribution Adjust algorithm behavior Leverage the strengths of both 
approaches

Strengths Effective for addressing severe 
class imbalance

Improves recall for the minority 
class

Precision–recall trade-off can be 
controlled

Fine-tunes the existing algorithms 
for handling imbalanced data

Comprehensive approach
Enhanced model robustness
Improved model flexibility

Weakness Oversampling may introduce noise
Undersampling may lead to infor-

mation loss

Limited to the capabilities of the 
base algorithm

Domain-specific tunning is 
required

Precise parameter adjustment is 
necessary

Computational difficulty

Key consideration Selection of the resampling 
method

Potential noise in oversampling
Effect on the generalization of the 

model

Selection of suitable algorithms
Adjustment of decision thresholds
A trade-off between recall and 

precision

Model adaption and data pre-
processing trade-offs must be 
balanced

Ensuring that different strategies 
work together

Controlling data set shift Limited capacity for adaptation A certain amount of adaptation Improved adaptability
Overfitting risk Risky due to data modifications Lower risk due to algorithm-based 

adjustments
Moderate risk due to combined 

approach
Metrics for performance evalu-

ation
Precision
Recall
F1-score
AUC​
ROC

Precision
Recall
F1-score
AUC​
ROC

Precision
Recall
F1-score
AUC​
ROC

Applied fields Medical diagnostics
Fraud detection
Anomaly detection

Recommender systems
Text classification
Image classification

Healthcare analytics
Network security
Credit scoring

Implementation difficulty Moderate Moderate Moderate to high
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practice. When it comes to imbalance, data collection might 
be affected by a number of factors. It is not easy to develop 
an approach by considering all the factors together, so some 
factors are ignored in most of the approaches. Keeping these 
factors in mind, many times such parameters are taken which 
are too weak, or important parameters may be missed due 
to which the approach does not work properly or fails to 
produce a balanced data set. Speed is one of the most essen-
tial factors that distinguish one method from others. In this 
study, it is discovered that certain approaches are extremely 
slow, taking a long time to provide results and so failing to 
satisfy expectations.
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