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Abstract
Billions of short messages are posted daily to the public social web. This gives opportunities for researchers to gain insights 
into the issues discussed but extracting useful information can be challenging. On one hand, the simplifying quantitative 
approaches for large scale analysis risk misinterpreting the patterns found because of the many different uses of the social 
web. On the other hand, small scale qualitative investigations may miss the big picture and ignore most of the data. This 
article summarizes the recent mixed methods approach, word association thematic analysis, that attempts to gain the face 
validity of small-scale qualitative investigations with the power of large-scale pattern detection. The method leverages com-
parisons to identify sets of characteristic words for a topic, then applies thematic analysis to group these words into patterns 
according to the context in which they are used. The comparisons can be temporal (e.g., early vs. late tweets), topic based 
(e.g., vaxxers vs. antivaxxers), or user based (e.g., gender, location). The outcome of word association thematic analysis is a 
set of themes that characterise an issue in a social web site, supported by qualitative evaluations of the context of the words 
analyzed and statistical tests for the validity of the differences identified. Word association thematic analysis can gener-
ate meaningful insights in this way from large sets of texts.
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Introduction

Market researchers and academics previously had to use 
slow, labour-intensive methods to test public opinion on 
issues such as politics, brands, and health concerns. These 
methods included surveys, interviews, focus groups, and 
user panels. Although these now have faster and cheaper 
web alternatives, they are also supplemented by datamining 
social media. For example, businesses can monitor attitudes 
towards their brands in real time by identifying and analys-
ing relevant social media conversations. The same opportu-
nities also exist for researchers, but the effective exploitation 

of social media data is conditional on the availability of 
acceptable analysis methods.

Typical problems for social media analysis compared to, 
for example, good quality surveys, is that the users of any 
social media site are a self-selected, biased subset of the 
population, their posts are influenced by the site and their 
friends and interests within the site, and the purpose of a 
post may be unclear from its context. Whilst these problems 
are impossible to bypass for most purposes, social media 
analysis is still appropriate to provide quick insights into 
public opinion, if the limitations are understood, and to iden-
tify issues that researchers have not considered before.

There are two common approaches to social media analy-
sis: small and large scale. Small scale studies have applied 
content analysis or thematic analysis to a sample of posts 
related to a topic to investigate what is discussed or how. 
Large scale studies have applied counting methods to map 
the structure of social media discussions (e.g., topic or user 
networks), to detect the main terms discussed (e.g., word 
clouds) or to mathematically model information diffusion 
and flow. This article summarizes a recently-introduced 
hybrid method, word association thematic analysis (WATA) 
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from the book Word Association Thematic Analysis: A Social 
Media Text Exploration Strategy, which combines small 
scale analyses of individual posts with large scale selection 
of relevant posts to detect the key differences between two 
sets of posts. A focus on differences can bypass to some 
extent some of the sampling problems of social media data 
mentioned above. Identifying differences can be a specific 
aim of the project, such as to find gender differences in 
tweeting about a health condition and to discover how two 
contrasting political issues or brands are commented about 
on YouTube. It can also be a device to help explore a gen-
eral topic. For example, finding differences between recent 
and older tweets about open-source software may help give 
insights into how people discuss it today.

Youtube

This article focuses on one sources of social media data, 
YouTube, describing statistically informed methods to 
extract patterns from differences in comments for a given 
topic. YouTube currently (August 2023) gives research 
access to its API for data collection.

According to the now defunct traffic monitoring website 
Alexa.com, YouTube has been one of the three most visited 
websites in the world for over a decade. It is enormously 
popular for watching a wide range of videos, such as for 
education, entertainment, and personal help (e.g., lifestyle 
YouTubers, DIY advice). There is also one comment for 
every thousand video views. Although these comments often 
seem to be very short (e.g., “great video!”), they collec-
tively provide a corpus of public texts related to the top-
ics of videos. They can be used to explore user reactions 
to topics that are well represented on YouTube. YouTube 
already gives extensive free access to its data, so it is a good 
source of social web text for research. It is more technically 
difficult to collect a useful set of YouTube comments than 
a good set of tweets, however, because comments must be 
obtained indirectly via their videos and cannot be searched 
for directly (e.g., through a key Twitter hashtag: [2]). Moreo-
ver, searching for videos on a topic is not straightforward. 
This is perhaps the main reason that YouTube has been 
researched far less often than Twitter. The lack of content 
in most comments also does not help. This is unfortunate, 
given the much wider range of topics covered on YouTube 
and its much larger audience compared to Twitter.

WATA with Mozdeh

Word association thematic analysis is a method to detect 
themes reflecting textual differences between two sets of 
texts, usually from social media. For example, if the two sets 

were comments about bullying videos from male and female 
commenters, then the WATA goal would be to detect the 
main male–female gender difference themes in comments 
about bullying. It is a multi-stage method that is supported 
by the free software Mozdeh (mozdeh.wlv.ac.uk). The early 
stages are mainly automated, and the later stages involve 
human reading of the texts. WATA works as follows.

Data Collection

Mozdeh can collect YouTube comments via its public API. 
The first step is to define the research topic and convert it 
into queries to match YouTube videos for comments. Moz-
deh also works with pre-collected texts from other sources 
(e.g., research article abstracts: [1]), which can be imported, 
bypassing the YouTube stages.

For YouTube, comments can only be downloaded for 
specified videos, so the task is to identify a set of videos 
related to the research topic. This is easiest if the focus of the 
project can be defined in terms of YouTube users/channels 
because Mozdeh can find all videos from those channels and 
download all their comments in one step. For example, a 
project to investigate the main news topics in India fed Moz-
deh with the channel names of the five top Hindi news chan-
nels on YouTube [3]. Influencers on YouTube have a large 
following, so their videos tend to attract many comments and 
they are a good and underused source of comments about 
aspects of daily lives for younger people. One study identi-
fied many UK-based female YouTube influencers and fed 
their channel names into Mozdeh to investigate discussions 
of bullying in their comments [4]. Finding these influencers 
was difficult, however, and took several weeks of searching 
YouTube and news stories about UK influencers. If the You-
Tube topic can’t be translated into YouTube users/channels, 
then YouTube.com must be manually searched to generate 
a list of relevant videos. It is only possible to automate this 
in Mozdeh for very distinctive topics (e.g., dance styles [5]).

If the research topic was participant reactions to WEBIST 
conferences, for example, then there does not seem to be an 
official WEBIST channel, but a few conference videos could 
be found by searching the site (e.g., https://​www.​youtu​be.​
com/​watch?v=​wXPR4​5dKPdc), and a list could be built for 
entering into Mozdeh. In this case there might not be enough 
data for an effective WATA because thousands of texts are 
needed for the methods to work well.

Word Association Detection (WAD)

Once the YouTube comments or other texts have been col-
lected by Mozdeh or imported into it from another source, 
the next stage is for Mozdeh to split them into two sets (two 
sets and the remainder; or one key set with the remainder 
being set B) to start the comparisons (Fig. 1). This split may 

https://www.youtube.com/watch?v=wXPR45dKPdc
https://www.youtube.com/watch?v=wXPR45dKPdc
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be based on anything practical, including user gender (male 
vs. female), time (earlier years vs. later years), topic (topic 
A vs. topic B) users (set A vs. set B), popularity (more liked 
comments vs. less liked comments) or sentiment (positive 
comments vs. negative comments) for example. Mozdeh has 
a range of filters to allow this split to be specified (e.g., com-
menter gender, keyword matching, date). Texts not matching 
the two sets are ignored. For example, if comparing You-
Tube comments from males and females then comments 
would be ignored from nonbinary users and users for which 
a gender could not be determined.

Mozdeh has a word association detection button (‘Mine 
Associations…’) to identify words that occur more in one 
set than the other. It works by extracting all words from all 
texts and then identifying those that occur disproportion-
ately often in one set compared to the other. For instance, 
if the word ‘Valletta’ occurred in 5% of one set but 1% of 
the other then Mozdeh would notice the difference. Mozdeh 
then lists the words occurring disproportionately in one set, 
using a statistical chi squared test of the difference between 
the proportions to arrange them in order of statistical signifi-
cance. The most significant words tend to be those that occur 

the most often and with the largest percentage difference 
between the two sets. This list gives the first insights into 
systematic differences between the two sets of texts.

The statistical test used by Mozdeh is important because 
differences between the two sets of texts can occur by 
chance. An additional procedure is needed to ensure the 
statistical significance of the results due to the complica-
tion caused by conducting multiple simultaneous tests (the 
familywise error rate issue), and Mozdeh uses the Benja-
mini–Hochberg procedure for this [6], reporting statistical 
significance with stars in the results. Despite this precaution, 
the tests need to be treated with caution because they assume 
that the words in texts for a topic are independently gener-
ated, which is untrue because YouTube commenters may 
be influenced by each other and by external events, such as 
news stories.

For WEBIST discussions on YouTube, the sets might be 
comments expressing positive or negative sentiment about 
the conference. The word lists produced would therefore 
be words occurring disproportionately often in positive 
or negative comments. These would include direct senti-
ment words (e.g., amazing, wonderful, dull) and common 

Fig. 1   The main WATA stages 
after data collection [7]
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sentiment targets (e.g., speaker, talk, venue, Malta, inter-
ruption, slides), the latter being the most useful.

The WAD stage of WATA is a crude and simplistic bag-
of-words approach because it ignores the context of words 
and their position within phrases. A more sophisticated 
approach would extract phrases instead of words or con-
textualise words through word embedding algorithms like 
BERT and Word2Vec. The latter approaches would help to 
deal with polysemy. These limitations are dealt with manu-
ally in the next stage, word association contextualisation. 
The rationale for a manual contextualisation stage is that 
much social media text is written informally and exploits 
neologisms, which cause problems for automatic analyses. 
In addition, the manual contextualisation stage also feeds 
directly into the final manual thematic clustering stage so 
the extra work is not a disadvantage in practice.

Word Association Contextualisation (WAC)

The lists of words that occur in statistically significantly 
different proportions in the two sets may give some 
insights into the differences, and might be displayed 
in word clouds, tables or bar charts, but words are not 
enough. This is because the meaning of a word is affected 
by its context. The word ‘bank’ could mean river bank, 
financial bank, hillside or angle, for instance, and this 
would not be evident from its presence in a word cloud. 
The same is true to some extent for unambiguous words: 
‘unexpected’ only has one meaning but only the context 
of the word in its comment would reveal what was unex-
pected. The next WATA stage is, therefore, contextualisa-
tion: finding the context in which each statistically signifi-
cant word was typically used (Fig. 1).

The word association contextualisation (WAC) stage 
involves one or more people reading a random sample of 
texts from set A (or set B, whichever contains the high-
est proportion of the word) to identify its most common 
context. For example, the context of the word ‘unexpected’ 
within WEBIST YouTube comments might be ‘unexpected 
praise’ because most YouTube comments in set A contain-
ing the term unexpected mentioned being surprised when a 
stranger said that they really liked their conference paper. 
This is a content analysis type of task, which is a common 
social science research method [8].

In general, reading 10–40 texts gives a good idea of 
the typical context of a word (if any) and allows it to be 
summarized in a sentence. This can be repeated for all the 
statistically significant texts, if there are not too many, or 
for a sample of a few hundred otherwise. This process is 
labour intensive but has the extra advantage that reading 
the texts helps to create a deeper understanding of the 
topic.

Thematic Analysis (TA)

The list of contexts for words occurring disproportionately 
often in set A or B is likely to have many overlaps and themes. 
For instance, the list might contain both ‘surprised’ and ‘unex-
pected’, with the same context, leading to redundancy when 
reporting the results. More generally, words may have related 
contexts, even if they are not the same. For example, ‘question’ 
might have the WAC context of a question about a WEBIST 
presentation, and ‘praise’ may have the WAC context of praise 
for a WEBIST presentation, so the two contexts are related by 
both being reactions to a WEBIST presentation. Of course, if 
all YouTube comments about WEBIST are reactions to pres-
entations then this is an unhelpful generalisation but if they 
mostly discuss other topics (e.g., food, tourism, meeting old 
friends) then this might be useful to point out. The next WATA 
stage is identifying themes within the word contexts: Thematic 
analysis (TA). Again, this is a common social science research 
method [9].

The thematic analysis stage involves attempting to manually 
cluster the word contexts from the WAC stage into themes, 
each containing related contexts. This involves trying to make 
appropriate generalisations about the contexts to make the 
themes. It is an iterative process without a correct solution, 
just reasonable sets of themes. One way of achieving this is to 
brainstorm for possible generalising themes for each context, 
then clustering the contexts together into the themes found as 
a starting point. Contexts that do not fit well into themes with 
other contexts might then be examined again for any common-
alities in case they can fit into an even more general theme.

Since this process is subjective, ideally it would be con-
ducted independently by multiple people, merging the results 
after discussion. This would help to improve the robustness 
of the method.

The result of WATA is a set of themes for set A and a set 
of themes for set B representing the main differences between 
them in the topic. The two sets are normally created indepen-
dently but in the final stage the themes aligned as much as 
possible, if relevant, to aid interpretation.

The manual clustering approach of the TA stage has the 
disadvantage of being labour intensive in comparison to auto-
matic clustering methods, such as topic modelling. Its advan-
tage is high face validity, since the clusters are directly tied to 
an understanding of the underlying comments. It is, therefore, 
suitable for social science applications for which face validity 
is essential, but not for computer science applications where 
fast results are the priority.
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WATA Examples

This section illustrates WATA with three examples of 
research project using it, for YouTube, Twitter and a set 
of academic journal articles.

Bullying on YouTube

A WATA study investigated how bullying was discussed 
in the comments to the videos of UK female lifestyle influ-
encers on YouTube [10]. The rationale for the study was 
that bullying is an important issue for young people and 
lifestyle influencers discuss personal issues. They are pre-
sumably watched by young people that have suffered from 
bullying, so it is useful to understand how they deal with 
the issue. Although there are bullying support websites, 
many victims might not seek help or talk about their expe-
riences with friends, and so bullying-related discussions 
on general social media sites might provide anonymous 
indirect support or hostility, depending on the attitude of 
the influencer and their followers.

To start, YouTube was searched for UK-based female 
lifestyle vloggers with at least 20,000 subscribers, which 
was surprisingly difficult. 34 were identified and Mozdeh 
was used to download all 4.6 million comments on all 
their videos. Of course, few of the videos or comments 
were about bullying but about 8 k were and the bullying 
set was defined as being the comments matching the fol-
lowing Mozdeh query of the comments (i.e., containing 
any of the words): bullying bully bullied bullies cyberbully 
cyberbullied cyberbullies cyberbullying. This was set A 
for WATA. Set B was the remaining comments so there 
was no ‘Remainder’ set for Fig. 1.

For the WAD stage, only bullying-related words were 
analyzed because non-bullying topics were irrelevant 
(i.e., set A but not set B words). This was achieved in 
Mozdeh by entering the above bullying query and click-
ing the ‘Mine Associations…’ button. This produced over 
1000 bullying-related words but only the top 100 were 
analyzed as a practical step because the WAD stage was 
time consuming and after 100 words, no new themes were 
emerging.

The WAC and TA stages created 12 bullying related 
themes, five describing bullying and seven expressing 
support for victims. The first set included the location 
of the bullying (school or online), its duration, how it 
happened and its long-term effects. The second themes 
included thanking and expressing support for victims, 
criticising bullies, praising the victims, expressing empa-
thy, and offering general advice. One theme did not seem 
to have been mentioned before in the bullying literature: 

supporting victims by abstracting the situation to empha-
sise that they and their individual traits were not to blame 
for being bullied, despite this being the apparent focus of 
the bullying. This last point identifies a particular strength 
of WATA: its automatic identification of words at the start 
can help the researcher identify issues that they were not 
previously aware of.

ADHD Updates on Twitter

Attention Deficit Hyperactivity Disorder (ADHD) is a com-
mon behavioural disorder that can cause problems in some 
aspects of people’s lives. A WATA study investigated how 
people with ADHD tweeted about their condition in the 
hope of identifying new insights into the sufferer perspec-
tive compared to previous research using interviews or focus 
groups [11]. The rationale for the study was that Twitter 
is sometimes used to provide life updates and people with 
ADHD might tweet about things that they did not consider 
important enough to mention in interviews or surveys. This 
study was conducted at a time when Twitter (now called X) 
allowed free data collection for research purposes.

Although personal issues are not a natural topic for gath-
ering tweets, ADHD is a common enough condition for it 
to be reasonably well represented on Twitter. Gathering 
tweets by people with ADHD is tricky, though, since many 
tweeters without ADHD can mention it (e.g., researchers, 
teachers, friends, family, organisations). This makes it dif-
ficult to generate high precision queries that target tweets by 
people with ADHD. The solution to this was to query the 
phrase, ‘my ADHD’, since checks at Twitter.com suggested 
that this phrase was almost exclusively used in tweets by 
people that appeared to be reporting about their own ADHD. 
This query had the additional advantage that tweets contain-
ing ‘my ADHD’ would not only probably be from people 
with ADHD but also probably be about something related to 
their ADHD. The latter point is important because of course 
people with ADHD may also tweet about the news, sport, 
computer games and anything else.

For the data collection stage, set A comprised tweets con-
taining the phrase ‘my ADHD’ and set B included tweets 
containing the phrase ‘my X’, where X was any one of 99 
other health conditions. It was important to compare against 
other self-declared health conditions to get insights that were 
specific to ADHD. Mozdeh collected 1 m tweets for this, 
59 k of which were ADHD related.

For the WAD stage, only ADHD-related words were ana-
lysed because non-ADHD topics were irrelevant (i.e., set A 
but not set B words). This was achieved in Mozdeh by enter-
ing ‘my ADHD’ and clicking the ‘Mine Associations…’ 
button. This produced over 1000 ADHD-related words but 
only the top 200 were analyzed because no new themes were 
emerging when this number was reached.
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The thematic analysis stage identified 19 themes, 
although 4 were trivial (e.g., usernames). These included 
medication, focus/distraction, fidgeting, other symptoms, 
accommodations, diagnosis, psychiatrists, brain, ‘my ADHD 
brain’, neurodivergence, self, blame/causation, and co-mor-
bidities. For example, the theme ‘my ADHD brain’ was 
derived from WAD words including brain, hellbrain and ass.

As for the YouTube example, most themes reflected 
issues that were already known about in the ADHD research 
literature, but some were new. In particular, the tendency of 
people with ADHD to discuss their brain as being a separate 
entity as an apparent coping strategy for themselves or com-
munication with others did not seem to have been explicitly 
discussed in the academic literature before, although it is 
used in ADHD magazines.

This study also applied content analysis to the same data 
and compared the findings with those from WATA, show-
ing that WATA was able to find themes not in the content 
analysis results. This is possible because WATA themes can 
be too rare to be identified by content analysis, despite being 
statistically significant.

Gender Differences in US Research

Before the WATA method was formally defined, some 
papers applied its predecessors to investigate various topics. 
One of these focused on identifying gender differences in 
published research from the USA [12]. Similar papers inves-
tigated India [13] and the UK [14]. This article extracted 
all journal articles with a first author from the USA, then 
classified the first authors by gender with a list of commonly 
gendered first names, and then applied WATA to the arti-
cles’ titles, abstracts and keywords (combined) to identify 
gendered themes for males and females. This used an infor-
mal clustering for the themes, rather than a formal thematic 
analysis. Separately, the paper also identified common field 
differences in article authorship from Scopus categories 
finding, for example, that Nursing research was predomi-
nantly female authored and Engineering research was pre-
dominantly male-authored.

The WATA part of the gender difference in US research 
paper (methods in Sect. “ADHD Updates on Twitter” and 
results in tables 5 and 6 of: [13]) identified some tradition-
ally gendered themes, such as “Mothers” for females and 
“Engine component” for males. It also identified some less 
obviously gendered themes, such as “Survey” and “Inter-
views” for females and “Religion” for males. Whilst some 
of the themes were associated with research fields (e.g., 
Pure maths), others were more closely related to topics (e.g., 
Mothers) or methods (e.g., Survey), so WATA was able to 
extract gender difference information that would not be evi-
dent by comparing fields.

The themes found had sharper gender differences than 
did the Scopus narrow fields. For example, articles with a 
Mothers term were 15 times more likely to be female first-
authored than male first-authored and articles with a Engine 
component term were 16 times more likely the other way. 
This difference is almost twice the corresponding maximum 
gender difference in authorship between Scopus narrow 
fields  ([Nursing] Review & Exam Preparation vs. Logic: 
Thelwall et al., 2019a).

This example illustrates that WATA can work on formal 
texts in addition to informal postings to the social web, as 
discussed above.

Comparisons with Other Text Analysis 
Methods

Content Analysis

Content analysis is a social science research method that 
involves a set of people classifying a set of texts into a 
smaller set of categories [8]. If the categories are known 
before the coding of texts starts then it is deductive content 
analysis, whereas if the categories are devised based on an 
initial examination of some or all the texts then it is induc-
tive content analysis. The end result of a content analysis is 
a count of the number of texts from a sample or the popula-
tion that fit within each of the chosen categories (e.g., 200 
tweets in the Politics class, 150 in the News class and 150 
in the Personal class).

Content analysis involves multiple stages to ensure that 
the texts are coded accurately and meaningfully so that the 
results have validity. Two important parts of this are training 
the coders and creating a codebook with detailed descrip-
tions of the classes. To check whether the results are reliable, 
some or all the texts YES are independently classified by 
a second person, with the level of inter-coder consistency 
reported [15].

Compared to WATA, content analysis is better able to 
identify the main themes in a set of texts. For example, if 
you had all the comments from videos about an organisation 
and wanted an overview of their main topics, then you could 
apply content analysis to a random sample of the comments 
and you would get a set of categories and how often they 
matched the comments. If you wanted to compare two sub-
sets, such as 2022 comments against 2023 comments then 
you could devise a common set of categories and apply the 
same content analysis to both sets of comments and check 
if the results differed.

In contrast to content analysis, WATA uses a thematic 
analysis approach (clustering to create themes, see below) 
rather than devising classes and then assigning texts to 
the classes. More importantly, WATA focuses on finding 
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differences between sets of texts and so can find finer-
grained differences between two sets of text. Related to this, 
large samples of texts need to be classified for content analy-
sis to prove a statistically significant difference in results 
between two groups of texts classified, whereas all the dif-
ferences examined in WATA are statistically significant.

One study explicitly compared WATA and content analy-
sis, confirming that, at least in the case examined, WATA 
was able to identify finer-grained meaningful differences 
between two sets of texts [11].

Thematic Analysis

Thematic analysis is a method to cluster sets of texts into 
meaningful groups. The main variant, reflective thematic 
analysis, involves repeatedly reading the texts, then adding 
descriptive labels to the texts, then clustering similar labels 
together, generalising and repeatedly checking and adjusting 
labels until a final set of broad themes has been identified 
that capture the main elements of the texts effectively [16].

Like inductive content analysis, thematic analysis uses 
human coders to classify a set of texts. It focuses more on 
identifying meaningful themes rather than robustly count-
ing how many texts fit each theme, and so is less suited to 
identifying differences between sets of texts.

Topic Modelling

Topic modelling is a fully automatic method to identify the 
main topics occurring within a large set of texts [17]. Topic 
modelling makes the following mathematical assumptions: 
(a) a set of topics is discussed within the collection of texts 
analysed; (b) each topic is associated with a set of prob-
abilities that words are used (e.g., for the topic “birds” the 
word “sparrow” would have a higher probability of occur-
ring than the word “shark” but vice versa for the topic “scary 
animals”); and (c) each text in the collection contains a mix 
of the topics.

Based on the above assumptions a matrix algorithm 
attempts to identify the topics of a set of texts, the probabili-
ties of all words in each topic, and the topics represented in 
each text. The topics found by topic modelling are analogous 
to the themes found in thematic analysis.

Topic modelling has the big advantage of being quick and 
fully automatic. It can be used when there is insufficient time 
for WATA, such as for initial exploratory analyses. Com-
pared to WATA, it has three limitations, however. First, it is 
not natural to use it to identify differences between sets of 
texts. Second, its results are not backed by robust statistical 
tests: it finds best fitting models rather than testing for dif-
ferences. Third, because the heart of the method is a matrix 
factorisation, the methods are opaque and can give problems 
with face validity.

Conclusions

Word association thematic analysis can generate insights 
into topics by leveraging differences within them to iden-
tify themes. It is a discovery-based method that can direct 
the researcher to previously unknown themes. It is sup-
ported by the software Mozdeh, which can help with all 
the automated stages, from data collection from YouTube, 
to detecting word associations, and producing randomly 
sorted lists of texts to analyse. The main limitation of the 
method is that the topic must be discussed enough (thou-
sands of posts) for it to identify meaningful themes, even 
though only hundreds of posts need to be manually classi-
fied. It can also be applied to formal language from other 
sources, such as academic article abstracts.

In comparison to other text classification methods, such 
as thematic analysis and content analysis, WATA has more 
statistical power to identify finer grained differences. In 
comparison to topic modelling, WATA has greater face 
validity and statistical power even though it requires con-
siderably more time to apply.

More information about WATA can be found on the 
Mozdeh website, the WATA book [7] and in the methods 
sections of articles using it (e.g., with the phrase query 
‘Word Association Thematic Analysis’ in Google Scholar).
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