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Abstract
Recent developments in the field of artificial intelligence allow for improved per-
formance in the automated assessment of extended response items in mathemat-
ics, potentially allowing for the scoring of these items cheaply and at scale. This 
study details the grand prize-winning approach to developing large language models 
(LLMs) to automatically score the ten items in the National Assessment of Educa-
tional Progress (NAEP) Math Scoring Challenge. The approach uses extensive pre-
processing that balanced the class labels for each item. This was done by identifying 
and filtering over-represented classes using a classifier trained on document-term 
matrices and data augmentation of under-represented classes using a generative 
pre-trained large language model (Grammarly’s Coedit-XL; Raheja et  al., 2023). 
We also use input modification schemes that were hand-crafted to each item type 
and included information from parts of the multi-step math problem students had to 
solve. Finally, we finetune several pre-trained large language models on the modified 
input for each individual item in the NAEP automated math scoring challenge, with 
DeBERTa (He et al., 2021a) showing the best performance. This approach achieved 
human-like agreement (less than QWK 0.05 difference from human–human agree-
ment) on nine out of the ten items in a held-out test set.

Keywords Automated assessment · Math education · Large language models · 
Transformers

Introduction

Open-ended, constructed response questions are commonly used in math assess-
ment to evaluate students’ thought processes and identify misconceptions that may 
not be apparent using limited response questions (Kuo et  al., 2016; Phelan et  al., 
2012). Short answer items are known to improve student math learning relative to 
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limited response items such as multiple choice (Hancock, 1995; Inoue & Buczynski, 
2011; Kang et al., 2007). Constructed response items can also assign partial credit 
to students who understand the mathematical operation and are able to justify their 
thought process but fail to supply the correct final answer due to a calculation error 
(Slepkov & Godfrey, 2019).

Despite the pedagogical advantages of constructed response items mentioned 
above, they are under-used in educational contexts due to the labor required from 
teachers in preparing and scoring them (Hogan & Murphy, 2007; McCaffrey et al., 
2022). Constructed responses are also difficult to score on learning platforms. For 
example, on the ASSISTments online math learning platform, less than 15% of 
open response items are graded and less than 4% receive feedback (Erickson et al., 
2020). Constructed response math items are also rarely used in standardized test-
ing for similar reasons (i.e., they are time-consuming and expensive to score). Thus, 
efforts have been made to automatically score constructed response items in math 
and other domains with the understanding that automated scoring would not only 
save resources but, more importantly, provide students with greater opportunities to 
engage with constructed response items (McCaffrey et al., 2022).

A recent competition hosted by the National Center for Education Statistics 
(NCES) attempted to address these barriers to the widespread adoption of open-
ended math questions. The National Assessment of Educational Progress (NAEP) 
Automated Math Scoring Challenge tasked participants to build models capable of 
predicting human scores for constructed response answers to ten items given to stu-
dents in fourth and eighth grade. The goal of the competition was to develop effec-
tive and unbiased approaches for automated scoring of open response items in math-
ematics (NAEP, 2021). In this paper, we describe our process of constructing the 
grand prize-winning models for the NAEP competition and provide suggestions for 
future research in the field of constructed response scoring. The goal of the paper is 
to explain our approach to developing models that can score constructed response 
items with human-like accuracy. Our hope is that the capacity to automatically score 
open response items at scale in mathematics will lead to wider adoption of open-
ended math questions, especially in standardized assessments. This could eventu-
ally lead to the development of models that can provide feedback to students in real 
time outside of standardized assessments (Botelho et al., 2023) and provide informa-
tion on math misconceptions that can be used by instructors in curriculum design 
(Nesher, 1987).

NAEP Math Challenge

NAEP is a project of the National Center for Educational Statistics (NCES) housed 
within the U.S. Department of Education. NAEP is tasked with measuring the 
achievement of American students over time in reading, writing, and mathematics. 
Because of the long timescale of the NAEP project, longitudinal data is available 
from 1971 in reading and from 1973 in math (Rampey et  al., 2009). Operational 
control of NAEP was moved from the Education Commission of the States to the 
Educational Testing Service (ETS) in 1983, which implemented an item response 
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theory framework for norm-referenced scaled scores and introduced the concept of 
NAEP as ‘The Nation’s Report Card’ (Stedman, 2008). State assessments are often 
mapped onto NAEP scale scores, creating a common metric which can be used to 
compare student achievement across states (Ji et al., 2021).

NAEP first introduced constructed response items into their assessment frame-
work in 1992. The items comprised regular constructed response items, which 
required only a short answer, and extended constructed response items, where the 
student was asked to show their reasoning. A study by Dossey et al. (1993) found 
that the extended constructed response items were correlated with student profi-
ciency and that these types of items could be used successfully at scale. However, 
implementing and scoring these items has required significant investment in trained 
raters. In response, NAEP introduced a series of data challenges in which teams 
compete to predict human scores of constructed response items. The first of these 
took place in Fall of 2021 (NAEP, 2021) and involved more than two dozen teams 
tasked with predicting human scores of constructed response reading comprehen-
sion problems. Five teams had prediction agreement within QWK = 0.05, considered 
to be within industry-accepted levels. Three grand prize winning teams achieved an 
average QWK score difference with human scores of less than 0.03 (Whitmer et al., 
2023).

The Math Challenge, released in 2023, asked teams to predict scores for ten con-
structed response items in mathematics. This challenge had two goals. The first was 
to predict scores within QWK 0.05 of the human inter-rater reliability for each item. 
The second was to develop solutions that did not demonstrate bias toward or against 
any demographic group (race, sex, or student accommodations), defined as pairwise 
standardized mean differences of greater than 0.10. In addition to the prediction 
challenge, NAEP also introduced an innovative interpretability challenge which pro-
vided a secondary award to teams who were able to clearly interpret their models 
in the context of the construct they were measuring as well as perform subpopula-
tion analyses to search for algorithmic bias and differential item performance across 
demographic groups (NAEP, 2023).

Automated Scoring of Student Responses

Research on automated scoring of constructed response items can help reduce the 
load on teachers while still providing students with valuable corrective feedback 
on skills. Early research focused on pattern-matching using explicitly defined 
language features (Sukkarieh & Blackmore, 2009; Sukkarieh et  al., 2003). For 
instance in Sukkarieh and Blackmore’s (2009) C-rater approach, each open 
response item was given a number of human-defined target concepts. Student 
responses were first automatically corrected for spelling and then parsed using 
algorithmic dependency parsing. Finally, the parsed response was compared 
against the list of target concepts and scored. Other approaches involved clus-
tering student responses on similarity measures such as term frequency-inverse 
document frequency (TF-IDF, Lan et al., 2015) and latent semantic analysis simi-
larity (LSA, Basu et al., 2013). For example, Crossley et al. (2016) developed the 
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Constructed Response Analysis Tool which uses LSA semantic similarity meas-
ures between student open responses and hints they receive from a science edu-
cation platform. Semantic similarity measures calculated by the tool, along with 
other linguistic features (i.e., features related to lexical sophistication and diver-
sity), were able to predict human scores of open responses with Cohen’s Kappa 
of 0.404.

Neural network models such as Word2vec (Mikolov et al., 2013) and GloVe (Pen-
nington et  al., 2014), which allow words and subwords to be represented as vec-
torized embeddings, can capture word-level semantics with greater fidelity than 
LSA and TF-IDF. Studies have used these embeddings as part of Bag of Words 
(BOW) models to train traditional machine learning models such as random forest 
and support vector machine algorithms (Erickson et al., 2020) for math constructed 
response. However, accuracy and generalizability remain a concern for feedback 
accuracy because in BOW approaches words are considered individually, outside of 
their syntactic context (Ludwig et al., 2021). As a result, they may not be performant 
enough for transfer learning and thus have lesser capacity to create generalizable 
models.

With the development of the transformer neural network architecture (Vaswani 
et  al., 2017) and subsequent large language models (LLMs) such as Bidirectional 
Encoder Representations from Transformers (BERT), embeddings can be gener-
ated at the sentence or whole text level allowing for classification through semantic 
representation (Devlin et al., 2018). While Word2Vec and GloVe generate seman-
tic embeddings for individual words, BERT takes a sequence of words or subword 
embeddings as its input. In the attention layers of the model, each embedding in the 
sequence is compared with and modified by each other embedding based on their 
similarity. This novel attention layer allows the meaning of words in the sequence to 
influence the meanings of other words. Models such as BERT produce a classifica-
tion token in the final hidden layer, which contains a representation of the semantic 
meaning of the entire sequence, to be used for specific tasks such as classification, 
question answering, or to calculate semantic similarity between input sequences. 
After finetuning on labeled data, this token can also be used to predict human scores 
for constructed response items.

These types of LLMs have been used widely in recent years for scoring student 
responses (Lagakis & Demetriadis, 2021; Ormerod et al., 2021). For instance, Rod-
riguez et al. (2019) found that BERT was substantially more powerful than BOW 
approaches at predicting student essay quality in a publicly available Kaggle dataset, 
achieving a QWK score of 0.74. Similarly, Morris et al. (2023) used Longformer, 
a member of the BERT family capable of processing longer sequences, to predict 
human scores of student summary quality, explaining 79% of score variance. Trans-
former LLMs have also been used for automated math scoring by comparing the 
semantic distance of the embedding of the target response to the embeddings of all 
other responses and assigning the same score as the most similar response in the 
dataset (Baral et al., 2021). This approach achieved a degree of success, reporting 
Cohen’s Kappa of 0.476 on a dataset of math student responses. Another member 
of the BERT family has been specifically trained on mathematical notation: Math-
BERT (Peng et  al., 2021). MathBERT has been used to predict human scores on 



1 3

International Journal of Artificial Intelligence in Education 

open-ended math items, achieving strong agreement with human raters (Cohen’s 
Kappa = 0.758) on Calculus questions (Zhang et al., 2022).

Contribution

Given the value of extended response items in math assessment, the capacity to 
score them automatically and at scale would have wide-reaching implications 
for NAEP and for the education community in general. The ability to score math 
items quickly and cheaply could allow them to be included in the assessment pro-
cess more broadly, helping to improve feedback to students and improve learning 
more broadly. In this paper, we describe our training and inference pipeline for the 
National Assessment of Educational Progress (NAEP) 2023 Automatic Math Scor-
ing Challenge1 in detail and evaluate the effectiveness of our approach. We explain 
insights garnered from our efforts with a special attention to the problem of algorith-
mic bias, the use of large-language models, and the number of samples needed for 
developing high-quality scoring systems. Finally, we discuss some limitations of our 
approach, potential reasons for lower agreement on specific items, and recommend 
possible future avenues of research.

Methods

Training Dataset

The NAEP, 2023 Automatic Math Scoring Challenge comprises a training dataset of 
251,370 responses from 10 items, five for grade 4 and five for grade 8. Each of the 
items required the student to provide either a short constructed response (SCR) or 
an extended constructed response (ECR). SCR items require students to write only 
a single word or digit, while ECR involve writing a sentence or more. These con-
structed response items (either SCR and ECR, depending on the item) are described 
in this paper as ‘target response items’ since these are the direct targets we are 
attempting to score. The minimum score for all target responses was 1, while the 
max score for target responses depended on the item and varied between 2 and 5 
(see Table 1 for items).

The scores for the target responses were only one part of the total scores for each 
item, however, as most of the items included other responses that also contributed to 
the total score. In addition to the target response, all but one of the question items 
were multi-step items, requiring students to provide multiple responses of varying 
response types including short constructed responses (SCR), drop-down (DD), drag-
and-drop (DaD), multiple-choice (MC), and multiple-selection (MS). In the train-
ing dataset, these responses were hand-scored separately and aggregated to form a 

1 The dataset is not publicly available, but detailed information about the dataset can be found at https:// 
github. com/ NAEP- AS- Chall enge/ math- predi ction. Researchers can also request the dataset at https:// 
www. resea rchda tagov. org/ produ ct/ 15704

https://github.com/NAEP-AS-Challenge/math-prediction
https://github.com/NAEP-AS-Challenge/math-prediction
https://www.researchdatagov.org/product/15704
https://www.researchdatagov.org/product/15704
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composite total score for each item. We use the term ‘supplementary response item’ 
to describe these additional responses since, although they are included in the data-
set and they contribute to the students’ total scores for each item, we are not directly 
attempting to predict scores for these items. Table 1 displays descriptions of the ten 
items in the training dataset.

In addition to the training dataset which included both labels and responses, 
NAEP also released a test dataset in which the student data for the extended response 
portion were made available, but the scores were withheld. The test dataset included 
27,930 responses for the 10 items in the training set. The goal of the competition 
was to predict the scores of the target responses in the test dataset.

Data Set Concerns

While the goal of the competition was to score only the target short or extended 
constructed response portion of the NAEP item, in all but one of the items, this 
target response item was only part of the composite score and response. The tar-
get scores, y , were sometimes partially dependent on or informed by the supple-
mental responses. Each item type, denoted by I, had a variable number of sub-
components. As a result, each observation, indexed by j , in the dataset, denoted 
as D , had between one and three input features. These included the target response 
to score ( xij0 ) as well as up to two additional supplemental responses in the 
multi-step problems, indexed by k , such that the target score ( yij ) depends upon 
xij =

{
xij0, xij1,… , xijk

}
for all k input features.

In this formulation, each observation in the dataset, Dij , is a combination of an 
extended constructed response (ECR), supplemental responses, and a target score. 
Thus, the human score for the target response portion of the item is partially depend-
ent on or informed by the score for the supplemental responses. To ensure that a 

Table 1  Item Descriptions for NAEP Math Scoring Challenge

SCR = Short Constructed Response, ECR = Extended Constructed Response, DaD = Drag and Drop, 
MS = Multiple Selection, MC = Multiple Choice

Item Grade Topic Number 
of Resp.

Supplemental 
Resp. Types

Target 
Resp. 
Type

Target 
Max 
Score

Total 
Max 
Score

ITEM 1 4 Algebraic Representations 1 None SCR 2 2
ITEM 2 4 Patterns, Relations, Func-

tions
2 SCR SCR 3 3

ITEM 3 8 Mathematical Reasoning 2 DaD ECR 3 5
ITEM 4 8 Mathematical Reasoning 2 MS SCR 3 3
ITEM 5 4 Probability 3 MC ECR 3 4
ITEM 6 4 Mathematical Reasoning 3 DaD, MS ECR 3 4
ITEM 7 8 Geometry 3 SCR ECR 2 5
ITEM 8 4 Properties of Numbers 2 SCR SCR 3 3
ITEM 9 4 Number Operations 2 DaD ECR 3 4
ITEM 10 8 Number Operations 2 DaD SCR 3 3
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model has all of the information it needs to make an accurate prediction, previous 
studies have used input modification in which the model is given not only the tar-
get response but also some context with which to make its prediction (Morris et al., 
2023; Raman et al., 2023). This method has shown success in previous NAEP com-
petitions (Fernandez et al., 2022).

In addition, the target scores for most NAEP items were highly imbalanced, 
which can impair the accuracy of models trained on that data (Abercrombie & Hovy, 
2016). One solution to this problem is to downsample over-represented classes in 
the training data by removing those items from the dataset (Tran et  al., 2023). In 
addition to downsampling, data augmentation can be used, in which under-repre-
sented classes are used as models to generate simulated responses in those classes. 
Data augmentation can be performed either through synonym replacement at the 
word level (Abdullah et al., 2022) or by using generative large language models to 
rephrase responses of the under-represented class (Yoo et al., 2021). Data augmenta-
tion and downsampling have been shown to increase the accuracy of classification 
models (Bayer et al., 2023; Cochran et al., 2022; Rizos et al., 2019). Our solution 
was to first use junk filters and data augmentation to balance the categories, then 
use data modification to include all relevant information in the input during preproc-
essing. The advantage of this approach over simple random down sampling is that 
the transformer model can specialize in classifying difficult-to-score observations. 
Finally, we used the modified and augmented input to train separate models for each 
item.

Data‑Preprocessing

Dealing with Data Imbalances

As noted above, some items showed significant data imbalance that could affect 
the training process (see Fig. 1 below for the distribution of scores across different 
items). These items typically showed an excess of low scoring responses (1 s) and a 
dearth of responses with higher scores (2 s and 3 s). It is unclear why the dataset has 
such a large overrepresentation of low scores, and no information was provided by 
NAEP. One hypothesis might be that students were unused to providing constructed 
responses to math items and were therefore unpracticed in the task. Alternatively, 
many of the low scores may be the result of low-effort responses (Braun et al., 2011; 
Culpepper, 2017; Finn, 2015; O’Neil et al., 2005). While random downsampling is 
widely used in data science (Tran et  al., 2023), we chose to use a more targeted 
downsampling method by developing filters that could minimize data imbalance by 
targeting and removing responses that can be accurately assigned a low score using 
a simple model.

Filters

We attempted two methods to balance categories by filtering out a portion of low-
scoring responses and automatically assigning them the lowest score. The first 
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method involved searching for explicitly defined language features that may be 
indicative of a low-scoring response and the second method involved training a 
logistic regression model. We first tried implementing a filter to find responses with 
a high probability of being low-effort answers by searching for explicitly defined 
language features (e.g., random string of characters, blanks, etc.). Table 2 displays 
the list of linguistic features used as filters and the rationale for their selection.

In addition to the approach using explicitly defined language features to filter low-
scoring responses, we also trained a logistic classifier through stochastic gradient 

Fig. 1  Distribution of Scores across Items

Table 2  Linguistic features used as filters

Hypothesis Features

Responses that are less likely to be written in 
English will have a score of 1

The probability that the response is written in Eng-
lish with a 0 reflecting lowest probability and a 1 
reflecting highest probability

Responses with fewer words are more likely to 
have a score of 1

Number of words in a response

Responses with few numbers are more likely to 
have a score of 1

Incidents of numbers in the responses (e.g., 1, 12.2, 
third, three)

Responses with few symbols are more likely to 
have a score of 1

Incidence of symbols in the responses (e.g., + , %, *)
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descent (SGD) on a document-term matrix for items with data imbalances. An SGD 
classifier learns through gradient descent similarly to a traditional neural network 
model. However, instead of computing the gradient of the loss function after each 
batch, the SGD algorithm computes the gradient for only a single randomly chosen 
training example at a time. At the time it was proposed, SGD was shown to be faster 
and more suitable for large datasets (Zhang, 2004), and it remains a common way 
to train logistic regression algorithms using TF-IDF (Gaye et al., 2021; Goswami & 
Sabata, 2021).

Since ITEM 2 and ITEM 8 already had roughly balanced labels, we did not 
develop filters for these items. In practice, we found that the SGD classifier per-
formed better than the linguistic features approach and the linguistic approach was 
dropped. SGD classifiers were trained on a document-term matrix (DTM) consisting 
of all tokens and bigrams that appeared in at least 2 documents, excluding a set of 
English stop words (Pedregosa et al., 2011). The DTM ignored case and used TF-
IDF vectorization. Classifiers were trained with an alpha of 1e-4 and a logarithmic 
loss function. Class weights were optimized by hand to filter out as many responses 
that scored a 1 as possible while misclassifying roughly less than 1% of 2-scoring 
and 3-scoring responses. Responses of 2 and 3 were assigned a weight of 1.0, and 
responses of 1 were assigned a smaller weight depending on the question item. Fil-
tered items were given the lowest score (1) and were not processed by the model 
during training or during prediction. In our final solution, we applied this filter to the 
items and assigned a score of 1 to all items that did not pass the filter.

Data Augmentation

Our next preprocessing step was to generate additional high-scoring target responses 
to be used as training data using the available dataset (i.e., data augmentation). Our 
approach was to use a pre-trained large language model to create multiple para-
phrases of students’ responses with higher scores (i.e., responses scored 2 or 3). 
After working with multiple different data augmentation libraries (Parrot, Pegasus, 
NLPAug, wordnet), we elected to use a large language model for data augmentation. 
Coedit-XL was the largest in a series of models that were developed and released 
by Grammarly for writing assistance applications (Raheja et al., 2023). The Coedit 
models were finetuned from T5, which is a pre-trained language model developed by 
Google (Raffel et al., 2019). According to work by Raheja et al. (2023), the Coedit 
models perform nearly as well as GPT-4 for paraphrasing but are much smaller. 
Importantly, the Coedit models are publicly available and can be run locally, a 
requirement for privacy-protected data such as the NAEP data.

We generated a dynamic number of augmentations per item and per score-to-pre-
dict, attempting to roughly balance the number of responses per score and per item. 
A maximum of 8 augmented responses were generated from each authentic student 
response. Paraphrases were generated using the Coedit-XL model with beam search 
and a ‘diversity penalty’ to encourage better diversity in the generated sequences. 
In the process of paraphrasing, the Coedit-XL model tended to correct the spell-
ing, punctuation, and capitalization in  students’ responses. To better reflect the 
writing characteristics of authentic student submissions, we randomly injected one 
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spelling error into 50% of the augmented samples and fully lowercased 50% of the 
augmented samples (the same sample could be augmented with a spelling error and 
lowercased). Spelling errors were generated using NLPAug (Ma, 2019), a Python 
package that includes a list of common English spelling mistakes.2

Input Modification

Some question items contained additional supplemental response items from stu-
dents that were not recorded in the target response column but were recorded else-
where in the dataset. Although our goal was to score the target responses, not the 
supplemental responses, the human raters had access to the supplemental responses 
when they were scoring the target responses, and the scores for the target responses 
were sometimes dependent on the context of the supplemental responses. Thus, it 
was necessary to include information about the supplemental responses in the input. 
Table 1 shows the types of supplemental responses present in each item. In this sec-
tion, we will discuss how we generated modified inputs for each item based on the 
question type and the format of the responses that were provided.

First, we identified items that included supplemental responses in their scoring 
process, as specified in the provided item description documentation. These were 
all items except for ITEM 1 and ITEM 3. For the remaining 8 items, we extracted 
relevant information from other columns and constructed a modified input sequence 
so that the input sequence xij is composed of a concatenated string. We organized the 
supplemental responses into three categories: text responses (aside from the target 
response item), selection responses, and drag-and-drop responses.

Three items contained text responses in the supplemental response fields. These 
are ITEM 2, ITEM 7, and ITEM 8. While the supplemental response fields associated 
with ITEM 7 do not directly impact the score to predict, we found that these fields 
were informative about the score to predict: students who were scored as respond-
ing correctly to supplemental Parts B and C were more likely to be scored as correct 
on target Part A. As a result, we opted to include this additional information in our 
modified input. We constructed the modified input by prepending each part of the 
student’s response with a label, e.g., “Part A: { xij0 } Part B: { xij1 } Part C: { xij2}”. The 
large language models we developed later to score the responses were trained on this 
modified input, rather than only on the provided target response (although the target 
response is included in the modified input as xij0).

ITEM 2 and ITEM 8 included supplemental response text fields that directly 
impact the score to predict. A correct answer is normally a single digit number rep-
resented as a string (“23” and “95”, respectively). However, many students submit-
ted alternative responses that human raters scored as correct, such as “143–48 = 95” 
for ITEM 8. We opted to include the student’s raw response in the input sequence, 
reasoning that our transformer-based scoring models would learn to utilize sim-
ple regex-like patterns. However, unlike a hand-crafted regex scoring system, the 
transformer may also learn more complex relationships between the supplemental 

2 https:// github. com/ makce dward/ nlpaug/ blob/ master/ nlpaug/ res/ word/ spell ing/ spell ing_ en. txt

https://github.com/makcedward/nlpaug/blob/master/nlpaug/res/word/spelling/spelling_en.txt
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response field and the target response field ( xij0 ). For example, in ITEM 2, the 
response “3” was scored as correct by human raters 52 times (and scored as incor-
rect 1,143 times), with the few responses that were scored as correct frequently con-
taining some correct rule in xij0 . We presumed that our large language models may 
acquire more human-rater-like behavior by learning to predict using both columns. 
For both items, we construct inputs in the form “Part A: { xij1 } Part B: { xij0}”.

ITEM 4, ITEM 5, and ITEM 6 contained selection-type supplemental responses 
(e.g., multiple choice answers) that directly impacted the score to predict. Informa-
tion on whether the student responded correctly to the multiple-choice questions 
was prepended to the student’s written response in written form (i.e., “Part A: The 
student definitely responded correctly Part B: { xij0}”). However, this method was 
made more complicated by inconsistencies in human scoring of the supplemental 
response items. For example, ITEM 4 exhibits inconsistent scoring for some student 
responses (e.g., the response “1:2” was equally as likely to be scored as correct or 
incorrect by human raters). On the other hand, when a student responded with “c(1, 
2, 4)”, there was a 99.5% chance that a human rater would consider this response 
correct. Due to the large sample size, we opted for a data-driven approach to scoring 
supplemental response components. We constructed input sequences that reflect the 
consistency in human rater scoring for each response type. To return to the previous 
example, in which half of the human raters scored a response as correct, we used 
the input sequence, “Part A: The student maybe responded correctly. Part B: { xij0
}.” In cases where the vast majority of human raters scored the response as correct, 
the input sequence would be, “Part A: The student definitely responded correctly. 
Part B: { xij0}”. We constructed responses in this manner using a Likert-style scale. 
The Likert-style textual representation was a function of the probability that a given 
response ( xijk ) would be scored as correct:

These thresholds (0.02, 0.30, 0.70, 0.98, 1.0) were chosen to reflect our own intu-
ition about scoring confidence and were not optimized. We utilize this same input 
construction pattern for all supplemental response question components.

Some supplemental response components were stored across multiple columns. 
ITEM 10 and ITEM 9 have drag-and-drop responses that directly impact the score 
to predict. For these questions, we implemented a similar approach as the selection-
type items. However, we first had to represent the response as a single value because 
the students’ responses to drag-and-drop question components were spread across 
6–8 “source” and “target” columns. Figure 2 presents an example of a drag-and-drop 
style item with four source elements and three target elements. We first converted all 
the relevant columns into a single string representing the student’s full response, e.g., 
“12344321”. We then tallied the number of times a human rater scored this string as 
correct/incorrect and designed an input sequence that reflects our confidence about 

L
�
xijk

�
=

⎧
⎪⎪⎨⎪⎪⎩

definitely incorrect, p
�
xijk

�
≤ .02

probably incorrect, .02 < p
�
xijk

�
≤ .30

maybe correct, .30 < p
�
xijk

�
≤ .70

probably correct, .70 < p
�
xijk

�
≤ .98

definitely correct, .98 < p
�
xijk

�
≤ 1.0
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the correct score for this response string using the same approach described for the 
selection-type items.

Training Attempts

Train/Validation Splits

After preprocessing, the full dataset was split by item ID, and each item was further 
divided into training and evaluation partitions with a 70/30 split with proportionate 
score allocation. The evaluation partition was also used as the testing set, wherever 
results are reported for these models. Where noted, models were trained using five-
fold cross validation, which amounts to an 80/20 split for each fold. Every sample 
was part of exactly one model’s out-of-fold evaluation partition. On the held-out 
testing set, the predictions of the five models were combined using mean-pooling. 
The combination of the cross-validated models allowed us to leverage all avail-
able data on the test set, although each model had to be validated separately on the 

Fig. 2  Example of drag-and-drop item
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training data, meaning that each individual model only had access to 4/5 of the total 
data.

Encoder‑Only Models

After experimenting with several embedding models including MathBERT (Peng 
et  al., 2021) and MPNet (Song et  al., 2020), we settled on finetuning DeBERTa 
(Decoding-enhanced BERT with Disentangled Attention, He et al., 2021a, 2021b) 
on each individual item to create baseline models. We structured training as a 
pseudo-regression task, in which the model was fitted with a linear layer for clas-
sification with a single output label whose logit corresponded to the score to predict. 
During training, loss was calculated as the mean squared error between the model 
predicted score and human-rater score. Because there are no fractional scores in the 
dataset, the predicted scores based on pseudo-regression were rounded to the near-
est integer during post-processing. During evaluation, we selected the model which 
exhibited the highest quadradic weighted kappa between the predicted scores and 
the human-rater scores.

In addition to the pseudo-regression-type sequence classification task described 
above, we also experimented with reframing the problem as a categorical clas-
sification task. In this case, each possible score level depending on the item 
yi ∈ [smin = {1}, smax = {2, 3}] is assigned its own output label. One advantage of 
reframing the problem as a categorical classification task is that this formulation 
uses cross-entropy loss, a common loss function in deep learning. Unlike mean-
squared error, cross-entropy loss can be weighted by per-label sample size during 
training, which we thought might improve the model-human kappa.

The model hyperparameters incorporate parameters of the model which are 
manually set rather than learned through the training process, including number of 
epochs trained, learning rate, weight decay, and dropout probability during train-
ing. To select the optimal hyperparameters for our model, we trained models using 
different settings through a grid search with Bayesian optimization. Initial results 
suggested that optimal hyperparameter settings were consistent across items, with 
learning rate being the most important parameter. Based on the results of the hyper-
parameter optimization, we set the learning rate to 1.5e-5. Weight decay and the 
number of epochs had less impact on the final model performance. We set these to 
0.3 and 2. This process of hyperparameter tuning may represent an improvement on 
similar studies in which it was not performed and the default settings were used for 
hyperparameters (Baral et al., 2021). We then carried out training using DeBERTa-
v3-large. The decision to use the DeBERTa line of models was largely informed 
by reviewing top performers in relevant Kaggle competitions, such as the Feedback 
Prize (Wang et al., 2022).

Model Bias

We acknowledge that bias is an important consideration, especially when dealing 
with black-box language models (Baffour et al., 2023). Thus, we assessed the poten-
tial for our models to exhibit bias in a post-hoc comparison. In this analysis, we used 
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a version of our final models that were trained with all the same data and hyper-
parameters as the final models, except using a hold-out validation group to ensure 
that the test data and the training data remained separate. This contrasts with the 
cross-validation approach used in the final models, which would have added a layer 
of complexity to the bias analysis. We first calculated and evaluated all pairwise 
Standardized Mean Differences (SMD), or the difference between the two means 
divided by the pooled standard deviation, between different demographic groups. 
We followed up the pairwise SMD approach by building a linear mixed effects 
regression model to investigate the effect of the demographic variables on model 
error. Prediction error here is defined as the difference between the score predicted 
by the language model and the score assigned by human raters. Our goal was to 
evaluate whether any of the demographic variables had a significant effect on pre-
diction error. In the mixed effects model, responses were grouped by item as random 
effects so that we could observe the effect of the demographic variables with greater 
fidelity.

Testing

After finetuning the models on the training dataset, we used the finetuned models 
to predict the scores of the target response items of the test dataset. The scores for 
the test dataset were withheld from the training set, and the scores generated by 
our finetuned models on the test set responses were sent to NAEP to be indepen-
dently evaluated. Quadratic weighted kappa between the model-assigned score and 
the human-assigned score was used as the performance metric, with a difference 
of QWK < 0.05 considered within an acceptable limit for human-like performance. 
The NAEP data science team also evaluated pairwise SMD between demographic 
groups to ensure no bias in the models.

Results

Filtering Low‑Scoring Responses

We found that the approach of using explicit language features present in the 
responses to identify low-effort responses worked reasonably well at eliminating 
low-scoring responses but it also removed non-negligible portions of high-scoring 
responses resulting items being misclassified as 1 s. Figure 3 below shows the per-
centage of differently scored responses being removed as we applied the language 
probability filter with different thresholds to one of the items. Because of the ten-
dency of language features to misclassify and remove high-scoring responses, we 
determined that this method was inadequate to our purposes Fig. 4.

Our other method of classifying low-scoring responses, the SGD classifier on a 
document-term matrix for items with data imbalances, performed better. Table  3 
below shows weights assigned to 1-scoring items, the percentage of 1 s that were 
successfully filtered out, and the percentage of 2 s and 3 s (if any) that were lost. 
This method was much more precise than using explicitly defined language features, 
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and as a result we chose this for our final submission. Our model automatically 
assigned items identified to be low-scoring scores of one, and these items were 
removed from the train and test datasets.

Data Augmentation

After using the SGD classifier to filter out low-scoring responses, we were still left 
with notably imbalanced data for several items. To further balance the classes of the 
training data, we used Grammarly’s Coedit-XL model to augment our dataset. The 
exact number of artificial responses generated per actual response was dependent on 
the level of imbalance in the dataset. Table 4 below shows the items where this data 
augmentation approach was used as well as their configuration. Although the data-
sets remained unbalanced even after data augmentation, especially in terms of the 
high prevalence of low-scored responses, we determined that the model could not 
produce more than eight diverse, high-quality paraphrases of the same text Fig. 5.

Training

Table 5 below shows the quadradic weighted kappa scores from MPNet, MathBERT, 
and DeBERTa-v3-large compared to labels, as well as the human-to-human QWK 
scores as a benchmark. In the interests of time and compute, these preliminary mod-
els were trained using a hold-out partitioning strategy rather than cross-validation. 
MPNet performed nearly as well as DeBERTa-v3-large for most items, which could 

Fig. 3  Percentage of Scored Responses Removed with Different Thresholds for “Language Probability”
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Fig. 4  Data Balance pre- and post-Filtering (top to bottom)

Table 3  Filter types, accuracy, 
and thresholds

Item Weight Filtered 1 s Retained 2 s/3 s

ITEM 1 3.00E-02 24.13% 99.36%
ITEM 2 – – –
ITEM 3 3.00E-02 22.24% 99.14%
ITEM 4 2.00E-02 45.41% 99.36%
ITEM 5 2.50E-02 15.70% 98.53%
ITEM 6 5.00E-03 62.98% 98.87%
ITEM 7 5.00E-03 78.14% 98.87%
ITEM 8 – – –
ITEM 9 3.00E-02 51.34% 99.02%
ITEM 10 6.00E-02 8.36% 99.38%
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make it an appealing choice in a production setting where computational costs need 
to be balanced with accuracy. MathBERT underperformed compared to DeBERTa-
v3-large. Considering these results, we chose DeBERTa-v3-large as our base model 
for finetuning across all items.

Loss Function

Our initial attempts at framing the task as a category classification problem rather 
than a regression problem were unsuccessful. We found that mean-squared error 
(MSE) loss was at least as effective as cross-entropy (CE) loss for almost all items 
as reported in Table  6 below. This may be because MSE penalizes large discrep-
ancies between predicted and actual scores more than smaller differences. These 
loss functions were compared with fivefold cross-validated models developed from 
DeBERTa-v3-large.

Final Model Performance on Training Set

Our best performing models were trained using fivefold cross-validation on the 
full training dataset using stratification to ensure equal distribution of scores across 
folds. Some models’ training pipelines also include data preprocessing filters and 
data augmentation. Thus, the scoring model for each item is an ensemble of five 
models, each trained on 80% of the dataset and retaining 20% as a validation set. 
In the final model, mean pooling is used across all five models to calculate the final 
prediction. The training configuration for each of the models as well as their average 
performance on out-of-fold training data are shown in Table 7 below. The final col-
umn displays the difference between the model-to-human QWK and the human-to-
human QWK. More details regarding the configurations of the filters and data aug-
mentation used for each individual item can be found in Tables 3 and 4 respectively.

Table 4  Number of Augmented 
Samples Generated from each 
Provided Sample, Based on the 
Item’s Provided Score to Predict

Number of Augmented Samples Generated per 
Response

Item Score of 1 Score of 2 Score of 3

ITEM 1 0 0 –
ITEM 2 0 0 0
ITEM 3 0 0 0
ITEM 4 0 7 0
ITEM 5 0 4 2
ITEM 6 0 8 3
ITEM 7 0 0 –
ITEM 8 0 0 8
ITEM 9 0 2 0
ITEM 10 0 0 3
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Fig. 5  Data Balance pre- and post-Augmentation (top to bottom)

Table 5  Comparisons across embedding classification models

Human-to-human Deberta-v3-large MPNet MathBERT

ITEM 1 0.966 0.941 0.935 0.926
ITEM 2 0.981 0.962 0.963 0.963
ITEM 3 0.910 0.882 0.862 0.852
ITEM 4 0.933 0.871 0.860 0.832
ITEM 5 0.948 0.906 0.897 0.877
ITEM 6 0.946 0.828 0.815 0.776
ITEM 7 0.980 0.943 0.936 0.934
ITEM 8 0.984 0.983 0.983 0.983
ITEM 9 0.992 0.960 0.942 0.938
ITEM 10 0.956 0.925 0.926 0.913
mean 0.960 0.920 0.912 0.899
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Post‑Hoc Analysis of Bias in Training Data

No pairwise Standardized Mean Difference value was greater than 1.6e-8, indicat-
ing no evidence of bias toward or against any specific demographic group contained 
in the training dataset. We further investigated the possibility of algorithmic bias 
by constructing a linear mixed-effects model to investigate prediction error, defined 
as the difference between the scoring model’s predictions and the actual scores in 
the training set. Bias in error could indicate that the model is consistently over or 
under-scoring for specific demographic groups. The only effect which reached the 
threshold for statistical significance was for American Indian/Alaska Native eth-
nicity, which scored an average of 0.02 points lower than the baseline category of 
White/Caucasian (SE = 0.006). While statistically significant, this effect is small and 
may be a result of the relatively small sample size for this group (n ≈ 1,590). The 

Table 6  Model Performance 
(QWK) for CE and MSE Loss 
Functions

Item Human QWK Weighted CE QWK MSE QWK

ITEM 1 0.966 0.938 0.939
ITEM 2 0.981 0.961 0.961
ITEM 3 0.910 0.879 0.883
ITEM 4 0.933 0.835 0.851
ITEM 5 0.948 0.780 0.903
ITEM 6 0.946 0.815 0.687
ITEM 7 0.980 0.920 0.916
ITEM 8 0.984 0.871 0.983
ITEM 9 0.992 0.931 0.930
ITEM 10 0.956 0.946 0.937
mean 0.9596 0.8876 0.899

Table 7  Final Models: Configurations and Performances

Item Filters Data Augmen-
tation

Out-of-fold QWK Human QWK Model—
Human 
Difference

ITEM 1 O X 0.939 0.966 -0.027
ITEM 2 X X 0.961 0.981 -0.020
ITEM 3 O X 0.879 0.910 -0.031
ITEM 4 O O 0.850 0.933 -0.083
ITEM 5 O O 0.898 0.948 -0.050
ITEM 6 O O 0.846 0.946 -0.100
ITEM 7 O X 0.916 0.980 -0.064
ITEM 8 X O 0.983 0.984 -0.001
ITEM 9 O O 0.928 0.992 -0.064
ITEM 10 O O 0.937 0.956 -0.019



 International Journal of Artificial Intelligence in Education

1 3

marginal R2, or the proportion of variance in prediction error that can be explained 
by the demographic variables after controlling for the item effect, was 0.0003, which 
is near zero. Based on the results of the pairwise standardized mean differences and 
the results of the mixed effects model, we concluded that there is not sufficient evi-
dence to suggest that the model was meaningfully biased towards or against a demo-
graphic group Table 8.

Performance on Test Set

Table 9 displays the performance of our models on the test set. Our models were 
more accurate in the test set (mean QWK = 0.945) than in the training dataset 
(mean QWK = 0.899). This result is likely because the internal evaluation models 
were each ensembles of five models that each used only 80% of the data and tested 

Table 8  Mixed Effects Model Including all Demographic Variables, Grouped by Item

Predictor Est Std.Err df t p

Intercept 0.031 0.014 10 2.299 0.044
Race/ Ethnicity African Amer, not Hispanic -0.005 0.003 67,920 -1.854 0.064

Hispanic of any Race -0.002 0.003 67,920 -0.914 0.361
Asian, not Hispanic -0.006 0.005 67,920 -1.233 0.218
Amer Ind/ Alaska Native -0.020 0.006 67,920 -3.070 0.002
Native Ha/ Pacific Island 0.001 0.011 67,920 0.058 0.954
 > 1 race, not Hispanic -0.008 0.005 67,923 -1.688 0.091

Sex Male 0.000 0.002 67,920 -0.093 0.926
Accom Without Accommodation 0.003 0.005 67,920 0.675 0.500
IEP Without IEP 0.003 0.004 67,920 0.604 0.546
LEP Not English Learner 0.001 0.004 67,930 0.231 0.817

Table 9  Comparison of model 
agreement with human score to 
human agreement with human 
score QWK

Item Model QWK Human–
Human 
QWK

ITEM 1 0.949 0.966
ITEM 2 0.961 0.981
ITEM 3 0.890 0.910
ITEM 4 0.889 0.933
ITEM 5 0.945 0.946
ITEM 6 0.841 0.928
ITEM 7 0.950 0.980
ITEM 8 0.986 0.984
ITEM 9 0.962 0.986
ITEM 10 0.963 0.956
Average 0.945 0.965
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against the 20% of the data which were out-of-fold during fivefold cross validation. 
However, the final models included all five folds generated during the cross-valida-
tion approach. Thus, the full dataset was leveraged to train the final models. This 
improvement in performance may demonstrate the power of using cross-validation 
over a hold-out train-valid-test split. Additionally, the improved performance in the 
final model indicates that we did not overfit our model to the training data, and that 
it generalizes well to data outside of the training dataset.

Differences between model-human QWK and human-to-human QWK by item 
(the criteria on which our performance was judged) are displayed in Fig.  6. The 
shaded gray area represents an acceptable difference of less than 0.05. Our models 
were within acceptable agreement for nine out of the ten items, with only ITEM 6 
having lower than human-like performance.

Discussion

Our solution to NAEP’s, 2023 Automatic Math Scoring Challenge relied on data 
preprocessing techniques along with finetuning a transformer-based language 
model for each item. The solution achieves scores that were comparable in reliabil-
ity to human raters for nine out of the ten items. These results point to the poten-
tial to use large language models in math assessment, including scoring extended 
response items in which students are asked to explain their reasoning. This type of 
math assessment has valuable pedagogical implications and the capacity to deploy 
it cheaply and at scale could have an important impact on math learning. In addition, 
our bias analysis showed that our solution was not meaningfully biased against any 
demographic group. Below, we outline ideas on how this study contributes to the 
field of automated constructed response item scoring in mathematics.

Fig. 6  Comparison between human–human agreement and model-to-human agreement by item. Shaded 
area represents acceptable agreement (< 0.05 QWK difference from human–human agreement.)
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We have provided detailed notes on our decision-making process for constructing 
our automatic scoring models. We started by pre-processing the data to deal with 
data imbalances. We found that filters using features such as language probabilities, 
number of words, and incidence of numbers or symbols in the responses performed 
reasonably well, but removed non-negligible portions of high-scoring responses, 
which limited their utility. We had greater success using SGD classifiers for items 
with significant data imbalances. We also used data augmentation to generate addi-
tional high-scoring responses as training data, and modified inputs for certain items 
to include necessary information which was not initially included in the target con-
structed response. After experimenting with different loss functions and different 
pre-trained models, we finalized our model’s configuration and parameters. Our final 
models were DeBERTa-v3-large models finetuned using fivefold cross-validation on 
stratified folds with varying respective configurations for each item regarding the 
use of filters and data augmentations.

Six out of the ten final models in the training data (trained on fivefold cross-val-
idation) produced sufficiently accurate (within QWK 0.05 of the human inter-rater 
reliability) predictions for out-of-fold items. The models for ITEM 4, ITEM 6, ITEM 
7, and ITEM 9 failed to produce sufficiently accurate predictions on our internal 
evaluation set. In the test dataset, which was withheld by NAEP until the end of 
the competition, our models achieved sufficiently accurate predictions on nine out 
of the ten items, only reporting lower-than-acceptable predictions on ITEM 6. The 
improved performance of the models on the test set relative to the training set is 
probably because the predictions on the test set were from five different models, 
each trained on a different subset of the training data, with the predictions of the five 
models averaged. The results on the internal evaluation set were only the average 
accuracies of each individual model. As a result, the full dataset was leveraged in 
training the ensemble model for the test set, while each individual sub-model only 
had access to 80% of the training data.

The sub-optimal performance of the model for ITEM 4 in the internal evaluation 
set is possibly related to missing or incomplete data. Whether or not the student 
selected the correct multiple-choice option is an integral part of the scoring process 
for this item. However, students’ actual choices were available for one subset of the 
data while students’ selection in the other subset of the data could only be partially 
inferred. The poor performance of the model for ITEM 6 in both our internal evalu-
ation set and in the test set is likely due to data imbalance. Along with ITEM 3, this 
item had the smallest proportion of higher-scoring student responses as shown in 
Fig. 1. Data augmentation and filters helped balance out the data and improved the 
model performance to some extent. Additionally, there was a high degree of vari-
ability in the human-rater scoring of the supplemental responses for this item. Spe-
cifically, the response “1:2” had roughly a 50% chance of being scored as correct or 
incorrect, which may indicate that the scoring for this item was less reliable than for 
other items, or perhaps dependent upon external information that was not included 
in our development process.

While the provided data was ample for most items, we believe that more accu-
rate models could be developed with additional samples for ITEM 6 and ITEM 3. 
These items had fewer than 1,000 samples for the higher scores, which negatively 
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affected the performance of the models we trained, and we also suspect that some 
items have more data than is necessary to develop highly effective models. We did 
not experiment with random downsampling strategies ourselves, but this approach 
could provide valuable information about the number of samples needed to develop 
stronger models. We did, however, apply filters that removed upwards of 50% of the 
1-scoring samples from some items (meaning that these samples were not seen by 
our models during training), and this markedly improved model performance, sug-
gesting that class balance and the distribution of the data are more important than 
the overall number of samples collected.

It bears noting, again, that no demographic information was used in our training 
pipeline. Pairwise Standardized Mean Differences between different demographic 
groups and a visual inspection of the mean prediction errors showed that there were 
no significant biases in our models’ predictions beyond those biases that may already 
exist in the data as a result of the human scores modeled. Our linear mixed effects 
regression model showed that there was a statistically significant bias. However, the 
marginal R2 was found to be negligible (0.0003). In sum, we found that there was no 
notable difference in the model predictions for different demographic groups.

Limitations

This paper outlines our grand prize-winning approach to developing large language 
models (LLMs) to automatically score the ten items in the National Assessment 
of Educational Progress (NAEP) Math Scoring Challenge. Although the model 
achieved human-like agreement with the human rater score in nine out of ten items, 
there are some limitations to our approach. Our models were specialized to the ten 
items in the NAEP challenge and will likely not generalize beyond those items. New 
models would have to be tailored and trained for each additional item. However, 
while the models themselves will likely not generalize to new items, our data pre-
processing and model training procedure will be able to generalize to questions out-
side of the dataset, provided a large enough training set. The ten items on which we 
trained the models were from diverse subjects within 4th and 8th grade mathematics 
and we expect that this process could be used internally to scale assessment solu-
tions for new items. Assessment designers could start with limited distributions to 
collect enough data to train question models according to our process, then use those 
models to replace one or more human raters in a more general distribution.

Other limitations have to do with item design and the available training data. 
The items with the lowest kappa scores, including the item that did not reach 
the threshold of human-like performance, all had imbalanced data with very few 
instances from undersampled classes. More data from these classes in these items 
may have improved the accuracy of the models, and the importance of balanced 
classes needs to be considered during the item design process. Future assessment 
designers might use techniques from Item Response Theory to develop items that 
have lower difficulty (Gnaldi, 2017), ensuring a more evenly distributed response 
pattern for most items.
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Although our models did not demonstrate bias relative to the human scores, this 
study says nothing about the bias of the human scorers themselves. Machine learn-
ing models can only be as good as the data they are trained on, and further research 
may explore bias in the training data and look for ways to reduce it. While rater bias 
is outside the scope of this study, rater training has been found to reduce cases of 
bias (İLhan, 2019; Lumley & McNamara, 1995), and is its own subject of study.

Finally, our final models were exclusively embedding-type encoder-only language 
models. We did experiment with open-sourced generative models including Cameli-
dae family generative models such as Llama (Touvron et al., 2023). After hyperpa-
rameter optimization, Camelidae models for sequence classification appeared to per-
form nearly as well as the embedding models, but with substantially longer training 
times and a more complex configuration. Thus, we decided to abandon generative 
AI for this study and direct scoring efforts towards embedding models for predicting 
scores. Of note, we also experimented prompt engineering with the Vicuna model, 
which is also part of the Camelidae family. The Vicuna model did not result in better 
accuracy than the embedding models, but we had some success asking the model to 
explain why scores were attributed. While we were unsuccessful working with the 
Camelidae family of pre-trained models, generative models are a potential method 
of explaining score predictions in future work.

Implications

Our research indicates how imbalanced datasets with complex input can be used to 
develop large language scoring models for automated scoring of extended response 
items in mathematics. We believe that this research will support the development 
of automated scoring systems which will increase efficiency in terms of cost and 
time for scoring open response items in math assessment beyond NAEP. NCES, 
other assessment agencies, and math learning platforms can use these approaches to 
streamline scoring pipelines to reduce the resource intensive process of human scor-
ing constructed response math items. For high stakes assessments, once models are 
trained on a sufficiently large dataset of human-scored responses, they can be used 
to replace one of the two human reviewers with an additional rater being called upon 
only in cases of disagreement. We hope that this increased efficiency in scoring will 
lead to greater adoption of constructed response items in mathematics in large stand-
ardized tests.

Including constructed response items in math assessment can have several peda-
gogical applications. First, constructed response can provide access to student rea-
soning which can give insights into math misconceptions (Landron-Rivera et  al., 
2018). A greater understanding of math misconceptions could be used to refine 
curriculum and provide personalized instruction based on student misconceptions 
(Nesher, 1987). Second, in low stakes assessments, constructed response models 
may eventually be integrated into digital math platforms to provide immediate feed-
back to students about the accuracy of their work allowing for increased opportu-
nities to practice math problem solving (Hwang & Tu, 2021). Although the scope 
of the current work is focused on the process of training machine learning models 
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to provide accurate predictions of human scores of constructed response items in 
mathematics, we hope that improved predictions will lead to greater adoption of 
these types of items which will, in turn, lead to further advances in technologies to 
improve student math assessment and learning.
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