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Abstract

We present a meshfree direct numerical simulation (DNS) capability for the additive manufacturing (AM) process of metals
based on the hot optimal transportation meshfree (HOTM) method. The HOTM method is a meshfree thermomechanical
Lagrangian computational framework for material behaviors under extreme thermomechanical loading conditions. It combines
the optimal transportation meshfree (OTM) method and the variational thermomechanical constitutive updates. In the HOTM
method, the linear momentum and energy conservation equations are solved simultaneously in a monolithic way. A phase-aware
constitutive model is developed to predict the melting/solidification phase change of metals and multiphase mixing during the
AM process automatically. The HOTM method is validated in the simulations of the laser welding process over Inconel 625 bare
plate by applying heat flux models for the laser beam, the convective heat loss, and radiation heat loss. The performance
measurements of the simulation results, including the melt pool geometric dimensions and cooling rates, are comparable to
the experimental data measured in the AM benchmark tests. The influence of various laser powers and laser scanning speeds on

the melt pool thermodynamics is also studied.
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Introduction

Additive manufacturing (AM) has drawn a lot of attention in
recent years. In contrast to the traditional subtractive and for-
mative manufacturing approaches, the optimal design for
complex structures may be readily achieved with AM tech-
nologies. Nevertheless, there are still many challenges accom-
panied by this technology. Due to the high energy density
deposited into the product in a short time, the melt pool ther-
mal dynamics are transient and highly nonlinear. As the power
beam scans over the surface of the solid material, it melts and
vaporizes, which induces complex interactions between the
solid/liquid/gas phases. Researchers have found that it is the
processing parameters, such as the laser power, laser moving
speed, and particle size, that determine the behavior of the
melt pool, which further dominates the quality of additive
manufactured products. A number of studies have been devot-
ed to finding a relationship between processing parameters
and product performance.
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There have been many experimental studies concentrated
on quality control conducted in recent years. Griffith et al. [1]
study the influence of scanning strategies on additive
manufactured Al-Si alloys and ways to obtain a good product
quality. Thijs et al. [2] show that the laser scanning speed and
hatch distance can influence the product quality for Ti6AI4V
alloy and the microstructure evolution during this process. Wu
et al. [3] study the effects of the laser scanning pattern, power,
and speed on the residual stress for stainless steel. Dinda et al.
[4] present the influence of different laser power and scanning
speed on the material Inconel 625. Jia and Gu [5] study the
effects of laser processing parameters on the microstructure
and mechanical behavior for the superalloy Inconel 718. Most
of these experiments rely on trial and error methods. They
have found that there exists a “process window” for process-
ing parameters, within which an acceptable product quality
can be achieved. However, due to the nature of AM experi-
ments, such as expensive machines, high-cost metal powder
materials, and highly time-consuming, numerical simulations
offer an efficient way to study the effects of AM processing
parameters on the product quality rather than physical
experiments.

The finite element method (FEM) and the volume of fluid
(VOF) method are popular numerical methods for studying
the AM processes (Yuan and Gu [6], Kubiak et al. [7]).
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However, most of these simulations solve a heat transfer equa-
tion assuming the Fourier law and are limited by the grid
resolution and difficulties in the Eulerian methods. The dis-
crete nature of particles for the widely used powder bed fusion
(PBF) based AM technology is usually not accounted for
FEM simulations. The arbitrary Lagrangian-Eulerian (ALE)
method (Khairallah et al. [8]) is applied to simulate the single
track AM process at a mesoscopic scale. Nevertheless, the
ALE simulations require frequent remeshing of the complex
three-dimensional domain, dynamic tracking of the material
interfaces, and remapping of the field data. The AM process is
a strongly coupled thermomechanical fluid-structure interac-
tion (TFSI) problem, which includes the phenomenon of
phase transition and interaction between different material
states. However, current mesh-based simulation capabilities
are insufficient or unreliable to model the solid-liquid-gas
phase transition and mixing process under high deformation
and thermal rate, especially for the PBF process. In this paper,
we present a pure Lagrangian meshfree solution for the high-
fidelity prediction of the AM process, the hot optimal trans-
portation meshfree (HOTM) method. The HOTM method is
capable of taking into account most of the dominant underly-
ing physics and solve the strongly coupled TFSI problem
efficiently and robustly.

On the other hand, as discussed above, there are a number
of experiments aiming to find the relationship between pro-
cessing parameters and product quality. However, they are
conducted over a variety of metals. And the ranges of the
processing parameters (such as laser power and scanning
speed) employed in these experiments are quite big. Thus, it
is very difficult for numerical modelers to validate their sim-
ulation results. To solve this problem, the National Institute of
Standards and Technology (NIST) held the AM benchmark
test and provided a number of rigorous and highly controlled
AM benchmark data to numerical simulation developers [9].
For simplicity, AM benchmark experiments were conducted
on Inconel 625 bare plates. In this paper, the simulation results
ofthe HOTM method are compared to the AM benchmark test
data provided by NIST. The comparison is focused on the melt
pool geometry and the cooling rate for an Inconel 625 bare
plate under laser scanning.

Numerical Solver for Strongly Coupled TFSI
Problems

The HOTM method combines the optimal transportation
meshfree (OTM) method and a variational thermomechanical
constitutive update for materials under extreme
thermomechanical coupling conditions. It accounts for heat
conduction, convection, and radiation within the finite defor-
mation incremental Lagrangian framework. The pure
Lagrangian nature of the HOTM method overcomes various

challenges in the conventional models of AM processes. To
describe the solutions of the AM process, the formulations of
the HOTM method are introduced briefly in this section.

Governing Equations

The motion, deformation, and temperature distribution of a
material system can be determined by solving the conserva-
tion laws, including the mass conservation:

(e (X, 1)) = py, (1)
the linear momentum conservation:

pop = V-(P° + P") + pyB, (2)
the angular momentum conservation:

PFT = FPT, (3)
and the energy conservation:

TN = P": F + Y-Z-V-q + p,Q (4)

where p and py is the current and reference density, respec-
tively. ¢ : £20 % [to, ] — R is a time-dependent deformation
mapping, X is the coordinate, F is the deformation gradient,
J=det F is the Jacobian of the deformation, P° is the equilib-
rium part of the first Piola Kirchhoff stress tensor and P is the
viscous part, B is the body force per unit mass, 7'is tempera-
ture, N is the entropy per unit undeformed volume, ¢q is the
heat flux applied on the surface, O is the distributed heat
source per unit mass, and Y'is the driving forces for the internal
variables Z.

Variational Formulation

In order to develop the numerical solutions for the conserva-
tion laws, the weak form of the governing equations can be
formulated by using the variational framework proposed in
Yang et al. [10]. In the HOTM method, the variational struc-
ture is extended by taking into account the inertia term. This
framework describes the corresponding action of a
thermomechanical system with general dissipative mecha-
nisms, which follows:

Do, T,2] =g, (K+A+NT)dv
T .T. 1
Al =F,—Z,—=VoT;F,T,Z
+.[.QU (9 79 ) T oL, L7, 1, )dv
I, poB-pdV—Ir, T-pdA

T T
+ I, poQlog —dV—Ir,q-Nlog — dA
Ty Ty

(5)

where K =1 p, |<,0|2 is the kinetic energy, A is the Helmholtz

free energy, A is the dissipation potential, N is the normal
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direction. The state function O(F, T, Z) = 4% is derived from
the internal energy, which can be treated as internal tempera-
ture, while 7 is the external temperature field. At the thermal
equilibrium condition, the equation © = 7T'is satisfied.

The Helmholtz free energy A includes the energy stored in
the material due to heat capacity, Wh which can be described
as:

W" = C(T) (T—TO—Tlongo), (6)

where C(7) is the temperature-dependent specific heat. To
take into account the effect of latent heat during phase change,
the apparent heat capacity method is employed, such that C(7)
can be described as:

da
C(T) = Cphaser (1=a(T)) + Cpnasczc(T) + poLd_T7 (7)

where «(7) is a phase transition function introduced to de-
scribe the smooth transition between two phases. L denotes
the latent heat during the phase transition, Cphaser and Cphase2
are the heat capacity coefficient of phases 1 and 2,
respectively.

The dissipation potential A of Eq. (5) can be decomposed
into three terms:

A(F,Z,G;F,T,Z) = ¢"(F;F,T,Z) ++"(Z; F,T,Z)
_X(G7 Fa T,Z)

(8)

where G = —%Vo T, ¢" is the internal dissipation potential,
1™ is the viscous dissipation, and x* is the heat conduction
dissipation potential.

This variational formulation works for materials with arbi-
trary constitutive relations including finite elastic and plastic
deformation, rate-dependency, thermal softening, and strain
hardening rules. Thus, the thermal and mechanical balance
equations, the constitutive relations, and the equilibrium be-
tween the external temperature and the internal temperature
can be obtained as the Euler-Lagrange equations by taking
variations of the potential ® and enforcing stationarity, i.e.,

inf sup inf ®[p, T, Z]. 9)
T Z

Optimal Transportation Meshfree Implementation

Li et al [11] propose the optimal transportation meshfree
(OTM) method to discretize the variational framework for
adiabatic systems. The OTM method is an incremental up-
dated Lagrangian meshfree scheme capable of solving general
fluid and solid flows, possibly involving multiple phases, vis-
cosity, and general inelastic and rate-dependent constitutive

@ Springer

relations, arbitrary variable domains with discontinuity and
boundary conditions. The OTM method is constructed
through integration of optimal transportation theory with local
maximum entropy (LME) meshfree approximation and mate-
rial point sampling [12].

The optimal transportation variational framework results in
geometrically exact updates of the local volumes and mass
densities, thus bypassing the need for solving a costly
Poisson’s equation for the pressure and eliminating the mass
conservation errors that afflict Eulerian formulations.
Furthermore, by adopting a discrete Hamilton principle based
on a time-discrete action furnished by optimal transportation
theory, the discrete trajectories have exact conservation prop-
erties including symplecticity, and linear and angular momen-
tum. Material point sampling is introduced into the framework
for spatial discretization. All the field information is carried by
two sets of points, nodes, and material points, as shown in Fig.
1. In specific, the node x,,  carries the kinematic information,
such as displacement, velocity, and acceleration, while the
local states of materials, such as strain, stress, material prop-
erties, and internal variables, are evaluated at the material
point x,, ;. The material point of the OTM method is very
similar to the quadrature points in the FEM method, which
provides an efficient way for numerical integration without a
background mesh. The nodes and material points can be ini-
tialized by taking the nodes and barycenters of a conforming
finite element mesh of the computational domain. The con-
nection between material points and nodes is initialized by the
connectivity table of the finite element mesh. Later in the
calculations, the connection is dynamically reconstructed by
using a search algorithm based on the deformation-dependent
geometrical information.

We follow the same procedure as described in [11] for the
discretization of the variational structure in Eq. (5). In partic-
ular, we consider the standard Ritz-Galerkin approach to ap-
proximate the displacement, temperature, deformation gradi-
ent, and thermodynamic force field using the local maximum
entropy (LME) meshfree shape functions. The LME shape
functions are affine on the boundary, which enables the direct
coupling of solid/liquid/gas phases. In addition, the LME
shape functions have the key property of possessing a
Kronecker delta property at the boundary, which overcomes
a common difficulty in meshfree approximation schemes and
enables direct imposition of temperature boundary conditions
on the domain without special treatment. To this end, the dis-
placement and temperature field are interpolated by:

(X, 1) = X, ()Na(X) (10)

T(X,1) = XTa(t)Na(X) (11)

where ¢, is the nodal displacement, 7, is the nodal tempera-
ture, and N, is the shape function of node x,,.
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Nodes
xa,k

Fig. 1 Schematic of the OTM
approximation scheme

Material Points

Xp.k Xp k+1

xa,k+1

Finally, variations of the semi-discrete incremental poten-
tial 6&,, are taken. The stationarity conditions yield the fully
discrete mechanical and thermal balance equations as:

f;n,;ﬂ_. Z),(;tﬂ—l = ma,n+1¢a,n+1a (12)
int
QZ?,HF Z),szﬂ =0, (13)

where m,, ,, + | denotes the lumped mass of the node x,, at ¢, ;.

2 (xa,n+l_xa4n ~ Xan Xan-1 ) (14)
Ipp17In-1 thr17 1y b tn-1

Pan+l =

is a central difference approximation of the nodal acceleration.

The internal nodal force f™ .. and external nodal force

a,n+1
ext

ant1 Can be obtained as:

o =2 (B )+ S ) )| 09)

P

fane1 = % [pnBNa(xp)]"p "'pezl; [T(xp)Na (xp)]Ap (16)

where v, is the volume of material point x,,.

The internal heat Q™

.1 and external heat Q%% .| are de-

fined as:

3

; 0A 0
0t =5 ~( G 0 + G () 20 ol )y

Qo1 =2 <pQNa ) At) Vp
P

T
+ > (MAt)AP (18)
pel’y

T,
where H is the outward heat flux.

A fully explicit solution for Egs. (12) and (13) faces
stability issues, and the well-known Courant-Friedrichs-
Lewy (CFL) conditions restrict the time step size [13].
Alternatively, a fully implicit method involves a very
expensive calculation of the tangent of the mechanical
forces, which is further exacerbated in large scale three-
dimensional simulations. However, the time scale for
heat transfer is much larger than the one required for
the wave propagation in the material. In this paper, an
operator splitting approach is used to construct a recur-
sive staggering scheme for the solution of the strong
thermomechanical coupling Egs. (12) and (13). In spe-
cific, the mechanical balance equations are solved ex-
plicitly first based on the current temperature distribu-
tion. Assuming a constant motion, the thermal balance
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equations are solved by an implicit method based on the
Newton-Raphson solver to recompute the temperatures.
The material properties are then updated according to
the new resultant temperature field. The iterations incre-
ment until reaching the total simulation time.

Modeling the Additive Manufacturing Process
Boundary Conditions

To model the experiments conducted by the AM benchmark
tests, i.e., the process of a laser scanning over an Inconel 625
bare plate, various heat flux models are introduced as the
boundary conditions. First of all, the laser beam is modeled
as a heat flux applied to the surface of the domain. The most
widely used heat flux model in the field of AM is a Gaussian
distributed heat flux with scanning velocity [14], which is
given by:

24P <_2 (e=xe(1)) + (y—yc<r>>2>

q=—7¢Xp
772 r2

(19)

where A is the absorptivity of the heat flux by the AM mate-
rial, P and r are the power and radius of the laser beam, re-
spectively, and x.(¢) and y.(¢) is the current location of the
center of the laser spot. The profile of the Gaussian heat flux
is shown in Fig. 2. x.(f) and y(¢) in Eq. (19) can be described
by any time-dependent functions. Therefore, it furnishes an
effective means of controlling the movement and scanning
strategies of the laser beam in the simulations, such as the
stripe hatch, the meander hatch, and the island scan strategy.
The influence of various scanning speed on the deformation of
the melt pool is studied in this paper by adopting different x.(¢)
and y.(?) in the heat flux model. In addition, the shape, power,
and other important processing parameters of the power beam

Fig. 2 The profile of Gaussian
distribution
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can also be easily manipulated to study their relations to the
melt pool dimensions.

The energy loss due to convective heat transfer between the
plate and the atmosphere is not negligible. In our simulations,
a convective heat flux is applied on the plate. As observed in
experiments, this flux can cool down the melt pool. The con-
vective heat flux takes the simple form as:

q = C(T(xa)=To) (20)

where C is the convective coefficient and Ty, is the temperature
of the environment.

Radiation heat flux is another boundary condition applied

on the surface nodes of the domain. The Stefan Boltzmann
law,
R= os(T(xa)4—T3>, (21)
is employed. Here, the Stephan’s constant o = 5.669 x 10 °W/
m’K* is employed. The emissivity e varies with temperature
and surface chemistry in physical experiments. For simplicity,
the average value of the emissivity is adopted for the solid
state and the liquid state of the material, respectively.

A Phase-Aware Constitutive Model

To predict the stress at material points, a phase-aware
thermomechanical constitutive model is developed, since the
AM process involves multiphase transitions and interactions.
The temperature 7" directly determines the local state of the
material point. That being said, a material point is in solid
phase with a local temperature lower than the melting temper-
ature. As the temperature increases beyond the melting or
boiling temperature, it automatically transfers to the liquid
phase or gas phase, which is accomplished by using
temperature-dependent material coefficients in the multiphase
constitutive relations. For instance, the material model of the
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Fig. 3 The geometry and mesh of
the specimen

(2)

solid state is assumed of the thermoelastic form:

o5 = @ <J—(1 + 3aAT) %) 8y + 2u(T)ede (22)

ij K

where K(7) is the temperature-dependent bulk modulus, J is
the Jacobian, « is the linear thermal expansion rate, AT is the
temperature difference between the material point temperature
T, and the reference temperature, ¢;; is the Kronecker delta,
w(T) is the temperature-dependent shear modulus, and sgev is
the deviatoric strain. As the material point transfers to the
liquid state, the viscoelastic model with Murnaghan-Tait equa-
tion of state is employed [15], i.e.,

oy = (~S0r )5+ 20 23)
where C is a constant related the bulk modulus of the
liquid, which is usually taken between 7 x 10° and 7 x
107 Pa to allow for compressibility, 7 is a material param-
eter and equals to 7 for water, P, is the ambient pressure,
n(T) is the temperature-dependent viscosity, and ¢ is the
strain rate. The last term in Eq. (23) corresponds to the
viscous stress. For liquid phase, shear modulus automati-
cally goes to zero.

Simulation Results and Discussion In this paper, the compar-
ison of simulation results and the experimental data is focused
on the melt pool geometric dimensions and the cooling rate.
For simplicity, external forces, such as gravity or recoil

Table 1 Processing parameters for three lasers

Case Radius (pm) Power (W) Scan speed (m/s)
A 85 137.9 04

B 85 179.2 0.8

C 85 179.2 1.2

10mm

S I
SRR,
RN N SN
RN SNANANAV
B R LN
TS S SNV NAVA B>
RS SR/ o
VR

>

(b)

pressure, are not considered in the simulations. The deforma-
tion of the melt pool is mainly due to the thermal expansion of
the material.

Model Setup

The model geometry is shown in Fig. 3a. The dimensions of
the domain are 10 mm x 10 mm x 3.2 mm. The geometry is
modeled by an adaptive mesh with mesh size ranged from 25
to 1000 wm, as shown in Fig. 3b, which leads to 244,624
elements. Since the HOTM method is a meshfree method,
the mesh is only used to determine the location of the material
points and nodes as described in the “Optimal Transportation
Meshfree Implementation” section. After the initialization, the
connectivity between material points and nodes will be up-
dated automatically throughout the simulations.

The AM benchmark tests are conducted using two different
machines, and the laser parameters used by each machine are
different. Our simulation results are compared against

temperature(K)
29e+02 1000. 1500. 2000. 2500. 3.0e+03

T

Case A

Case B

I —

Case C
Fig. 4 Final predicted temperature distributions for cases A to C
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Fig. 5 Young’s modulus of the
melt pool and surrounding area

experimental data measured from the AMMT machine. Three
AM benchmark experiments are simulated using the HOTM
method. For each case, a laser with different laser power and
scanning speed is adopted. The parameters of these three types
of lasers are shown in Table 1. Only one single laser scan track
is simulated in each case. Particularly, the scan track at the
center of the plate is 700-um long and performs from left to
right, as shown in Fig. 3a.

Due to the lack of material property data for Inconel 625 in
liquid and gas state, constant heat conductivity and heat ca-
pacity are employed for all the material states of Inconel 625.
The heat conductivity is set as 20 W/m K, and the heat capac-
ity 600 J/kg K. The laser absorptivity of the material is set to
be 20%), as listed in [14]. The emissivity of the material is set
as 0.8, as the measure in experiments.

Simulation Results

The final predicted temperature distribution for the three differ-
ent laser scan tracks is shown in Fig. 4. From this figure, it can
be found that even though the laser has moved away for a
relatively long time, the temperature remaining on the scan
track is still high. The scan track of case A is the widest. We
can also see that the laser scan track becomes thinner as the laser
scanning speed increases, which is consistent with the melt pool

Case C

Fig. 6 The transverse cross-section of the melt pool
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Young's Modulus

width data as shown in the following sections. The deformation
of the melt track can be observed in Fig. 4, where the melt track
expands due to the effect of thermal expansion. The volumetric
deformation of case A is the biggest among these three cases,
and the one of case C is small. This is due to the low scanning
speed of the laser in case A. Even though the laser of case A has
the smallest laser power, the energy deposited into the geometry
for case A is the highest among all the tests.

The temperature-dependent Young’s modulus for the ma-
terial in the area near the melt pool is shown in Fig. 5. The area
where Young’s modulus becomes zero represents the melt
pool. Thus, the melt pool will deform more easily than other
regions of the domain. The temperature-dependent Young’s
modulus also contributes to the expansion of the melt track.

The transverse cross-sections of the melt pool in each case
are shown in Fig. 6. From the temperature plot, we can see that
the depth of the melt pool decreases from case A to case C.
And the expansion of the melt pool is also decreasing from
case A to case C, as the surface of the melt pool of case A is
much higher than the surrounding. However, for case C, the
deformation of the melt pool is negligible. It is evident that the
thermodynamic behavior of the melt pool is strongly sensitive
to the laser scanning speed.

The melt pool geometry as defined by the solidus temper-
ature 1563 K (1290 °C) in the AM benchmark test is shown in
Fig. 7. As illustrated from our simulation results, the melt pool

Case B
temperature(K)

3.0e+02 600 800 1000 1200 1400 1600 1.8e+03
e oonee
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Fig. 7 The predicted geometry of
the melt pool for each laser case.
The left pictures are the top view,
and the right pictures are the
cross-sections of the melt pool
along the laser scan direction

Case A

Case B

300 300
Case C
temperature

1.563e+03 1800 2100 2400 2700 3.000e+03
H“ IIIIHIII.,,.

0 —

Table 2 The dimensions of the melt pool for each case, as defined by the solidus temperature

Calculated Measured Calculated Measured Calculated Measured
length (pm) length (pum) width (pm) width (um) depth (um) depth (um)
Case A, 137.9 W, 0.4m/s 339.57 300 167.7 147.9 47.48 42
Case B, 179.2 W, 0.8m/s 346.7 359 150 123.5 36.13 36
Case C, 179.2 W, 1.2m/s 275.9 370 137.43 106 24 29.6
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Fig. 8 Comparison of simulation 200
results of the melt pool geometry
(length, width, and depth) with 350
experimental data
300
250
£
=
< 200
oo
c
]
150
100
50
0
e=fll=— |ength

width(expermental) e==g=== depth

geometry becomes steady after the first 200 pum laser scan-
ning. It can be observed that the length of melt pool increase
from case A to case B and decreases from case B to case C.
The comparison between the geometric dimensions predicted
in our simulations and measured from experiments is summa-
rized in Table 2. The data is also plotted in Fig. 8. Solid lines
represent the simulation results and dash lines for experimen-
tal data. It is worth mentioning that the predictions are com-
parable with the experimental measurements. Figure 7 dem-
onstrates that the width of the melt pool decreases from case A
to case C. This result is consistent with the data measured from
experiments as shown in Table 2. The laser scanning speed
dominates the melt pool width for these three cases. As the
scanning speed increases, the energy deposited into the mate-
rial decreases. So there is less energy concentrated in the area
surrounding the laser center, which leads to the decreasing of
the melt pool width.

From Fig. 7, we can also find that the expansion of the melt
pool appears at the area near the trailing edge of the melt pool.
This is because the material at the leading edge of the melt
pool cannot deform instantly when the laser flux first scans
over it. After the laser moves away and the leading edge be-
comes trailing edge, the melt pool starts the expansion slowly.
Thus, the surface from the leading edge to the trailing edge of
the melt pool is a slope, as shown in Fig. 7.

In the experiments, the melt pool length keeps increasing from
case A to case C, while the calculated value reaches the maxi-
mum in case B. However, the laser scanning speed increases
from case B to case C when the power remains the same, so
the energy deposited into the material may decrease. As a con-
sequence, the length of the melt pool might decrease. The incon-
sistency may be because of missing physics in our simulation
framework, such as the vaporization and recoil pressure.
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To predict the cooling rate, the temperature distribution
along the center line of each scanned track after the trailing
edge of the melt pool is obtained. In AM benchmark experi-
ments, the cooling rate is calculated only for the range
1000~1290 °C (1273~1563 K). The equation for calculating
the cooling rate used by the AM benchmark test is:

dT  1563-1273

cooling rate = — =

dt (dl—dz)/v (24)

where d is the corresponding coordinates for the indicated
temperature, and v is the laser scanning speed. The predicted
cooling rate and measured values in experiments for each case
are summarized in Table 3. It is evident that the cooling rate
increases from case A to case C. Thus, for these three cases,
the faster the laser scans, the higher the cooling rate of the scan
track will be.

Table 3 The predicted cooling rate for each laser case
Case Predicted Measured Standard
cooling cooling rate deviation
rate (K/s) (K/s) (experimental)
(K/s)
Case A 1.37x10° 1.16 x 10° 2.68 % 10°
137.9 W,
400 mm/s
Case B 229 x10° 1.08 x 10° 5.88x10°
179.2 W,
800 mm/s
Case C 3.48 x 10° 1.90 x 10° 552 % 10°
179.2 W,
1200 mm/s
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Fig. 9 The cooling rate for case A, case B, and case C

The data of Table 3 is also plotted in Fig. 9. We can see that
the simulated cooling rate of case A is very close to the cor-
responding experimental cooling rate. However, the discrep-
ancy between the simulated cooling rate and experimental
data in case B and case C is notable. The inaccuracy of the
thermal properties might be the reason for the discrepancy.
More calibrations are needed for the thermal conductivity,
heat capacity, and convective heat transfer coefficient.
Table 3 also lists the standard deviation of cooling rates mea-
sured from experiments. The large deviation implies signifi-
cant uncertainties of the experimental data for cases B and C.
This might be another cause of the inconsistency between the
simulation results and experimental data. It is noteworthy in
Fig. 9 that the trend of the predicted cooling rates is consistent
with the one in physical experiments as the laser parameters
varying from case A to case C.

Conclusion and Future Work

A pure Lagrangian numerical solver for strongly coupled
thermomechanical problems, the hot optimal transportation
meshfree (HOTM) method, is developed to simulate the com-
plex physics of the additive manufacturing process. The sim-
ulation results of the HOTM method are compared with the
experimental data provided by the AM benchmark test at
NIST. It can be concluded that the simulation results of
HOTM are comparable with experimental data. The maxi-
mum error in the predicted length is 25%. The discrepancy
between experimental data and simulation results may be
caused by a number of reasons. More calibrations of the
temperature-dependent material properties are needed to im-
prove the accuracy of the simulation results. The surface ten-
sion effects will be included in the variational framework as
traction boundary conditions to take into account the
Marangani effect. In the future, the HOTM method will be

applied in the powder-scale modeling of powder bed fusion
based AM processes, rather than simulations of the laser scan-
ning process on a bare metal plate.
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