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Abstract

Metabolomics has emerged as a promising discipline in pharmaceuticals and preventive healthcare. However, analysing large
metabolomics datasets remains challenging due to limited and incompletely annotated biological pathways. To address this
limitation, we recently proposed training machine learning classifiers on molecular fingerprints of metabolites to predict
their responses under specific conditions and analysing feature importance to identify key chemical configurations, providing
insights into the affected biological processes. This study extends our previous research by evaluating various metabolite
structural representations, including Morgan fingerprint and its variants, graph-based structural encodings and proposing
novel representations to improve resolution and interpretability of the state-of-the-art approaches. These structural encodings
were evaluated on mass spectrometry metabolomic data for a cellular model of the genetic disease Ataxia Telangiectasia.
The study found that machine learning classifiers trained on the new representations improved in classification accuracy and
interpretability. Notably, models trained on graph-based encoding do not exhibit performance gains, not even with pre-training
on a larger metabolite dataset, underlining the efficacy of our proposed representations. Finally, feature importance analysis
across different encoding methods consistently identifies similar structures as relevant for classification, underscoring the
robustness of our approach across diverse structural representations.
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1 Introduction

Metabolomics, by which the metabolites present in a particu-
lar biological system are characterised and quantified, offers
insights into an organism’s physiological state, aiding in dis-
ease mechanism understanding, drug target identification,
and treatment assessment [1]. In this context, the advance-
ments in mass spectrometry enable to detect and characterise
a vast array of metabolites, producing large and complex
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datasets. Relying on these data, typically derived from
normal and perturbed states, the most common approach
in metabolomics employs pathway enrichment analysis to
compare the 2 samples for identifying affected pathways.
However, this strategy grounds on existing pathway knowl-
edge, limiting its potential. To fully leverage metabolomics, a
paradigm shift towards comprehensive metabolite analysis,
beyond known pathways, is imperative, promising deeper
insights into cellular metabolism and advancing preventive
healthcare and pharmaceutical research.

In this paper, we leverage molecular structural encodings,
machine learning (ML) models, and explainability tech-
niques to capitalise on a broader spectrum of data acquired
with mass spectrometry, extending to all metabolites with
known structures. This study builds upon our recent work,
where we introduced a novel approach that uses ML models
trained on molecular fingerprints of metabolites to pre-
dict whether metabolite levels significantly differ between
the sample under study and a control [2]. This method
explores the relationships between chemical structures and
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metabolic responses to specific experimental conditions in
a data-driven manner, thereby opening new avenues for
understanding metabolic pathways and identifying biomark-
ers. The proposed approach was evaluated using untargeted
mass spectrometry data, comparing a cellular model of
Ataxia Telangiectasia (AT)—a rare neurodegenerative disor-
der caused by mutations in the Ataxia Telangiectasia Mutated
(ATM) gene—with a control group to identify down-regulated
metabolites relevant to the disease [3].

In this study, we extend our previous research by focusing
on metabolite structural representation. We further explore
the efficacy of molecular fingerprinting as a structural encod-
ing method, and compare it with graph representation,
adopting the same case study for validation.

The study begins by exploring the effectiveness of the
Morgan fingerprint, a well-established molecular fingerprint-
ing technique widely utilised in drug discovery, for encoding
the structural features of metabolites [4]. The suitability of
this fingerprinting method for providing unique structural
encodings for the detected metabolites is carefully evaluated.
Resolution limitations, leading to duplicate fingerprints for
distinct metabolites, are addressed by proposing extensions
to the Morgan fingerprint. Contextually, the interpretability
of this fingerprinting method, intended as the correspondence
between fingerprint bits and chemical substructures, is also
investigated, revealing that the use of the Morgan hashing
algorithm diminishes interpretability by mapping multiple
substructures to the same bit. To address this, an enhanced
fingerprint inspired by Morgan but maintaining a 1-to-1 cor-
respondence between bits and substructures is proposed. In
addition to the structured encoding provided by the Morgan
fingerprint and its variations, the study explores the represen-
tation of metabolites as graphs, which offer a more natural
representation of their structure.

ML classifiers trained on the chosen structural encodings
to predict down-regulated metabolites achieve satisfactory
performance, providing evidence that the different struc-
tural encodings of a metabolite holds predictive value over
its response to a particular condition. Feature importance
analysis computed for the best-performing models identi-
fies metabolites known to participate in affected pathways,
thereby validating existing knowledge, as well as groups of
metabolites not previously associated with AT, opening up
novel opportunities for further investigation.

In summary, this article harnesses a variety of struc-
tural encodings and ML models for the analysis of large
metabolomic datasets. By comparing the efficacy of struc-
tured and unstructured representations, the study aims to gain
insights into the relative strengths and limitations of different
encoding approaches in capturing the structural diversity of
metabolites.
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2 Background
2.1 Metabolomics in healthcare and drug discovery

Metabolomics, as the quantitative study of small molecule
substrates and products of cellular metabolism, occupies a
unique position in the -omics landscape due to its prox-
imity to the phenotype [1]. The metabolome, representing
the final product of genomic, transcriptomic, and proteomic
processes, provides a direct readout of the physiological
state of an organism [5]. Metabolomic profiling of diseased
and healthy tissues can help uncover the disease mecha-
nisms of action and identify metabolic signatures, aiding
the identification of potential drug targets [6]. Addition-
ally, metabolomics can help assess the effects of candidate
treatments, evaluating the response at the metabolic level
[7]. Therefore, metabolomics serves as an indispensable tool
in preventive healthcare as well as pharmaceutical research
and development, with the potential to enable timely dis-
ease diagnosis, early detection, effective drug testing, disease
monitoring, and personalised treatment strategies [8].

The potential of metabolomics lies in characterising and
quantifying the metabolites present in a particular biological
system using a combination of analytical tools [8]. Central to
this endeavour are the advancements in mass spectrometry
technologies, including in-line chromatographic separation
modes, ionisation techniques, mass analysers, and detection
methods. Untargeted High-Resolution Mass Spectrometry
(HR-MS) has emerged as a powerful tool, capable of simul-
taneously detecting a vast array of metabolites, thereby
facilitating the identification of metabolic alterations and the
discovery of novel metabolites [9]. However, the analysis and
biological interpretation of the resulting large and complex
datasets remains challenging.

In metabolomics studies, a typical approach involves com-
paring samples from a normal state to those from a perturbed
state, often induced by genetic knockout or the administra-
tion of specific treatments [9]. Pathway enrichment analysis
is the prevalent method for comparing such samples, as it
identifies pathways that exhibit a higher degree of overlap
with significantly under or over-expressed metabolites than
would be expected by chance. This analysis aids in pinpoint-
ing the affected pathways and unravelling the underlying
metabolic mechanisms. However, this approach poses vari-
ous challenges, as it heavily relies on the existing knowledge
of biological pathways, which is not comprehensive or fully
annotated. Furthermore, it should be applied to metabolomic
data with caution, as the method was primarily developed
for transcriptomic data and guidelines for best practices in
metabolic pathway enrichment analysis are still lacking [10].
Lastly, enrichment results were found to be quite sensitive
to the pathway definitions used by different metabolomic
databases [11]. Consequently, despite significant technologi-
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cal advancements, the full potential of metabolomics remains
untapped, as metabolic data analysis often leans on the
limited knowledge of known pathways. To achieve a com-
prehensive understanding of cellular metabolism, there is a
pressing need to extend beyond the boundaries of known
pathways and consider all detected metabolites in the analy-
ses.

2.2 The role of machine learning in metabolomics

As a consequence of this overall picture, as in many other
biomedical fields [12], metabolomics has turned to ML to
navigate the complexity of its domain, although its use is still
in its early stages and limited to certain applications [13]. In
this context, the use of ML is fairly established at the level
of data preprocessing, in tasks such as baseline correction,
noise filtering, peak detection and alignment, data normali-
sation and scaling, retention time prediction, and handling of
missing data [14, 15].

Most recent explorations have deployed advanced ML
techniques to the identification of metabolites from their
mass spectra, an area that is actively studied in metabolomics
and quantum chemistry but has traditionally received lim-
ited attention from the ML community [16]. For instance,
neural networks that integrate domain-specific knowledge
have been employed to annotate mass spectrometry peaks
with chemical structures [17]. Additionally, efficient graph
neural network architectures mapping molecular graphs to
probability distributions over chemical formulas have been
developed for spectrum prediction [16]. Furthermore, ML
models trained on molecular descriptors have been utilised to
predict collision cross-section measurements, which provide
supplementary structural information to mass spectrometry
[18].

The use of ML has recently gained attention in clinical
metabolomics for patient classification based on metabolic
profiles. This application proves valuable in predicting clini-
cal outcomes, assisting disease diagnosis, prognosis, and risk
assessment, as well as guiding personalised treatment inter-
ventions. It is also instrumental in identifying biomarkers
associated with specific conditions, streamlining the devel-
opment of screening tests [19]. Despite the contributions of
ML to metabolomic data analysis, it is crucial to acknowl-
edge that the biological insights derived from these studies
are limited.

2.3 Metabolite structure encoding

When metabolites lack annotations of their roles in enzy-
matic reactions and metabolic pathways, chemical similarity
emerges as a valuable tool for unravelling potential relation-
ships with other metabolites. This approach leverages the
known tendency for chemically similar compounds to be

found in close proximity within metabolic pathways [20].
Chemical structures can be analysed to identify enriched
chemical features within a specific experimental condition,
thereby providing insights into the affected cellular pro-
cesses. The structure of metabolites can be represented in
two primary ways: as molecular graphs or using finger-
prints. Molecular graphs depict the atoms and bonds within a
molecule as nodes and edges, respectively, while fingerprints
are vectors that capture the presence or absence of specific
structural features within a molecule. The Morgan fingerprint
is widely utilised for its ability to offer a compact, informa-
tive, and easily processed format, making it well-suited for
analysis by ML models. In generating a Morgan fingerprint,
an initial identifier is assigned based on atomic properties
such as atom type, atomic number, charge, and hybridisation
state. Subsequently, for each specified radius up to a prede-
fined value, neighbourhood information around each atom is
iteratively updated. A hash function is then applied to gener-
ate a numerical value, which is used to set bits in a fingerprint
vector of a fixed size [21]. However, this representation has
several drawbacks. The fixed vector length can limit its ability
to capture nuanced differences between molecules of varying
sizes and complexities. Additionally, the fingerprint vector
tends to be sparse, with many bits remaining unset for most
molecules. Furthermore, during the hashing process, infor-
mation about specific atomic arrangements can be lost, and
different structures may be mapped onto the same bit.

Recognising the aforementioned challenges in
metabolomics, the scarcity of literature leveraging ML in this
domain, and the crucial role of metabolite structures in their
functionalities, we recently proposed training ML classi-
fiers on standard molecular fingerprinting techniques to gain
insights into affected cellular processes [2]. Here, we extend
our preliminary investigations by comparing various struc-
tural encodings in terms of resolution and interpretability,
encompassing both fingerprinting and graph representations,
and introducing novel encodings that address the encoun-
tered limitations. We also investigate additional ML models
and feature importance methods to identify relevant chemical
substructures enriched under specific experimental condi-
tions. To our knowledge, no study has provided such an
in-depth investigation of metabolite structural encodings for
ML applications, with a focus on both model accuracy and
interpretability. We believe that this study of metabolite struc-
tural representation is crucial for advancing the use of ML in
metabolomics.

3 Data and methods

This section presents the dataset used in the investigation
and the methods applied. Section 3.2 covers sample prepara-
tion, data collection, and data preprocessing steps to format
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data for ML analysis (metabolite chemical structures and
the corresponding metabolic response). Section 3.2 discusses
structural encoding techniques explored, including estab-
lished methods like Morgan and graph representations, and a
novel encoding called enhanced Morgan. Section 3.3 details
the experimental setup for model training, ML models used,
and methods for interpreting feature importance. Figure 1
illustrates these methodological steps.

3.1 Data collection and preprocessing

The study utilised fibroblasts AT GM00648 as the cellular
model for AT and AG09429 as a control. Metabolite analy-
sis was conducted in triplicate using the UHPLC Vanquish
system with an Accucore 150 amide HILIC column. LC
was coupled to an Orbitrap Exploris 240 mass spectrome-
ter equipped with an H-ESI source, operating in positive and
negative modes, scanning the 80-800 m/z range. Metabolites
were putatively annotated using Compound Discoverer 3.2
(Thermo Fisher Scientific) by matching detected MS2 spec-
tra with the referential spectra of compounds in mzCloud,
mzVault, and ChemSpider fragmentation libraries, resulting
in the annotation of 4643 chemical structures. To enhance
the precision of metabolite annotation, the mass of each
detected compound was compared to the mass of the matched
compound recorded in the ChemSpider database. Metabo-
lites exhibiting a delta mass exceeding 5 ppm were excluded
from the dataset. Duplicate molecules were filtered, retain-
ing the one with the highest peaks, yielding a set of 2453
distinct metabolites. Among these, only 156 metabolites
were successfully assigned a KEGG ID, enabling pathway
enrichment analysis. The ratios between the measured quan-
tities in the diseased and healthy conditions were calculated
for each metabolite also using Compound Discoverer 3.2
and hypothesis testing was performed using a 2-tailed stu-
dent’s t-test, with corresponding p-values adjusted by the
Benjamini-Hochberg algorithm. The target for the classifi-
cation task is binary and indicates whether the metabolite
is significantly down-regulated, i.e. its adjusted p-value is
below 0.05 and the ratio of diseased to healthy is less than 1.
Here, the focus on down-regulation stems from the disease’s
known tendency to inhibit cellular activities [3].

As we are considering only metabolites with a real-valued
ratio between measured quantities in diseased and control
samples, we are analysing metabolites that could be detected
and quantified both in the AT cellular model and the con-
trol, excluding metabolites that could not be detected in one
condition.

3.2 Structural encoding

Three different structural encoding classes — both from liter-
ature and newly devised — have been adopted for molecular
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representation. The goal is to define and test the most com-
prehensive, interpretable and unique representation for each
molecular structure, facilitating the learning of structural
patterns linked to affected metabolites during training, and
enhancing the interpretability of predictions.

Morgan with variations Chemical structures of annotated
metabolites were encoded using the Morgan molecular fin-
gerprinting method with a radius of 2 and 1024 bits, account-
ing for molecule chirality. Two versions of this fingerprinting
method were computed using the RDKit cheminformatics
Python library [22]: Binary Morgan, which detects the pres-
ence or absence of substructures within the molecules and
represents them as binary values, and Count Morgan, which
records the occurrence count of each substructure. An addi-
tional structural encoding, termed Binary Morgan with added
properties, was devised to enhance the Binary Morgan finger-
print by incorporating 3 features: Molecular Weight (MW),
partition coefficient (logP), and retention time (RT).

Enhanced Morgan A modified version of the Binary
and Count Morgan fingerprints, termed Enhanced Binary
Morgan and Enhanced Count Morgan respectively, was
developed to address the reduced interpretability associated
with hashed fingerprints. The fingerprint was designed based
on the following observations based on previous studies on
Morgan encoding [23]:

e substructures with radius zero are present in the major-
ity of molecules and are not effective in differentiating
chemical structures;

e substructures up to radius 2 are sufficiently discrimina-
tive, and radii of 3 and above do not offer a significant
increase in performance;

e most substructures are very rare, present in only a handful
of metabolites, and therefore do not contribute to pattern
identification.

The fingerprint generation process proceeds as follows: for
each metabolite and for each atom, the substructures centred
at that atom with radii 1 and 2 are selected. Substructures are
used to generate one-hot feature vectors indicating the pres-
ence or absence of each substructure in the metabolite for
the binary version, and the count of occurrences of each sub-
structure in the metabolite for the count version. Features that
are identical across all metabolites are collapsed into a sin-
gle feature to reduce redundancy. Features that have non-zero
values in at least 10 metabolites (indicating the presence of
the substructure in at least 10 metabolites) are retained. The
resulting fingerprint comprises 1080 features, of the same
order of magnitude as the hashed Morgan fingerprint. The
code to generate the proposed fingerprinting method is avail-
able on Github: https://github.com/ChristelSirocchi/unique-
morgan/.
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Fig.1 Diagram summarising the research workflow

Molecular graph Chemical structures were encoded as
graphs using the "from_smiles" function from PyTorch Geo-
metric [24]. Each atom in the molecule corresponds to a
node in the graph, with associated node features captur-
ing attributes like atomic number, chirality, degree, formal
charge, number of hydrogens, number of radical electrons,
hybridisation, aromaticity, and ring membership. Mean-
while, bonds between atoms are translated into edges in the
graph, with edge features describing properties such as bond
type, stereochemistry, and conjugation.

3.3 ML models and feature importance

Morgan fingerprints and variations served as input to eight
ML models: Bernoulli Naive Bayes (BNB), Gaussian Naive
Bayes (GNB), Logistic Regression (LR), Decision Tree
(DT), Random Forest (RF), XGBoost (XGB), Support Vec-
tor Classifier (SVC), and MultiLayer Perceptron (MLP).
Grid-search with cross-validation was applied for hyperpa-
rameter optimisation maximising F1 using an ample range
of parameters commonly used in literature. Models were
trained with sample weights inversely proportional to the
class frequency, to enhance recall. The feature importance
was determined by various feature importance computa-
tion methods depending on the ML algorithm used. Logistic
Regression (LR) leveraged model coefficients to determine
feature importance, while all tree-based algorithms (DT, RF,
XGB) relied on impurity-based feature importances. SVC,
BNB and GNB employed permutation methods, averag-
ing importance over 5 permutations, while MLP adopted a
gradient-based approach, where feature importance is calcu-
lated based on the gradients of the MLP model’s output with
respect to the input data.

30 repetitions on 30 splits
60-20-20 train-validate-test
hyper-parameter optimisation

Molecular graphs served as the input for Graph Neu-
ral Networks (GNNs), with each GNN model comprising
3 graph convolutional layers of varying types (GCN [25],
SAGE [26], GAT [27], GIN [28]), each followed by a recti-
fied linear unit (ReLU) activation function. The initial layer
performed graph convolution with 16 output channels, while
subsequent layers increased the output channels to 32 and
64, respectively, capturing progressively complex features.
Following the final convolutional layer, global mean pooling
was employed to aggregate node-level representations into
a unified graph-level representation. The pooled representa-
tion was then fed into a linear layer with 64 input features
and 2 output features for the binary classification task. The
optimal configuration for the number of layers and layer
size was determined using grid-search combined with 5-fold
cross-validation. During training, all models were trained on
batches of size 32 for 100 epochs.

Inspired by GNN pretraining solutions [29-31], we also
pretrained a specific GNN architecture with the goal of lever-
aging the knowledge acquired during this initial phase to
enhance the final classification capabilities of our model. The
pretraining task was formulated as a self-supervised task,
aiming to reconstruct the input metabolite structure, using a
dataset of 217,761 metabolites from the Human Metabolome
Database [32]. The GNN architecture used in this phase con-
sists of an encoder that extracts significant features from
the input to generate a latent representation, coupled with
a decoder that, from such latent representation, reconstructs
the original input. Employing mean-squared error as the loss
function for this self-supervised pretraining task, we con-
figured the model using grid-search combined with 5-fold
cross-validation. The selected architecture considers a total
of six GCN layers, where 3 of these are dedicated to the
encoder and an additional 3 to the decoder. The layer sizes
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for the encoder are {16, 32, 64}, while for the decoder they
are {32, 16, C,y,;}, where C,,,; corresponds to the number of
node features. Moreover, specific residual connections [33]
are incorporated between the encoder and decoder layers to
facilitate training convergence. Lastly, for fine-tuning, the
model utilises only the 3 encoder layers and incorporates an
additional dense layer which acts as the classification head
of the whole architecture.

Class Activation Maps (CAMs) were computed for each
GNN model to identify atoms within each molecule that
most contributed to the classification output. CAMs were
computed by multiplying the feature maps from the last con-
volutional layer with the weights of the final linear layer.
CAMs for all samples were concatenated and then nor-
malised to ensure values are within the [0,1] range and
averaged across all iterations.

Each model was trained 30 times on 30 different split of
the dataset. In the case of count and added features, data was
normalised to the interval [0,1]. The dataset was divided into
a training set (80%) and a testing set (20%), with stratifi-
cation to ensure an equal proportion of samples from each
class. Model performance analysis encompasses a wide range
of metrics particularly relevant to biomedical applications.
Accuracy (A) provides a straightforward measure of over-
all correctness but can be overly optimistic with imbalanced
classes, common in biomedical datasets where diseased sam-
ples are often fewer than healthy ones. Balanced Accuracy
(BA) addresses this by averaging accuracies across classes.
Receiver Operating Characteristic Area Under the Curve
(ROC) evaluates a model’s ability to distinguish between
classes and is often the default metric in biomedical studies.
Matthew’s Correlation Coefficient (MCC), ranging from -1
to 1, is increasingly favoured in clinical settings for its ability
to handle class imbalance and provide a conservative eval-
uation of model performance. Fl-score (F1), the harmonic
mean of precision and recall, balances the trade-off between
correctly identifying positive samples and minimising false
positives. Precision (P) focuses on minimising false positives,
while recall (R) emphasises detecting all positive instances,
crucial in biomedical tasks such as identifying disregulated
metabolites. For F1, P, and R, the metric was computed and
averaged across the 2 classes. To compare model perfor-
mances, a paired t-test was employed. In each results table,
a bold value indicates that the performance index of the cor-
responding model is statistically significantly better than the
other models, as determined by the t-test with a significance
level of 0.05.
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4 Results and discussion
4.1 Evaluation of structural encoding

The binary Morgan fingerprint was evaluated in terms of
its resolution power, i.e. the ability to provide molecules
with a unique encoding. Out of 2453 metabolites, 2265 were
assigned unique fingerprints, leaving 188 metabolites that
shared identical fingerprints with at least one other metabolite
(as seen in Table 1). Further investigation into these groups
of molecules with identical fingerprints unveiled a consis-
tent pattern: they consisted of molecules that were identical
except for the length of hydrocarbon chains. This is unsur-
prising given that the selected fingerprint method resolves
substructures of diameter 4 and cannot account for longer
repetitive structures, which are rare in libraries screened for
drug discovery. Figure 2a showcases a group of metabolites
with varied hydrocarbon chain lengths but identical structural
encodings. To enhance the resolution of the structural encod-
ing, 2 strategies are proposed: (a) to adopt a count fingerprint
rather than a binary encoding, capturing not just the presence
of substructures but also their quantity, and (b) to incorporate
the local information detected by the binary fingerprint with
global properties, either measured during data acquisition
or computed from the structure. Considering that the length
of the hydrocarbon chain influences the molecule’s weight,
polarity, and interaction with chromatography phases, the
molecular weight, partition coefficient (logP), and reten-
tion time (RT) are selected as additional features. Both
approaches provide unique encoding for metabolites in the
dataset, effectively discriminating molecules with varying
hydrocarbon chain lengths. The unique representations pro-
vided by the proposed strategies are exemplified in Fig.2b
and c for the group of metabolites in Fig. 2a.

Morgan fingerprinting was also evaluated in terms of
interpretability, intended as the correspondence between
fingerprint bits and molecular substructures. Figure 3a illus-
trates the distribution of the number of distinct substructures
associated with each bit in the binary Morgan fingerprint. On
average, each bit corresponds to about 15 different substruc-
tures within the dataset, thus far from a 1-to-1 correspondence
that would make the fingerprint fully interpretable. Fig-
ure 3b presents the distribution of the fraction of metabolites
where the fingerprint bit sets the most frequent substruc-
ture. Typically, the most frequent substructure is observed in
approximately 25% of the metabolites linked to the respective
bit. However, the skewed distribution indicates that a minor-
ity of fingerprint bits sets one predominant substructure found
in most or almost all metabolites. Figure 3¢ exemplifies these
results for bit 370 where the most frequent substructure (a
carbonyl group) occurs in about half of the molecules, and the
next 2 most frequent substructures share with it some struc-
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Fig. 2 a Group of metabolites with identical Morgan fingerprint, b
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Table 1 The table displays the

. . Target Metabolites SMILE Formula KEGG ID Binary Morgan
number of unique encodings for
metabolites detected by mass Down-regulated 369 369 (100%) 297  (80%) 74  (20%) 362  (92%)
spectrometry within the .
considered AT case study. Other metabolites 2084 2084  (100%) 1916  (92%) 82 (4%) 1903  (98%)
categorised by target class Total 2453 2453 (100%) 2213  (90%) 156 (6%) 2265  (92%)

(down-regulated metabolites,
which we aim to identify, and all
other metabolites) as well as for
all metabolites

tural similarities. In contrast, infrequent substructures set by
the fingerprint bit display completely different properties.

4.2 Performance of trained models

The performance metrics for ML models trained on vari-
ous structural encodings are summarised in Tables 2 and 3.
Among models trained on Binary Morgan fingerprints, RF
and SVC stand out as the top performers, exhibiting sig-
nificantly superior metrics compared to other models. For
Count Morgan fingerprints, RF emerges as the best perform-
ing model, showcasing superior performances across most
metrics. While the Count Morgan representation shows an
improvement over the binary fingerprint, the differences are
not statistically significant, suggesting that although it pro-
vides unique encoding, it does not substantially enhance
the overall representation. Models trained on Morgan fin-
gerprints augmented with additional properties demonstrate
promising results, with RF and XGB emerging as the most
effective. These models consistently achieve the best perfor-
mance metrics across all structural encodings, indicating that
incorporating supplementary chemical properties alongside
the structural representation offered by Morgan fingerprints
yields the most significant benefits. Among models trained on
molecular graphs, GNNs utilising SAGE convolutional lay-
ers exhibit the best performance by achieving higher MCC
and F1 scores. However, their performance remains below
that of models trained on Morgan and its variations, suggest-
ing that further refinement of molecular representations (in
terms of node and edge features) and convolutional layers
is needed. Moreover, pretraining GNNs in a self-supervised
manner on a large dataset of metabolites did not yield signif-
icant performance improvements.

Given the superior performance of the Morgan repre-
sentation, further work was devoted to the study of more
interpretable variants. The performance of models trained
on the Enhanced Binary and Count Morgan fingerprints with
respect to their standard counterparts varies across models.
While some models experience decreases in performance
(BNB, GNB, LR, SVC) and others show improvements (DT,
XGB, MLP). For RF, the top-performing model, the observed
differences are not statistically significant. This suggests that
the proposed representations can capture a wide range of
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The considered standard encodings include SMILE, chemical formula, KEGG ID, and Binary Morgan

structural features like Morgan fingerprints, with the advan-
tage of interpretability, and can be leveraged for the unbiased
analysis of metabolomics datasets.

4.3 Interpretation of trained models

To gain insights into the chemical structures contributing
to the classification, feature importance analysis was first
conducted on the models trained with the binary Morgan
fingerprint. The analysis of the top 10 features for each
model indicates that although models tend to have similar
performance within a 5% difference in performance metric,
they leverage different bits to inform classification. Figure 4a
shows that the top 10 fingerprint bits often differ among
models. However, this could be due to the fact that some
fingerprints correspond to similar structures and are used by
different models to leverage the same information.

A set of 14 fingerprint bits found in the top 10 of at
least 2 models are illustrated in Fig.4b and mapped onto
Nicotinamide Adenine Dinucleotide (NAD) in Fig.4c, an
essential antioxidant cofactor whose role in AT as a result
of impaired response to reactive oxygen species has been
thoroughly characterised [3]. Upon closer examination of
affected metabolites containing these bits (192, 814, 932,
786, 640 and 935), several nucleotides and nucleotide-
containing compounds were identified. These findings align
with previous observations of perturbations in the levels of
pyridine nucleotide levels in AT cells [34]. Additionally,
affected metabolites containing structures represented by
other important bits (119, 794 and 591) encompass a diverse
array of lipids, with a prominent presence of phospholipids.
The metabolism of these lipids has been reported to be dis-
rupted in the context of the disease [35].

The analysis of class activation maps on Graph Neural
Networks (GNN) shows that different GNN architectures
identify the same regions of the molecule as important for
classification, as shown in Fig.4d on NAD. Moreover, the
relevant areas identified by GNN correspond to the same con-
figurations identified by important fingerprint bits from other
models, suggesting consistent patterns of importance across
different structural encodings. Finally, the top-10 features of
the RF model trained on the enhanced binary Morgan finger-
print, shown in Fig. 4e, identified similar structural patterns.
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Table 3 The table presents the

Enhanced Binary Morgan

performance of ML models

trained on our newly defined Metric A BA ROC McC Fl R I3

enhanced version of the Morgan

fingerprint Bernoulli Naive Bayes 0.764 0.649 0.649 0.253 0.618 0.649 0.608 N
Gaussian Naive Bayes 0.812 0.615 0.615 0.240 0.618 0.615 0.627 N
Logistic Regression 0.750 0.678 0.678 0.286 0.625 0.678 0.615 N
Decision Tree 0.775 0.668 0.668 0.289 0.635 0.668 0.624 1
Random Forest 0.827 0.674 0.674 0.340 0.669 0.674 0.667 ~
XGBoost 0.793 0.690 0.690 0.329 0.657 0.690 0.642 T
Support Vector 0.779 0.683 0.683 0.310 0.643 0.683 0.632 N
MultiLayer Perceptron 0.796 0.607 0.607 0.215 0.607 0.607 0.609 T

Enhanced Count Morgan

Metric A BA ROC MCC Fl1 R P
Bernoulli Naive Bayes 0.764 0.649 0.649 0.253 0.618 0.649 0.608 J
Gaussian Naive Bayes 0.820 0.578 0.578 0.189 0.584 0.578 0.617 N
Logistic Regression 0.766 0.691 0.691 0.312 0.641 0.691 0.628 N
Decision Tree 0.763 0.664 0.664 0.274 0.624 0.664 0.615 4
Random Forest 0.819 0.686 0.686 0.347 0.671 0.686 0.663 ~
XGBoost 0.797 0.695 0.695 0.337 0.661 0.695 0.646 1
Support Vector 0.793 0.680 0.680 0.315 0.651 0.680 0.638 N
MultiLayer Perceptron 0.803 0.618 0.618 0.239 0.618 0.618 0.622 1

Reference metrics have been calculated for each model. A bold value in a column indicates that the metric
of the corresponding learning scheme is better than all the other learning schemes, on the given dataset,
with statistical significance determined via a paired t-test at a significance level of 0,05. The arrow in the
last column denotes whether the model’s performance is significantly higher or lower compared to the same
model trained on the standard Morgan fingerprint

The 1st, 3rd and 6th most important substructures identi-
fied by the model point to amino acids, dipeptides, and their
derivatives. Further analysis of metabolites containing these
substructures unveiled over 100 down-regulated amino acids,
dipeptides, and their derivatives. While the role of the tripep-
tide glutathione in oxidative stress within the context of AT
has been well-characterised [36], the functions of other pep-
tides remain unknown, presenting a promising avenue for
future investigations.

4.4 Opportunities for further improvement

Several avenues to further improve model performance
can be explored. Alternative hashed fingerprints frequently
employed in drug discovery, such as Daylight, Atop Pair, and
Topological Torsion, can provide higher encoding resolu-
tion. Additionally, fine-tuning parameters such as fingerprint
size and radius can positively impact model performance.
Expanding the metabolic dataset by integrating measure-
ments from different chromatographic columns, such as
HILIC and C18, would effectively double the dataset size and
enhance its diversity. The number of features can be reduced
by eliminating fingerprint bits that are predominantly unset
(mostly zeros) and/or those that exhibit a correlation coef-

ficient with the target vector below a specified threshold,
thereby reducing the dimensionality of the dataset while
preserving the interpretability of features. A feature corre-
lation study can be conducted to eliminate highly correlated
features and reduce collinearity. Lastly, it should be noted
that classification tasks are intrinsically more challenging
for complex conditions with multiple affected pathways and
a diverse range of affected metabolites like in AT. Conse-
quently, achieving excellent classification performance in
such acomplex disease is challenging. Conversely, classifica-
tion tasks may be relatively easier in experimental conditions
where only a few metabolic pathways are affected.

5 Conclusions

This research explores different molecular structure repre-
sentations and ML models for analysing large metabolomic
datasets. Through the exploration of structured and unstruc-
tured representations such as molecular fingerprints and
graphs, the study provides insights into the relative strengths
and limitations of different encoding approaches in captur-
ing the structural diversity of metabolites. By leveraging
these representations, the study effectively predicts down-

@ Springer
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Fig. 4 a Top-10 features identified by 8 ML models trained on
binary Morgan fingerprints. b Fingerprint bits corresponding to fea-
tures present in the top-10 of at least 2 models and ¢ mapped onto
Nicotinamide Adenine Dinucleotide (NAD+). d Class activation maps

@ Springer

N, N

computed for 4 GNN architectures (where red and yellow atoms have
CAM values in the first and second quartile, respectively). e Substruc-
tures corresponding to the top-10 feature in Random Forest (RF) trained
on enhanced binary Morgan fingerprints
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regulated metabolites in the disease under study. Feature
importance analysis provides insights into the cellular pro-
cesses affected by the disease, validating existing knowledge
and uncovering novel associations. This study serves as
a foundation for future research exploring more sophisti-
cated structural encodings, diverse ML models, and advanced
explainability techniques. These explorations are essential
for the ongoing development of metabolomics as a powerful
tool for enhancing the understanding of cellular metabolism
and its implications for human health.
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