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Abstract
We argue that the later Wittgenstein’s philosophy of language and mathematics, sub-
stantially focused on rule-following, is  relevant to understand and improve on the 
Artificial Intelligence (AI) alignment problem: his discussions on the categories that 
influence alignment between humans can inform about the categories that should be 
controlled to improve on the alignment problem when creating large data sets to be 
used by supervised and unsupervised learning algorithms, as well as when introduc-
ing hard coded guardrails for AI models. We cast these considerations in a model of 
human–human and human–machine alignment and sketch basic alignment strategies 
based on these categories and further reflections on rule-following like the notion 
of meaning as use. To sustain the validity of these considerations, we also show that 
successful techniques employed by AI safety researchers to better align new AI sys-
tems with our human goals are congruent with the stipulations that we derive from 
the later Wittgenstein’s philosophy. However, their application may benefit from 
the added specificities and stipulations of our framework: it extends on the current 
efforts and provides further, specific AI alignment techniques. Thus, we argue that 
the categories of the model and the core alignment strategies presented in this work 
can inform further AI alignment techniques.

Keywords Later Wittgenstein · Alignment Problem · AI safety · Meaning as use · 
Rule bending

1 Introduction

Consider the following thought experiment. An artificial intelligence (“AI” from 
now on) with superhuman capabilities and vast resources at its disposal is given a 
task—to reduce the number of people with cancer. One would expect that the AI 
would find new drugs, new treatments, and better means of diagnosis. We then 
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notice that people start dying massively. It turns out that the AI poisoned running 
water in cities, which entails fewer people having cancer. Even worse—we try to 
stop it, but it tries to stop us from turning it off because it would be less capable of 
fulfilling its goal. What is more, even if we anticipated all this and tested the AI in 
a simulation first, it would realise our intentions and deceive us by “behaving prop-
erly”. This would ensure that it is able to fulfil its real goal and is not stopped from 
doing so in the development stage. Moreover, given the recent leaps of AI technol-
ogy, as evidenced by e.g. ChatGPT, this future scenario gets progressively more 
likely. At the base of this is the alignment problem (“AP” from now on). The AP 
manifests itself when we program or instruct a machine to do something, but the 
machine executes unexpected responses. The AP is not a new problem: it was con-
ceptualised during the beginning of AI research, and classically described by Nor-
bert Wiener in 1960 (Wiener, 1960). Furthermore, this problem has been explicitly 
and implicitly featured in popular sci-fi literature and movies, like Stanisław Lem’s 
stories (e.g., in The Man from Mars and Fables for Robots) and the rebellion of 
Skynet in The Terminator movies. Today, the AP is considered to be one of the most 
important issues regarding AI (cf. Andrus et al., 2021; Arnold & Toner, 2021; Galaz 
et  al., 2021; Zhang et  al., 2021). Although the ad hoc sci-fi story above oversim-
plified the issue and the literature is inherently speculative, there are many current 
cases of AI  misalignment with real world implications, and AI experts share this 
worry. For instance, when one trains a system with given expert judgements, there 
is an inherent design challenge. Assume you want to use an AI to get expert judge-
ment on a particular matter. In the real world there are no perfect experts, so you 
try to work with the best possible set of people. These people may show an unde-
sired (as judged by the programmers, or whoever commissioned the software) bias 
(maybe implicit and unintentional). Say you feed the AI the data of past, undesirable 
expert judgements for this particular topic. But now an issue arises: Does a system 
have the goal to reproduce the undesirable expert judgements, or does it overcome 
them? We would of course hope for the latter, but the data and most reward models 
usually lead to the first.

If you feed old decisions as expert data, you get an inherently conservative sys-
tem. Now, if such old decisions are deemed undesirable, the conservative system 
repeats old mistakes and might make them worse, as they now appear objectively 
justified. Such cases include racially biased software in the judicial system (Hao, 
2019) and AI systems biased against  job applicants with a female sounding name 
(and even those from schools with female sounding names) (cf. Cook, 2018).

The main claim argued in this paper is that at the core of the AP there are rule-
following issues that can be understood from a later Wittgensteinian perspective 
and that can be ameliorated if understood in this way. The later Wittgenstein’s 
philosophy of language and mathematics, substantially focused on rule-following, 
may yield insights on how to develop AI safely. This philosophy and further sec-
ondary literature characterise how there is no intrinsic, unequivocal meaning in 
the formal or material aspects of symbol arrays, and how we humans use language 
(including mathematics and logic) regularly due to regulative factors within social 
communities.
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The structure of the paper is as follows. Section 2 further clarifies and narrows 
down the scope of this work by discussing previous Wittgensteinian scholarship on 
AI and the characteristics of the modern AI paradigm. Section 3 builds a framework 
with key features of the later Wittgenstein’s philosophy of language and mathemat-
ics for alignment with machines. Section 4 relates the framework to the AP more 
specifically. Section 5 outlines the first of two strategies based on the previous theo-
retical considerations to tame the AP, namely “aligning from the side of humans” 
(the ideal to turn coding into an endeavour with mathematical precision), and argues 
that it is important but insufficient. Section  6 surveys what we could do to align 
from the side of machines as a complement to the former strategy to tame the AP. 
It argues that the AI community has noted some of the implications that we suggest 
but lacking systematicity and specificity. Finally, Sect. 7 presents limitations of the 
approaches presented here, and thus should not be understood as complete solutions 
for the AP.

2  The Backdrop: Wittgenstein, the Foundations of AI, and the new AI 
Paradigm

First, we need to give a  brief overview  of the literature on Wittgenstein’s philos-
ophy and AI. Most of it is concerned with the possibility of the strong AI thesis 
(whether a machine can think or have human-like intelligence or human-like values) 
from a Wittgensteinian perspective. Our work is not concerned with this question, 
and thus departs from most literature on Wittgenstein and AI. In fact, to the best 
of our knowledge, Wittgenstein’s philosophy has not yet been related to AI safety 
in general nor the AP in particular: this is the first work in this direction. Although 
these two families of questions can overlap in some respects (for instance, the ques-
tion whether a given machine has human-like characteristics may inform alignment 
strategies), they are  fundamentally independent. If I asked a pocket calculator or my 
smartphone to calculate 3 + 3, I would expect it to produce the output “6”; if it did 
something else (for instance, dividing instead of adding), there would be misalign-
ment. The questions whether the calculator or smartphone thinks, is intelligent, has 
values or pursues goals are not essential here, and are to some extent independent 
from alignment issues. Yet, previous literature on Wittgenstein and the strong AI 
thesis provides some useful initial considerations.

A classical work is Shanker’s Wittgenstein’s Remarks on the Foundations of AI 
(Shanker, 1998). Shanker is pessimistic about the possibility of thinking machines 
from a Wittgensteinian perspective.1 What is interesting from Shanker’s work for 
our purposes is that computers can only “mechanically follow a rule” and lack the 
flexibility of human rule-followers (Shanker, 1998, pp. 30–31).2 For Shanker, this 

1 The other most famous analysis in this line is Dreyfus (1978).
2 Shanker quotes one of Wittgenstein’s metaphors to illustrate the flexibility of human rule-following 
compared to the rigidity of machine rule-following: “The laws of inference do not compel [someone] to 
say or to write such and such like rails compelling a locomotive” (Remarks on the Foundations of Math-
ematics (Wittgenstein, 1978), §I-116).
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precludes strong AI, but we will explore the implications of this for the AP: in 
Sect. 3, we will argue that the “flexibility” of human rule-followers resides in that 
human rule-following is conditioned by psychological, social and cultural factors, 
while machines work with strict formalisms (hence, in this sense, following rules 
“mechanically” or “deterministically”). As we will see, this has important conse-
quences for the AP.

We can abstract a further lesson from this literature for our purposes, this time 
from the commentators that are more positive (Gerrard, 1995; Obermeier, 1983; 
Yingjin, 2016) or less decided (Casey, 1988; Harre, 1988)3 about Wittgenstein’s phi-
losophy and strong AI: these studies emphasise that, from a later Wittgensteinian 
perspective, the focus of language, communication, understanding, rule-following 
(these are important for the AP) and even thinking (this is important for the strong 
AI thesis) is not in “inner cognitive states” or any similar form of psychologism. 
This is against Searle’s famous view of understanding as grounded in mental states, 
illustrated with the Chinese-Room thought experiment, and instead grounds under-
standing in performance (Obermeier, 1983)4 and radically departs from the Carte-
sian picture of understanding (Yingjin, 2016). For this reason, according to Harre 
(1988), Wittgenstein’s views partially overlap with the Turing Test of machine intel-
ligence (performance indistinguishable from human performance, without commit-
ments on what underlies such performance), at least for some domains. The later 
Wittgenstein’s Beetle in a Box thought experiment illustrates this nicely: suppose we 
all had a box with a “beetle” inside, but one could only see their own “beetle”; we 
would engage in linguistic practices and talk about our “beetles” (e.g., mental states) 
without a problem. Thus, at least from a later Wittgensteinian perspective, the issues 
above can (and should) be tackled with a focus on performance (using language, 
following rules, etc.) at the expense of mental and axiological constructs. By exten-
sion, from this perspective, the AP should also be tackled in this way, and not by, for 
instance, “machines having the same mental picture as us” or “machines sharing our 
values”, or appealing to goals and intentionality. In other words, we are concerned 
with alignment as aligned performance between agents, and the AP as the problem 
that machines may behave in ways that defy our expectations.

Overall, our later Wittgensteinian approach to the AP follows both leads: that 
machines follow rules “mechanically” and that the focus should be on overt perfor-
mance rather than extra-performance constructs. Sections 3 and 4 will elaborate on 

3 Harre is positive especially about “rigid” domains like, according to him, mathematics. However, as 
we will see, the later Wittgenstein’s philosophy of mathematics conceived many aspects of mathemat-
ics as continuous with other linguistic activities. Notably, according to the later Wittgenstein, mathe-
matical rule-following is influenced by psychological, social and cultural factors—and by extension, so 
would modern programming languages. Admittedly, Harre discusses only Philosophical Investigations 
(Wittgenstein, 2009) and not Wittgenstein’s work on the philosophy of mathematics (which was more 
unknown at the time; see Pérez-Escobar, 2022).
4 “If a program can handle linguistic information, relying on the function of the individual words in con-
text and acting according to established rules, it is capable of "understanding-as-performance"” (Ober-
meier, 1983, p. 345).
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what following rules “mechanically” means (in contrast to human rule-following) 
and its implications on the AP.

A few words for the AI connoisseur concerning the AP, and to further clarify 
the scope of this paper, are in order. The particularly successful implementation 
of the new AI paradigm (i.e., the one based on statistical inference) via Artificial 
Neural Networks (ANNs) comes in different specialised forms. In this paper, how-
ever, we glance only occasionally at such specialised forms. This is because we 
focus on a type of basic alignment/misalignment that is common to both modern 
and good-old-fashioned AI: that between the execution of code by a machine and 
the expectations of a programmer or user (and the training procedures that modu-
late such alignment/misalignment). However, it is worth noting that this basic align-
ment/misalignment type ramifies and extends over the particularities of different AI 
forms. ANNs, in particular, display alignment/misalignment in different ways after 
their initial design. Issues of sample sizes and overfitting are common to all types 
of ANNs, and they can be prone to misalignment in specific manners. For instance, 
Convolutional Neural Networks (CNNs) can learn directly from raw data, auto-
matically extracting relevant features (in contrast to more classical ANNs, where 
the features are often predefined manually by programmers). This in part accounts 
for the success of CNNs in image/video-related tasks, as it is difficult to verbalise 
relevant features (in contrast to, say, credit scores). In turn, this makes it harder to 
examine and assess the reasoning of CNNs, which requires specialised techniques 
to render AI “explainable” (e.g., in an image/video task, one can assess which pix-
els impact a CNN’s judgement strongly, thus identifying “the focus of the CNN”). 
Another instance of misalignment comes into play whenever there are many itera-
tions of training (we will discuss in particular the detection of training environments 
later in the paper). The case of Generative Adversarial Networks (GANs) is interest-
ing because several ANNs communicate with each other, and thus there is align-
ment/misalignment between ANNs. It may be argued that something similar hap-
pens between the encoder and decoder of the Transformer architecture in ANNs (for 
instance, when the ANN models a reward function itself), with the difference that 
these are not antagonists in a dialogical situation. Overall, alignment is important 
in both agonistic and antagonistic situations, and such interactions also depend on 
the basic alignment with the designer’s goal (namely, that machines align between 
themselves). Because of this, we focus on a conceptual analysis of the basic bedrock 
of alignment/misalignment, the one that takes place between human user/designer/
programmer and machine (and adequate training procedures to this end, informed 
by our analysis), at the cost of the multiplicity of possible instances and types of this 
phenomenon, which will be the focus of future work.

Last, before proceeding to our framework, we provide three conceptual clarifica-
tions that may be needed given the way that we have illustrated the AP and its rela-
tionship to AI safety. First, despite the shared basic alignment principle described 
above, alignment with a calculator seems to be different from, say, alignment with a 
chatbot that is engaged in a dialogical situation. More specifically, despite the shared 
principle, methods to achieve alignment are markedly different in the two cases. 
At a basic level, our framework applies to the two types of alignment: building on 
the notion above of “mechanically following a rule” by machines, the distinction 
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between the two types of alignment is one of complexity, but not of kind (even if 
this complexity involves output like the exertion of actions that may be considered 
“value-laden” from an anthropomorphizing enough view, which would hardly be 
the case for the output of a calculator). Yet it is this difference of complexity that, 
as we will see, enables the alignment methods suggested by our framework, which 
are focused on specific training procedures. A calculator cannot be trained in the 
sense suggested in Sect. 6 (instead, it can be reprogrammed at a basic level or modi-
fied at the circuitry level to achieve alignment). The calculator example is useful to 
illustrate basic alignment with machines qua mechanical rule followers, but what 
follows is concerned with alignment in the more complex sense involved in AI. Sec-
ond, safety issues seem distinct among these two types of alignment (and of the two, 
only the second is AI related). Of course, misalignment with a calculator may lead 
to safety issues (e.g., involving calculation), but issues of AI safety like the ones 
mentioned in the introduction and later on are, again, more complex and often less 
tractable. In this work, we are concerned with the latter. Third, AI alignment and AI 
safety partially overlap but are not the same thing. We are concerned by AI safety 
issues caused by misalignment, but not by, say, an ill-intentioned agent who is prop-
erly aligned with and controls an AI system. We are concerned with AI alignment 
and with a subset of AI safety issues: those stemming from AI misalignment.

3  Later Wittgensteinian Features of Language and Mathematics: 
Meaning as use and rule Bending

When discussing communication and rule-following in both speech and writing, 
the later Wittgenstein extensively resorts to the notions of meaning as use and rule 
bending for natural language (in Philosophical Investigations, Wittgenstein, 2009) 
and mathematics (in Lectures on the Foundations of Mathematics, Wittgenstein, 
1976, and Remarks on the Foundations of Mathematics, Wittgenstein, 1978). Mean-
ing as use is the idea that the meaning of a proposition is not a property of the sym-
bols that comprise it, but a property of the use (or uses) of that proposition. Rule 
bending is the idea that rules and instructions do not fully determine their uses; rules 
are always underdetermined enough that unconventional uses are possible, and con-
ventional uses happen more often because of specific training and coexistence of 
human beings in societies and groups where rules are often used in specific man-
ners. Consider the following illustrative quotes:

“...we all know how to go on: 1, 2, 3, . . . , by intuition. But suppose an intui-
tion to go on: 1 , 2, 3, 4, was a wrong intuition or wasn’t an intuition?... 
whether he knows it or not is simply a question of whether he does it as we 
taught him; it’s not a question of intuition at all… more like an act of decision 
than of intuition. (But to say "It’s a decision" won’t help [so much] as: "We all 
do it the same way.") (Wittgenstein, 1976, p.30)
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"Did your pointing determine the way he was to go?" might then mean "Did 
you point in one direction or in two?" (Wittgenstein, 1976, p. 29)

These two quotes illustrate how, even in mathematics, rule following works 
according to Wittgenstein: they are underdetermined by the rule itself in the sense 
that their execution are “acts of decision”, yet we often follow rules in similar ways. 
Wittgenstein attributes this to the fact that we are trained to use rules in similar 
ways, but we could also be trained to use them differently given their indeterminacy. 
In other words, while the received view is that 3 + 3 = 6 due to mathematical struc-
ture, the later Wittgenstein makes the case that it is due to training (see Berg, 2024 
and Pérez-Escobar, 2023b for lengthier overviews) and other factors that influence 
rule-following. Consider the following quote too:

“By the words of ordinary language we conjure up a familiar picture-but we 
need more than the right picture, we need to know how it is used.” (Wittgen-
stein, 1976, p. 19)

Here, in the context of mathematics, Wittgenstein criticises the Cartesian picture 
of understanding. The quote is one of the many explicit instances where Wittgen-
stein claims that the meaning of words reside in their use, and by extension, the 
best clarification possible of a rule is seeing it executed in practice. These two fea-
tures of language and mathematics (and logic, as we see next) synergize sometimes. 
For instance, when discussing contradictions in the Lectures on the Foundations of 
Mathematics, Wittgenstein claims that we often think of them as a jammed cog-
wheel mechanism, but there is no such logical jam. Instead, he claims that if we 
cannot make any use of a contradictory order like “leave the room and don’t leave 
the room”, what happened was a psychological jam: we were not trained in any use 
of that order (e.g., a training on the use of that rule could result in leaving the room 
mentally but not physically), or maybe whoever gave the order wanted to confuse the 
receptor (in which case its use was successful) (Wittgenstein, 1976, pp. 175–179).

We can now make a key point: human to human communication is also sub-
jected to a form of alignment problem, even in formal languages. People are 
inherently misaligned, and it is common training, belonging to social groups and 
being exposed to uses of rules that keeps them aligned. When these factors are 
lacking, we find the puzzling scenarios that Wittgenstein talks about in his later 
work, even in the formal sciences. The fact that this can also happen in math-
ematics and logic shows that, while clarification helps communication, it does not 
completely solve the problem: gaps may always remain. In fact, modern literature 
is concerned with what is known as “open texture” in mathematics (Tanswell, 
2018; Zayton, 2022). Given the human alignment problem, can we say that we 
“point in many directions” when giving orders to a machine? Can we abstract 
lessons from human-to-human alignment to aid with human–machine alignment? 
Our answer is positive, and we will show how in Sects. 5 and 6. But first, let us 
further sketch the factors that contribute to human-to-human alignment according 
to Wittgenstein.
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Wittgenstein’s early work (Tractatus Logico-Philosophicus) commits to a form 
of logical atomism, where basic propositions comprise the individual building 
blocks of more complex products (for instance, but not only, scientific knowl-
edge) in a stable manner. In his later works (Philosophical Investigations, Lec-
tures on the Foundations of Mathematics, and Remarks on the Foundations of 
Mathematics), Wittgenstein radically departs from logical atomism, and develops 
a fluid, contextual, socio-cultural and institutional image of language: language 
only works and makes sense as part of complex and dynamic forms of life. In 
this later phase, he presents his ideas very unconventionally, often resorting to a 
wide variety of examples. In these examples he sometimes mentions factors that 
contribute to common understanding in communication and rule-following. This 
is noted by the literature on Wittgenstein and AI discussed in Sect. 2, albeit under 
vague categories (often used by Wittgenstein himself, who nonetheless illustrated 
them with myriads of examples and metaphors). Concerning rule-following, 
these include human “flexibility” (e.g., Dreyfus, 1978, p. 175; Yingjin, 2016), 
normativity (as opposed to “mechanically following rules”; see Shanker, 1998, p. 
6–9, 25–26; 30–31; 45–51; 56–59; 119; 226; 242–243), context-dependence (e.g., 
Dreyfus, 1978; p. 23, 37, 134, 175, 183; Obermeier, 1983; Harre, 1988; Shan-
ker, 1998, p. 47, 49, 54–58; 118–119; 180; 183; 206; 220; 226; 246–248), forms 
or ways of life (e.g., Dreyfus, 1978, p. 22, 133–134, 174; Casey, 1988; Harre, 
1988; Gerrard, 1995; Shanker, 1998, p. 196), language games (e.g., Casey, 1988; 
Gerrard, 1995; Shanker, 1998, 53–54, 61, 114–115, 166, 197, 199–203, 207–208, 
222, 224–225, 240…) and more. The more precisely the factors are characterised, 
the better can alignment be understood and fostered. After a survey of Wittgen-
stein’s examples, it seems that the factors contributing to alignment according to 
Wittgenstein are of three main categories: psychological, social, and cultural. For 
instance:

Psychological Factors Turing: The order points in a certain direction, but leaves you 
a certain margin. Wittgenstein: Yes, but is it a mathematical margin or a psycho-
logical and practical margin? That is, would one say, "Oh no, no one would call this 
one–one correlation"? Turing: The latter. Wittgenstein: Yes. It is not a mathematical 
margin. (Wittgenstein, 1976, p. 168).

Social Factors "Does the formula ’y =  x2’ determine what is to happen at the 100th 
step?" This may mean, "Is there any rule about it?"-Suppose I gave you the training 
below 100. Do I mind what you do at 100? Perhaps not. We might say, "Below 100, 
you must do so-and-so. But from 100 on, you can do anything." This would be a dif-
ferent mathematics. (Wittgenstein, 1976, p. 29).

Cultural Factors Let’s suppose a tribe which liked to decorate their walls with cal-
culations.( An analogy with music.) They learn a calculus like our mathematics in 
school, but they do the calculations much more slowly than we do – not in a slap-
dash way. They never write the sign ∫ without decorating it very carefully with dif-
ferent colours. And they use the calculus solely for the purpose of decorating walls.
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Suppose that I visit this tribe, and I want to anticipate what they’re going to write. 
I find out the differential calculus and write it down in a very slapdash way, quickly 
– and find, "Oh yes, he’s going to write down × 3/3."I would use my calculations 
to make a forecast of what they are going to write. Suppose I invented these opera-
tions to make these forecasts. Would I be doing mathematics or physics? Would my 
results be propositions of mathematics or physics? (Wittgenstein, 1976, pp. 39–40).

Note that the first two are concerned with how mathematics is used at a mere 
symbolic level, while the last is concerned with how it is used extra-mathematically. 
Therefore, we illustrate these two uses of rules, although extra-mathematical use is 
more important both for Wittgenstein (it is actually his condition for mathematical 
meaning) and the purposes of this paper. Note, however, that use at the symbolic 
level is also relevant, for instance, for language models like ChatGPT and Bard inas-
much as their symbolic outputs can be used extra-symbolically. For instance, people 
ask these AIs for help regarding a given matter, and they incorporate the AI input 
into their practices. Furthermore, given our tendency to anthropomorphize, we may 
“overinterpret” the outcomes in the sense of deriving consequences not explicitly 
produced by the AI.

Because cultural factors are broader than specific social groups, and social groups 
are broader than individual psychological traits, we illustrate these factors in an 
“onion” model, from broader to narrower (see Fig. 1).

The purpose of this hierarchy is to illustrate the following: if I belong in a social 
group, it is very likely that the members of the group also share a general culture, 
while the opposite is more unlikely. For instance, I may belong to the Western cul-
ture (or a Western culture, like the North American) and thereby be better aligned 
with the rest of its members than with members of other cultures. However, I do not 
share social groups with most members of that culture. I would be better aligned 
with those people with whom I share both social groups and a culture than with 
those with whom I only share a culture. Individual psychological factors are harder 
to align, and involve much closer interactions.

4  Wittgenstein and the Alignment Problem in AI

Section 3 has argued that the use of language by humans, according to the later 
Wittgenstein, is not deterministic (in the sense that it is not determined by sym-
bols alone). On the other hand, machines interpret commands deterministically in 
this sense. By “deterministically”, we do not mean “predictable”; we mean “not 
modulated by psychological, social and cultural factors; but obeying formalisms” 
(see Fig.  2).5 This creates a tension underlying the AP (the  alignment problem 
between humans and machines): humans and machines use language differently. 

5 After our analysis in Sect. 3, we believe this is what Shanker’s notion of “mechanically following a 
rule”, as opposed to human rule-following, amounts to. Thus, our reading of the paragraph §I-116 from 
the RFM (see footnote 2) is that the rails that compel a locomotive in a given direction is a deterministic 
formalism, while human rule-following is subjected to psychological, social and cultural factors in their 
use of language (including mathematics and modern programming).
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Furthermore, there are important parallelisms between the AP and the most basic 
notion of a human communicating a goal to a computer. In classical AIs, often 
called expert systems, design and communication by humans is done directly by 
hard coding rules. Such rules play a role at least for the so-called boundary and 
safety conditions nowadays. We seldom probe what a model like BARD would do 
if asked to do harm or give legal advice. Instead, previously manually-coded rules 
make expert systems filter things out. In the case of more modern machine learn-
ing systems, especially in the context of deep learning, the main moment of (mis)
communication happens at the definition of reward functions. We need to codify 
what “success” is during training. Say we need to train a neural network to distin-
guish handwritten numbers. Usually, this is achieved with a big pool of training 
data (but tiny compared to modern AI applications). A simple example showing 
how this works is the following. There are pictures of handwritten numbers and 
corresponding  annotations of which numbers are depicted (i.e., correct pairs of 
handwritten numbers and digital numbers). The neural net is assigned a training 
set where the answers are known and learns to assign the right number to a pic-
ture of a handwritten number. How good it is at doing this can be assessed if we 
give it the task to recognize numbers in a new set of problems. The technicalities 
do not matter here and there are of course a vast family of different learning algo-
rithms. How quickly and accurately  the intended goal and the reward function 
overlap differs across contexts (depending on the character of the task or learning 

Fig. 1  The onion model
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algorithm) as can be seen for instance in Chrabaszcz et al. (2018). They list sev-
eral examples where evolution strategies were used to program bots for Atari 
games. However, the prima facie correct approach to model “success” in these 
games  (with the inbuilt score system as a reference for success) sets a wrong 
incentive. One well known example is a "cheese strategy" in Qbert, namely that:

The agent learns that it can jump off the platform when the enemy is right 
next to it, because the enemy will follow: although the agent loses a life, 
killing the enemy yields enough points to gain an extra life again [...]. The 
agent repeats this cycle of suicide and killing the opponent over and over 
again. (Chrabaszcz et al. 2018, p. 8)

Misalignment can also happen when the labelled training set is not large 
enough or if it has unintended structures in it. Khiyari and Wechsler (2016) 
observed that:

For one-class demographic groups, we corroborated that verification accu-
racy is relatively lower for females, young subjects in the 18-30 age range, 
and blacks. For two-class and three-class demographic groups, we showed 
that performance can vary widely and identified which groups are the most 
challenging. This paper highlights the role demographics play on verifica-
tion performance and provides direction for future research in face recogni-
tion under uncontrolled operational settings

The claim above points at a recurring theme in Machine Learning: data must 
be diverse.

Given that humans and machines use language differently, how can we achieve 
at least alignment-as-performance? A consequence of the model that we pro-
posed in Fig.  2 is that the tension in human–machine communication can be 
alleviated by intervening either in the human use of language or in the machine 
use of language. We call the strategies based on the former “aligning from the 
side of humans” and strategies based on the latter “aligning from the side of 
machines”. With these terms we do not imply that one can make humans use 
language deterministically (in the above sense: uninfluenced by psychological, 
social, and cultural factors) or machines use language inderministically (again in 
the above sense: if machines become sensitive to contextual nuances it is because 
new symbols encode the relationship between propositions and context). E.g., if 

Fig. 2  Human–human and human–machine alignment
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I command a human to “leave the room and do not leave the room”, the human 
may understand that, in that context, I want them to leave the room mentally but 
not physically without further explanation if they share cultural/social/psycholog-
ical alignment factors with me. However, for a machine to use a contradiction in 
this fashion, further symbols (e.g., definitions, instructions, and clarifications) are 
needed. Instead, with these terms we only refer to whether the alignment strategy 
emphasises the human level or the machine level. We proceed to describe the two 
strategies based on the framework above, their potential and their limitations.

5  Aligning From the Side of Humans

There is the common intuition that when the machine’s behaviour does not conform 
to human expectations after human input, it is the human’s fault since, for instance, 
they “did not program adequately” (e.g., Huang et  al., 2014).6 This intuition is 
likely linked to intuitions about consciousness and agency: how can a machine 
be to blame? However, in some cases, we do blame the functioning and design of 
machines: I may not know how to use my phone, but also, my phone’s design or 
functioning may be faulty or suboptimal relative to my needs. We will argue that the 
latter argument applies to AI as well, against the common notion that the program-
mer is always the one to blame or the one biased, in Sect. 6. On the other hand, in 
the current subsection we unpack the idea that becoming a better programmer is a 
strategy that helps but does not solve the AP and hence needs to be aided by other 
strategies informed by our framework above.

The first set of strategies is preventing humans from “bending rules”, i.e., to never 
depart from certain linguistic references. If these references are the ideals of for-
mal languages, like mathematics and programming, then the chance of a command 
from a human to a machine leading to an unexpected result should diminish. In fact, 
this is what learning mathematics and programming is in principle about: we learn 
what strings of symbols entail, either within the symbolic realm (e.g., the iteration 
of y =  x2) or outside it (e.g., a sheet of paper coming out of a printer after command-
ing “print”).

The stipulation that programmers should become “good” programmers from 
a formal standpoint is mainstream. Accordingly, there are many strategies in this 
direction. A key notion of the classical paradigm of logic, namely formal verifica-
tion, is a major example of this. The key idea here is to change the practice of coding 
in a way that makes it capitalise on the power of logic. Programs are not checked 
anymore by testing applications but in a formal way, close to the ideals of logic. One 
proves (often with interactive theorem provers) that some properties hold in the form 
of real theorems (in the sense of theorems in mathematics). The theorem provers 
produce a formal certificate vouching for the correctness of the theorem. Similarly, 

6 For more informal reflections, see: https:// towar dsdat ascie nce. com/ dont- blame- the- ai- it-s- the- humans- 
who- are- biased- d01a3 b876d 58; https:// blog. codin ghorr or. com/ the- first- rule- of- progr amming- its- always- 
your- fault/; https:// towar dsdat ascie nce. com/ dont- trust- ai- 10a7d f5209 25

https://towardsdatascience.com/dont-blame-the-ai-it-s-the-humans-who-are-biased-d01a3b876d58
https://towardsdatascience.com/dont-blame-the-ai-it-s-the-humans-who-are-biased-d01a3b876d58
https://blog.codinghorror.com/the-first-rule-of-programming-its-always-your-fault/
https://blog.codinghorror.com/the-first-rule-of-programming-its-always-your-fault/
https://towardsdatascience.com/dont-trust-ai-10a7df520925
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model checking is done currently in practice in the context of, e.g., autonomous 
vehicles (cf. Sifakis & Harel, 2023). In these approaches, formal properties of a pro-
gram get verified by deduction (or something logically equivalent, like the construc-
tion of models), i.e. by a finite set of rules, showing that the assumptions made about 
the program guarantee a property of the outcome of the computations. In this way, 
programming can be seen as an exact science. As Hoare (1969) puts it, “Computer 
programs are mathematical expressions. They describe with unprecedented preci-
sion and in the most minute detail, and behaviour, intended or unintended, of the 
computer on which they are executed”. One does not need to listen to the program-
mer’s intentions to understand that an algorithm terminates or that an input of this 
sort will never yield an output of that sort. One can simply trust the certificates once 
a corresponding theorem is stated and proven. The step from the code to this math-
ematical expression—so to speak—is often connected to a strong emphasis on log-
ics, as in endeavours like proof extraction (cf. Letouzey, 2008), where constructive 
proofs get turned into algorithms. There is also a step of abstraction involved here 
as the properties of programs are normally abstracted from the actual code. Peo-
ple have long been not just thinking about this on a technical level alone but also 
concerning protocols (cf. Rogers, 1981). Yet, current autonomous systems are too 
complex to be formally verified, and thus this strategy meets limitations (and AI 
researchers are aware of this).

However, besides this known limitation, our framework conceptualises a more 
substantial one. Note that we explicitly problematized the case of y =  x2 above: we 
follow this rule as a result of training with the rule, and what this training entails 
should be further unpacked. Training humans in formal languages is an approach 
that in fact works to a sizable extent, but not because we humans are able to abstract 
ourselves away from the parameters in the onion model above. Instead, it is because 
training in formal languages constitutes input to these parameters. In fact, users of 
formal languages like computer scientists or mathematicians also belong to specific 
subcultures that influence their formal practices, as the field of ethnomathematics 
shows both historically and contemporarily around the notion of mathematical cul-
ture (e.g., Asper, 2009; Katz, 2016; Larvor, 2016; Ju et al., 2016; Verran, 2001).

In other words, mathematics and similar languages like programming languages 
are enculturated.7 Thus, deviations from a given formalist ideal may be attributed 
to different things besides a lack of training in a formal language. Even if a given 
culture intended to create a globally homogeneous linguistic group using a univer-
sal formal language, training in sub-cultures may lead to slightly different uses of 
such a formal language. For instance, the learning of mathematics has social aspects 
that leak into mathematics itself and therefore it seems safe to infer that they also 
leak into programming practices. There is room for choice in mathematics (Laka-
tos, 1976), mathematicians depart from formalisms in their uses of mathematics 

7 Recently the enculturation of mathematics has been formally precised by modelling via frame seman-
tics how mathematicians learn to create new mental prototypes for mathematical situations (like within 
different types of proofs) and symbols during their training (cf. Carl et al., 2021; Fisseni et al., 2019; Fis-
seni et al., 2023).
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(Pérez-Escobar, 2022; Pérez-Escobar & Sarikaya, 2022; Wittgenstein, 1976, 1978; 
Pérez-Escobar, 2023b), and mathematical concepts themselves  are indeterminate 
(Bangu, 2023; Pérez-Escobar, 2023a; Tanswell, 2018; Zayton, 2022).

Given this, it is very feasible that different humans have different expectations on 
how a command should be followed, regardless of whether it is expressed in natural 
or formal languages. In fact, broadly speaking, it is well known that individual psy-
chological differences make a difference in human–computer interactions including 
programming and code-review (e.g., Bishop-Clark, 1995; Whitley, 1996; Da Cunha 
& Greathead, 2007). More specifically for our purposes, it has been found that per-
sonality and cognitive differences influence not only the frequency of mistakes (here 
understood as deviations from computer formalisms) but also the type of mistakes 
made by human programmers independent of their proficiency level (Huang et al., 
2014). The latter study also suggests that increased training and proficiency reduces 
the variability of mistakes but does not eliminate it, in consonance with the remarks 
above that training in a community fosters alignment but is not the only factor: psy-
chological and other social and cultural factors remain.

In other words, training homogenises rule-following, but not completely. Taken 
together, this suggests that psychological, social, and cultural factors indeed influ-
ence our use of formal languages, and that “becoming a better programmer” is a 
strategy that helps but will not solve the fundamental issue. As Wittgenstein said, we 
cannot walk on “slippery ice where there’s no friction” (Wittgenstein, 2009, p. 107), 
i.e., our use of language is in constant friction with psychological, social, and cul-
tural factors. For this reason, we should find complements to this strategy to address 
the AP. Informed by our Wittgensteinian framework, Sect. 6 aims to do this.

The sceptic may propose other explanations for human deviations from the deter-
ministic formalism. One such explanation is that fatigue and attention/arousal issues 
lead to mistakes which are not connected to human rule bending: the human knows, 
for instance, why their code is wrong and what they should have written so that the 
machine did otherwise, but they did not pay enough attention and made a mistake in 
their command. This is indeed a possibility, yet not incompatible with the above social 
aspects of (formal) rule following. Not only this, but such attention issues are some-
times gateways for the manifestation of the individual psychological factors of the onion 
model. People are not extremely meticulous constantly (e.g., constantly doubting one-
self, rereading multiple times, etc.) but normal practices involve more “natural” behav-
iour on a daily basis (e.g., there are mathematical “hinges”, unfalsifiable or epistemi-
cally resistant beliefs that are often implicit and constitute the bedrock of mathematical 
practices (Kusch, 2016; McGinn, 1989; Moyal-Sharrock, 2005; Wittgenstein, 1972); 
furthermore, mathematicians themselves skip formal levels of analysis on a daily basis, 
as Wagner (2022) observes). Sometimes, oversights tend to converge into a type of mis-
take, thus becoming systematic biases and revealing important psychological informa-
tion about humans. When someone is engrossed in a particular line of thinking, atten-
tional biases can account for their inability to contemplate other potential options (e.g., 
Baron, 2000). In the context of language, these biases are psychological manifestations 
on the approach to a problem using symbols: decreasing attention amplifies bias mani-
festation instead of being necessarily a factor outside the model. Of course, given our 
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framework above, it is unclear whether rule bending should be qualified as a source of 
bias at all, since it would assume a fixed reference.

The sceptic may propose another challenge. The AP manifests itself  when we 
program a command and the machine executes an unexpected response. If I am 
biased and the machine reproduces my bias according to my intentions, there is no 
AP. This is correct, but it is not the case of bias we are concerned with in this work. 
Instead, we are concerned with “biases” in the use of language (to talk about bias in 
this sense, we need a reference: how a machine interprets a formal language; thus, 
we are concerned with “biases” as departures from this reference). These “align-
ment biases” in the use of language lead to unexpected responses by machines. 
Thus, for instance, we are concerned with those instances of algorithmic biases 
where the human did not intend the machine to reflect such biases. Human bias 
(explicit or implicit) and the AP (human “bias” as deviation from machine use of 
language) are different problems that require different solutions. However, we must 
concede that these problems may be hard to demarcate in practice. For instance, 
ChatGPT commits to specific political positions in a way qualified as algorithmic 
bias (e.g., McGee, 2023; Motoki et  al., 2023; Rozado, 2023; Rutinowski et  al., 
2023), but this may be the intentional outcome of human political bias or the result 
of misalignment.

All in all, humans, natural rule  benders, may stop bending rules by focusing 
on “clear” specifications of human goals. This may be achieved, for instance, by 
training in programming and computer science, in the formal aspects of “unbent” 
machine language. However, this training and linguistic clarifications are patch-
works; they do not fully address the underlying principle at the base of the problem. 
In the context of future powerful AIs, mistakes like these can be fatal.

6  Aligning from the Side of Machines

As discussed before, “proper rule-following” is underdefined by rules, and while 
clarification may help, this issue is in principle unsolvable. To keep people aligned, 
they need to share psychological, social, and cultural factors, like common train-
ing in a linguistic practice. According to Wittgenstein’s notion of “meaning as use”, 
the best way to understand a rule is to see how it is used in natural contexts. In 
Philosophical Investigations, Wittgenstein claims that “Obeying a rule is a prac-
tice” (Wittgenstein, 2009, paragraph 202). For instance, to understand the command 
“bring me food”, the best that one can do is to see how people follow the command 
in a given context. We believe that AI training procedures can be inspired by this 
consideration and the broader framework presented in Sect. 3, thus complementing 
the strategy presented in Sect. 5 for the development of safe AI.

First, let us briefly introduce two very common AI training procedures: excep-
tion-adding and desiderata-listing. Exception-adding consists in restricting undesir-
able outcomes produced by the AI whenever (or before) they appear. For instance, 
if we instruct an AI to store oranges in a 3D space as efficiently as possible, the AI 
may squeeze the oranges to maximise the number of stored oranges. If squeezing the 
oranges is undesirable (for instance, because this way they cannot be consumed after 
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transportation) we stipulate squeezing as an exception, and then the machine would 
find the next best path of action. A real example that became mediatic was an object/
person classifier by Google that mislabelled people of colour as “Gorillas”; the 
labelling tool was forbidden to tag anything as “Gorilla”, “Monkey”, “Chimp” etc. 
(cf. Simonite, 2018; Wilner, 2018). Desiderata-listing consists in listing all valuable 
parameters so that the machine finds solutions that do not compromise on them, or 
compromises on them only relative to their order in a hierarchy. For instance, in the 
example above, desiderata-listing would consist in listing not just storing as many 
oranges as possible, but also keeping the orange juice within the orange skin, among 
other desiderata. Unlisted desiderata will often be compromised. An intuitive way to 
understand the latter strategy is via the wish-granting genie in a lamp meme: while 
the genie grants our wish, the way that the wish is realised unexpectedly compro-
mises on some implicit desideratum. For instance, someone tells the genie “I wish 
to be famous”, and the genie kills the person, followed by a final vignette depicting 
a newspaper with the heading “man murdered by real genie!”.8 Proper desiderata-
listing should have included “I must live” besides being famous.

Not only language underdetermines “proper rule-following”, but also, different 
people may expect different executions of rules across different scenarios. Program-
mers, as individuals or groups, often generalise their values concerning the param-
eters of the onion model too far. A systematic effort to counter overgeneralization 
(though not directly informed by the Wittgensteinian framework presented here) has 
been done. This includes diversity issues in teams that can hinder the generalizabil-
ity of their output to some extent, as AI development does not happen in a vacuum 
but in the real environments of company locations, often in the US. The framework 
here presented can inform and enrich such efforts. Note that such a diversity is not 
relevant here for the purposes of social justice initiatives, but to improve on the AP 
by adding design and training variety to AIs (this connects to other debates in phi-
losophy; see, e.g., Longino, 1993 and Foley, 2003).

Data collection can also benefit from this approach. A prominent example is the 
"Moral Machine experiment"  (Awad et al., 2018), an ambitious global study initi-
ated by the MIT to understand human preferences in the context of moral dilemmas 
faced by autonomous vehicles. People around the world have given their opinion 
on what a self-driving car should do in certain scenarios. In all scenarios, a colli-
sion was unavoidable, but depending on the action taken the outcomes differ. For 
instance, the car can either compromise the safety of young passengers in a car or 
elderly pedestrians. Shall the car prioritise the pedestrians or the safety of passen-
gers? Should one take into account in the moral judgement whether the pedestri-
ans were jaywalking? The study by Award et  al. (2018) shows that there are cul-
tural differences concerning moral judgements in this scenario. While some ways 

8 For the original comic strip, see: https:// explo sm. net/ comics/ kris- desire. The genie analogy seems 
to appear for the first time in the following interview in 2014: https:// www. edge. org/ conve rsati on/ the- 
myth- of- ai. It is claimed that “This is essentially the old story of the genie in the lamp, or the sorcerer’s 
apprentice, or King Midas: you get exactly what you ask for, not what you want.” Yet, this judgement 
assumes that machine use of language is a reference for linguistic orthodoxy, and hence, one really asked 
for what the machine did.

https://explosm.net/comics/kris-desire
https://www.edge.org/conversation/the-myth-of-ai
https://www.edge.org/conversation/the-myth-of-ai
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of proceeding are more agreed upon, like sparing humans over animals, there is 
disagreement as for others. For instance, the paper observes that “countries belong-
ing to the Southern cluster show a strong preference for sparing females compared 
to countries in other clusters.” It is results like this that have inspired the need to 
add (in this case, cultural) diversity in AI development teams.9 This entails that, 
given generic programming rules, different people may expect an automated car to 
do something different. More specifically, according to our framework, these dif-
ferences may manifest as linguistic and rule-following differences relevant for the 
context of developing automated cars, at least sometimes in ways too implicit to be 
accounted for by standard procedures like exception-adding and desiderata listing. 
Remember that, according to our framework, different people may expect different 
executions of a rule even when it is surrounded by substantial clarification, as in the 
form of desiderata and exceptions. Diversity with regards to the stipulation of excep-
tions and desiderata is, therefore, not enough.

Exception-adding and desiderata-listing are also relevant in the interplay of 
expert systems with deep learning systems if we assume the desiderata to be previ-
ously hard coded and not extracted from the learning set directly. However, as we 
are about to see, the learning set by itself presents another angle on how to achieve 
better aligned systems.

Exception-adding and desiderata-listing have problems that become evident after 
the presentation of our framework in Sect. 3. Not only may we lack the resources 
to list all the exceptions and desiderata for a given rule across contexts10 (and thus 
exhausting in this way how a rule ought to be followed is problematic) but also there 
is variability in how all this is linguistically presented relative to psychological, 
social, and cultural factors. To improve on these weaknesses, we propose that AI 
training procedures should provide a synthesis of 1) commands, 2) their executions 
across contexts (where their true meaning resides), and 3) across different psycho-
logical, social, and cultural values that underlie the relationship between 1 and 2. 
This can be achieved in at least three ways: by vicarious learning, by feedback train-
ing, and by software diversity, all integrating 1, 2 and 3.

Vicarious learning procedures should consist of presentations of commands and 
their executions by two or more aligned agents across multiple contexts in a way 
that the machine is sensitive to the psychological, social, and cultural parameters 
of the involved agents.11 This way, the “correct” manner of following a rule is not 
exhausted by exceptions and desiderata, but shown in practice across different con-
texts (the machine would translate the presentations into formal rules of its own, but 
this is free from the AP). Furthermore, the machine not only pairs commands and 

9 Another case of misbehaving AIs is the misclassification of people with darker skin tones in many 
visual classifiers (cf. Crawford, 2016).
10 “It is certainly very hard, and perhaps impossible, for mere humans to anticipate and rule out in 
advance all the disastrous ways the machine could choose to achieve a specified objective” (cf Russell, 
2019).
11 It is convenient to note here that, given our framework and that we are applying and adapting the lit-
erature on the later Wittgenstein and AI, vicarious learning here is based on the analysis of overt perfor-
mance, and not on empathy, the observation and acquisition of values, and similar.
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their executions across contexts, but also associates the psychological, social, and 
cultural parameters of the agents to those pairs. Moreover, different training agents 
encompassing different values of psychological, social, and cultural parameters 
should be employed. This way, fluctuations in these parameters and contexts, which 
is reflected in different executions of commands, are accounted for.

Feedback training can also synthesise commands, executions across contexts 
and psychological, social, and cultural factors. It should consist of executions of 
commands by the machine across contexts, but instead of adding exceptions after 
undesirable executions, the trainers only tell the machine whether the execution is 
satisfactory or not. The trainer does not explain why (as this would introduce the 
AP again), but instead, the machine pairs the psychological, social, and cultural val-
ues of the trainers to their feedback (satisfactory or not) on the execution for each 
context.

The third procedure is to foster software diversity. The main difference with the 
other two is that there is not a single software that is made sensitive to psychologi-
cal, social, and cultural factors, but instead there are multiple software tailored to 
specific combinations of values of these parameters. As mentioned before, it has 
been experimentally shown that people with different psychological profiles make 
different programming errors. Very importantly, the same study also shows that soft-
ware diversity reduces the frequency of such errors (Huang et al., 2014). According 
to our framework, these errors are derived from the AP, despite the authors calling 
these errors “human errors” in line with the trend of blaming the human side of the 
alignment: psychological factors are one of the keys to human alignment. Indeed, 
from this perspective, software diversity improves alignment because some software 
are a better fit for a given psychological value of the parameter in the above onion 
model than others.

Thus, a third strategy to improve alignment from the side of AI design and 
training is to do as above (vicarious learning and feedback training) in a way that 
commands and their executions across contexts are synthesised, but without add-
ing psychological, social, and cultural factors – instead, different software (e.g., AI 
models) would specialise in rule-following under specific value combinations of the 
parameters of the onion model. While this specificity may improve on alignment 
precision, there is the risk that software may be employed in suboptimal ranges of 
the parameter values. A very simple example (which by virtue of its simplicity is 
seldom problematic in practice) in natural language is the cultural factor of being a 
native Spanish speaker and handling double negations similarly to simple negations 
in English: not accounting for this in natural language processing would result in 
misalignment. This approach deviates from the one-solution-fits-all approach to AI, 
the latter being especially relevant as current ground models are only offered by a 
handful of companies.
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7  A Limitation of both Strategies: How Should a rule be Applied 
in a new Situation?

In this section we discuss an issue that none of the strategies above can solve, 
although awareness about it may help to some degree. Let us recall that a bias is 
a departure from a normative standard. Hence, programming errors may be under-
stood as a bias if compared to machine use of language. Similarly, the general notion 
of algorithmic bias is understood as departures from moral, legal, statistical or other 
kinds of normative standards (Antony, 2016; Danks & London, 2017; Fazelpour & 
Danks, 2021; Johnson, 2021). Thus, in a way similar to our approach, Fazelpour and 
Danks (2021) state that:

algorithmic bias is not a function solely of the code or mathematics, but also 
depends on the domains of application, goals for the algorithm use, and other 
contextual factors.” (Fazelpour & Danks, 2021, p. 2)

Given that algorithmic bias depends on normative standards, domains of 
application, and contextual factors (all similar to the idea that rules are fol-
lowed differently across contexts), it is not clear how a rule ought to be fol-
lowed, or a command executed, in an unforeseen context. After all, command 
execution under different contexts is one of the factors synthesised in the strate-
gies depicted in Section 6. In unforeseen contexts, there is no normative stand-
ard against which bias, misapplication, misexecution, or bad use can be defined. 
Again, the symbols that comprise natural and formal languages do not exhaust 
their uses, not only because of variability across psychological, social, and cul-
tural factors, but also because of contextual variability, and the case of new con-
texts is especially delicate.

Note that this is not a problem exclusive to the AP. In fact, new contexts are a 
common source of disagreement and misalignment between humans (in an ampli-
fied manner if the humans also feature different values of the parameters of the 
onion model) which makes it harder to locate a “bias”. To recapitulate: while differ-
ent values of psychological, social, and cultural parameters are a source of misalign-
ment, so is the advent of new, unforeseen contexts, and the latter cannot be fully 
accounted for by the alignment strategies in Sects. 5 and 6 (and perhaps any strategy 
whatsoever).

The following are some examples of the underdetermination of rules in new con-
texts in different areas. They illustrate the problems and difficulties of the applica-
tion of rules in new contexts of which we should be aware: if we aim to at least 
improve on the AP between humans and machines, we must acknowledge how 
alignment between humans is itself problematic in these situations.

• In chess: chess is a game with simple rules often used as a toy example to illus-
trate a formalist view of mathematics: once the rules are established, they deter-
mine what is possible in the system with clarity. However, imagine the follow-
ing unanticipated scenario: in a chess tournament where each player has one 
minute to make a move or else they lose their turn, a player accidentally knocks 
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some figures out of their place in their turn, and proceeds to put each figure in its 
place. Does the time used to fix this accidental situation count towards the limit? 
Of course, post hoc, new rules can be stipulated to further clarify what to do in 
such a situation, but the point is that the new rule would have loopholes of its 
own, which may become apparent again in future contexts.

• In law: existing legal codes are unprepared to handle phenomena from the cur-
rent digital era. For instance, it was controversial whether Apple’s full control 
of the App Store in their iPhones constituted a monopoly or not, given that the 
iPhone as a product faces competition. Society has mechanisms to try to reach 
consensus among divergent opinions, like courts, not only to balance the differ-
ent interests of the parties involved, but also due to the indeterminacy of rule-
following especially in new contexts (which the involved parties often exploit in 
their favour). In Common Law systems, previous rulings on (then) new cases are 
used as references for future cases (similarly to the post hoc stipulation of new 
rules in the case of chess above).

• In mathematics: new mathematical entities stirred the mathematical landscape 
in Early Modern Europe because the rules that worked for the old entities could 
not control the new  ones in the same way, leading to controversies and disa-
greements. Examples include negative numbers (for which some rules of pro-
portion do not work and hence it was not clear if they are numbers at all, as 
Antoine Arnauld showed (Heeffer, 2011, p. 867)), infinite (for which it was not 
clear whether and how “the whole is bigger than the parts” worked), imaginary 
numbers (for which representations in the geometry of the time did not seem to 
work, which in turn questioned the validity of methods that employed them) and 
0 (for which it was not clear whether it could divide another number). Again, 
like in the cases above, new axiomatic systems were defined after the encounters 
with the new systems, involving processes of resolution of different characteris-
tics and lengths, to regulate mathematical rule-following in the new landscape. 
The encounters with incommensurability in Ancient Greece is another classical 
example of this phenomenon; see Friedman (2024) for a recent discussion of the 
perceived lack of control of mathematicians during these situations.

Wittgenstein emphasised that rule-following should be seen  performed  in 
practice:

Not only rules, but also examples are needed for establishing a practice. Our 
rules leave loopholes open, and the practice has to speak for itself. (On Cer-
tainty 139; Wittgenstein, 1972)

The issue with unanticipated contexts is precisely that we have never been 
exposed to how rules are followed in that context, and illustrates very well how nat-
ural or formal language alone, without examples of their uses in a variety of con-
texts, underdetermines rule-following. Where practical examples of rule-following 
are lacking, which is always the case in unanticipated new contexts, the loopholes 
remain open, and disagreements and misalignment ensue.

Despite this, humans can reassess the situation ad hoc under new contexts 
according to their subjective assessment. For instance, humans may find inspiration 
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in how economic debt works to control negative numbers, or debate whether the 
chess player was able to strategize while fixing the accident. This is a resource that 
machines lack: machines do not “reassess”, but process symbols deterministically 
(or in Shanker’s words, again, they follow rules “mechanically”). They must be 
preloaded with all relevant guidelines (including stipulations on how to learn and 
“pseudoimprovise”), and thus are incapable of improvising in this human manner. 
In other words, language and some paradigmatic associated uses lead to background 
assumptions on the use of language, but these background assumptions are not 
enough to cover unanticipated contextual contingencies. This may lead to hesita-
tion and disagreement in humans concerning how to proceed (how a rule should be 
“bent”) and adjust to the new situation, while deterministic machines do not hesitate 
nor disagree. This shows how, in fact, rule bending is a necessary and positive phe-
nomenon in human rule-following.12 Another positive note is that, even during rule-
following in new contexts, humans with similar training tend to behave in similar 
ways, as recent Wittgensteinian scholarship has discussed (Berg, 2024), thus staying 
aligned. This is why human–human alignment is often acceptable even in many new 
contexts.

These human ad hoc adjustments to new contexts, where misalignment is more 
common, are just as susceptible to be influenced by the parameters of the onion 
model. This ad hoc adjustment tries to find the best subjective application of a rule 
in the new context. Thus, the hope is that accounting for psychological, social, and 
cultural variability reduces misalignment with machines when new contexts are pre-
sented, as they do between humans, taming this AI alignment limitation to some 
extent. Incidentally, this may also address Shanker’s initial worry about the lack of 
flexibility of computers, discussed early in Section  2. This will be the subject of 
future work.

8  Conclusion

The AP, as outlined at the beginning of this paper, poses a significant and urgent 
challenge to the rapid advancements of AI technology for many reasons. For 
instance, governments and authorities need to quickly adapt to a new technologi-
cal landscape, and the AP makes this more challenging. We have argued that Witt-
gensteinian ideas on rule-following and our alignment model offer a framework 
that helps thinking about possible tools. The three dimensions of human alignment 
(individual, social, and cultural) should all be checked when developing alignment 

12 In fact, the notion of emergent bias, consisting in the application of algorithms in new contexts for 
which they were not devised (e.g., Friedman and Nissenbaum, 1996; Mann and Matzner, 2019), depends 
on this ad hoc assessment to be conceptually sound: there cannot be a bias in new contexts without a nor-
mative reference, and thus, the ad hoc adjustment is adapted as the normative reference (despite high lev-
els of misalignment between humans themselves concerning such an assessment!). The exception to this 
is when AIs are trained under situations different from the real world situations where they are employed, 
despite these real world situations being known and anticipated by humans who are aligned in the appli-
cation of a rule in these situations.
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strategies. As we saw, existing efforts are trying to address this worry to some 
extent, but we have provided more specific, basic guidelines based on our frame-
work that, we argue, will further aid in taming the AP.

Our journey through Wittgenstein’s philosophy reminds us that there is no unam-
biguous essence residing in symbols or code. Their meaning emerges in their recep-
tion in practice, where linguistically indeterministic humans are deeply involved. 
By embedding AIs in similar dynamic, feedback-rich contexts maximising diver-
sity among all three mentioned dimensions, and ensuring that they perform their 
own rule-following within structured societal frameworks, we may be able to influ-
ence their trajectory to align them closely to our own values and intents.

The strategies that we have proposed are by no means the silver bullet for the 
AP, but they are instead a Wittgensteinian philosophical enrichment (the first of this 
kind for AI safety in general, and the AP in particular, as far as we know) rather than 
strict alternatives to what AI researchers currently do. Furthermore, the philosoph-
ically-informed methods suggested here would benefit from experimental testing 
in further works. We stress that the helpfulness of our Wittgensteinian approach to 
the problem of AI safety underscore the need for an interdisciplinary dialogue, one 
where the humanities and technology are in continuous exchange. As AI continues 
its ascent, the value of such cross-disciplinary collaborations will only increase.
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