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Abstract
Purpose  Vaccine supply planning remains a critical and challenging issue for developing countries due to the limited 
resources and fluctuating vaccine demand, reflected by the sudden increase and decrease in the number of vaccinated peo-
ple. Therefore, it is essential to accurately predict vaccination rates and interpret the prediction results to anticipate vaccine 
demand. Previous research focused on the prediction of vaccination rates by considering vaccination data and overlooked 
the importance of including features that highly affect the prediction results.
Methods  This research proposes an interpretable Convolutional Neural Network and Long Short-term Memory (CNN-
LSTM) model for COVID-19 vaccination rate prediction, specifically for developing countries. The proposed model includes 
a three-stage feature engineering process that utilizes domain knowledge to construct new features of disease spread and the 
strictness of government policies. The temporal correlation of the features is captured to improve the prediction accuracy.
Results  The case studies were conducted on Nigeria, Nepal, and Peru’s datasets to ensure the model’s effectiveness and 
generalizability. The results indicate the effectiveness of the model, showing an average 30% decrease in the Mean Absolute 
Percentage Error (MAPE) with the enhanced feature engineering process and 16% additional improvement after combining 
the CNN with LSTM compared to the standalone LSTM model.
Conclusion  The interpretability of the CNN-LSTM model is a key aspect considered in this research to explain the prediction 
results. The model’s interpretability aims to identify important features affecting the prediction results and provide govern-
ment and vaccine companies with guidelines in the decision-making for vaccine supply planning in developing countries.

Keywords  Vaccination rates · Vaccine demand · Hybrid CNN-LSTM · Interpretable model

1  Introduction

Respiratory infectious diseases pose a continuous threat to 
society. Being contagious in nature, their transmission results 
in a large number of infections and high mortality rates [1]. 

Different respiratory infectious diseases emerged throughout the 
years, including different variants of influenza. Most recently, 
the emergence of COVID-19 raised global concerns and had 
significant social and economic impacts with different variants 
of the virus being detected. Therefore, interventions must be 
implemented to reduce the transmission rates of such diseases.

Different pharmaceutical and non-pharmaceutical interven-
tions are implemented; however, vaccination remains the most 
effective intervention [2]. At the beginning of an outbreak, 
enormous efforts are taken to manufacture, supply, and distrib-
ute vaccines. However, with the limited supply at the beginning 
of a crisis, vaccines cannot be distributed globally at the same 
time. Therefore, it is vital to accurately predict vaccine demand 
to ensure an adequate vaccine supply. Specifically, with the 
high demand that can rise for vaccines, enough vaccines should 
be produced to meet global or regional demand. On the other 
hand, oversupply should be avoided due to the high inventory 
cost and the vaccines being considered as perishable items.

This article is part of the COVID-19 Health Technology: Design, 
Regulation, Management, Assessment
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Previous research considered historical vaccination data 
to predict COVID-19 vaccine uptake using Auto-regressive 
Integrated Moving Average (ARIMA) [3, 4]. Factors related 
to the number of cases, infectious disease spread, and the 
growth and recovery of the cases can impact vaccination 
rates based on recent research. In addition, government poli-
cies and procedures can have a direct effect on vaccination 
rates. Such factors, which have not been considered in pre-
vious research, can drastically affect the prediction results. 
Therefore, it is important to incorporate domain knowledge 
and conduct appropriate feature engineering to determine 
indispensable factors that can substantially improve predic-
tion accuracy and help operational planning of vaccine sup-
ply. In this study, a three-stage feature engineering process 
is implemented to not only extract features related to disease 
positive cases and deaths, but also expand features to include 
infectious disease spread and strictness of government poli-
cies that affect the vaccination rates for a region or a country.

Moreover, statistical forecasting methods such as ARIMA 
may produce reliable results for short-term prediction, but it 
is challenging to model complex nonlinear and nonstationary 
relationships between variables when long-term prediction 
is needed. Hence, they are not able to completely capture 
and learn the behavior of the data [5]. Recent advancements 
in machine learning and deep learning, such as Long Short-
Term Memory (LSTM) networks, have shown their capability  
in capturing such complex temporal auto-correlations and 
dependency of time series data and outperform statistical 
models including ARIMA [6–8]. Since LSTM was originally 
proposed in [9] to overcome the gradient vanishing problem 
faced by traditional Recurrent Neural Networks (RNN), it has 
been used in applications such as flight trajectory prediction 
[10], Taxi demand [11, 12], ride-hailing service demand [13], 
and traffic prediction [14].

However, LSTM suffered from limitations when dealing 
with multivariate data where the multivariate correlations 
are not fully considered with the original structure. Several 
works improved the performance of LSTM for multivariate 
prediction by incorporating Convolutional Neural Networks 
(CNN) to account for the correlation between multivariate 
variables and extract important information to improve the 
features constructed for the prediction.

In the case of vaccine demand prediction, it is desired to 
acquire long-term prediction results to ensure vaccine pro-
duction and supply planning in a timely manner. Therefore, 
in this study, a hybrid CNN-LSTM model is proposed to pre-
dict vaccination rates on a weekly, bi-weekly, and monthly 
basis and provide vaccine demand for a given realm. Its per-
formance is compared to ARIMA, the LSTM purely based 
on the historical vaccination rate, and the LSTM based on 
both historical vaccination rate and selected features to show 
how the extracted and convoluted features can improve the 
prediction results.

Despite the outstanding results machine learning mod-
els produce, most models lack transparency and inter-
pretability about their results because of their black-box 
nature [15]. Therefore, this research focuses on the inter-
pretability of the proposed CNN-LSTM model to assist 
government and vaccine companies with decision-making 
by applying an Explainable Artificial Intelligence (XAI) 
system to overcome the black-box nature of machine learn-
ing models. Shapley Additive Explanations (SHAP) meth-
odology is used in XAI to derive disease growth patterns 
and government strictness policies that affect the vaccina-
tion rates for a country.

The research objectives can be summarized as follows: 
1) Identify the different factors affecting vaccination rate 
for a country or region including the temporal factors 
related to COVID-19 and the spatial factors related to a 
country’s regulations in terms of COVID-19; 2) predict 
the vaccination rates for a country or region using its his-
torical vaccination data and by incorporating the related 
factors data; 3) explain the prediction results and the fac-
tors contributing to the prediction results; 4) anticipate 
vaccine demand by identifying expected vaccination rates 
for a country or region; and 5) help vaccine manufacturers 
with planning vaccine supply and distribution based on the 
anticipated demand.

Accurate and explainable forecasting of vaccination rates, 
especially for developing countries can ensure on-demand 
vaccination requests. For such countries with limited 
resources, vaccine supply and distribution raise increased 
challenges due to the high population growth. In addition, it 
experiences a lack of proper storage with appropriate tem-
perature for vaccines. Therefore, it is important to provide 
interpretable and accurate predictions of vaccination rates 
and identify vaccine demand in developing countries so that 
vaccines are supplied based on the anticipated demand. The 
contributions of this paper are summarized as follows:

•	 A three-stage feature engineering process, which consists 
of feature set extraction and construction, features pre-
processing, and feature selection, is conducted to utilize 
domain knowledge and identify factors that affect vac-
cination rates in a country or region.

•	 A hybrid CNN-LSTM model, which takes the advantages 
of CNN and LSTM in extracting critical information and 
capturing complex temporal dependence of multivariate 
data, is developed to predict vaccination rates based on 
the selected features.

•	 An XAI system is designed, which is inherently explain-
able and can understand the predictions of the black-box 
CNN-LSTM model and use it for the decision-making 
process. The interpretability of the proposed model is 
considered both locally for a single data point and glob-
ally over the entire dataset to assist policymakers and 
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vaccine manufacturers in understanding the related fac-
tors contributing to the prediction results.

To the best of our knowledge, this is the first attempt to 
identify factors affecting COVID-19 vaccination rates for 
developing countries and use it to enhance the prediction as 
well as interpret the different factors effects on the predic-
tion results to assist policy makers in their decision making 
process. The remainder of this paper is organized as follows. 
Section 2 describes a summary of recent related studies. 
Section 3 describes the methodology used in this research. 
Section 4 provides experimental results. Section 5 concludes 
with the findings and discusses future work.

2 � Literature review

There has been an increasing demand for vaccines due to 
the spread of infectious diseases and outbreaks in recent 
years. This signifies the importance of anticipating vaccine 
demand in a timely manner. Many studies used conventional 
statistical models to predict vaccination rates and vaccine 
demand. For instance, ARIMA was used to predict vaccine 
demand at different health centers based on vaccine stock 
history to avoid shortage and excess stock [16]. ARIMA 
was also used to predict vaccine demand based on histori-
cal data for a population receiving the vaccine [17]. Most 
recently, ARIMA was used to predict COVID-19 vaccine 
uptake [3]. Tamilselvan et al. [4] suggested vaccination dis-
tribution methods to end lockdown measures and predicted 
vaccination rates using Prophet. The experimental results 
indicate an increase in vaccination rates in the future indicat-
ing the need for lockdown measures. Arifin and Anas [18] 
forecasted the COVID-19 vaccination rates for Indonesia 
by considering past data and by using Prophet and simula-
tion to determine vaccine plans. The experimental results 
were compared to the actual results to derive recommenda-
tions to improve vaccination rates in Indonesia. Zheng et al. 
[19] forecasted the daily demand for COVID-19 vaccines 
based on the number of appointments booked and infection 
rates using a fuzzy machine learning model, the forecasted 
demand was used to improve vaccine distribution using an 
evolutionary algorithm. Rathinasamy and Kandhasamy [20] 
predicted vaccination rates on a country-to-country basis 
using ARIMA. The experimental results show the state of 
COVID-19 vaccine administration and estimate vaccina-
tion rates for different countries. Different measures were 
used to assess the performance of the ARIMA prediction 
model including Root Mean Square Error (RMSE) and Mean 
Absolute Error (MAE). Other studies used Mean Absolute 
Percentage Error (MAPE) to provide a scale-independent 
assessment of the ARIMA model [21, 22]. A summary of 
recent studies on COVID-19 prediction is shown in Table 1.

Although statistical time-series forecasting models can 
provide predictions of vaccine demand and uptake, they 
often consider univariate historical time series only for mak-
ing predictions and do not take into consideration different 
features that might affect the performance of the prediction 
model. In addition, they have limited capability in capturing 
the complex nonlinear and nonstationary temporal depend-
ency of time series. Several studies identified the correlation 
between COVID-19 vaccination and the number of cases and 
deaths [26, 27]. Therefore, COVID-19 confirmed cases and 
deaths data [28] are considered as potential candidate fea-
tures in this research. In addition, we further consider test-
ing features in the COVID-19 testing data [29], as research 
proved testing and vaccination to be correlated as well [30]. 
The relationships between these features and vaccination 
rates are explored to select features that have a high impact 
on vaccination rates.

Multivariate time series prediction has been increasingly 
used in different applications as it results in improved pre-
diction results compared to univariate time series prediction. 
It has been used for COVID-19-related forecasting where 
several features were considered to improve the prediction 
results. Different features related to lockdown measures 
have been used to predict COVID-19 cases for a number of 
countries having similar demographic and socioeconomic 
aspects [31]. The number of COVID-19 hospital Intensive 
Care Units (ICU) in Brazil was also forecasted by consid-
ering features such as the current number of daily cases, 
vaccination rates, non-pharmaceutical interventions, social 
isolation index, and regional hospital beds occupation [32]. 
Similar to the previous studies of COVID-19, the prediction 
of COVID-19 vaccine rate should also incorporate differ-
ent features that substantially affect the vaccine uptake or 
hesitancy. To the best of our knowledge, none of the pre-
vious studies provided the prediction results based on the 
important features.

Before including the features in the prediction, it is essen-
tial to evaluate and decide which features should be selected. 
Previous research which predicted the number of COVID-19 
cases and hospital ICU used correlation analysis to identify 
related features [31, 32]. However, correlation only reflects 
one aspect of the importance. Constructing and conducting 
an efficient feature engineering process enables the use of 
critical features to improve predictions and is often over-
looked in many applications.

In the case of COVID-19 vaccination, including a feature 
engineering process is essential to predict vaccination rates 
in order to identify factors resulting in increased vaccine 
uptake or vaccine hesitancy, and assist policymakers.

Feature selection methods have been extensively used 
to determine the best subset of features to use for pre-
diction problems. Identifying an efficient subset of fea-
tures helps improve the prediction results and reduces 
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the computational time for training the prediction model. 
There are two well-known methods for feature selection 
which are filter methods and wrapper methods. Filter 
methods use the inherent properties of the features by 
using statistical means to measure them, while wrapper 
methods use the model on different subsets of features 
and compare the model’s predictive performance to iden-
tify the best set of features [33]. Two filter methods of 
mutual information and relief-f have been used to select 
features to predict COVID-19 using chest CT images [34]. 
The wrapper method of Recursive Feature Elimination 
(RFE) has been used to select a subset of features to use 
for COVID-19 prediction [35]. Although wrapper methods 
provide better results in terms of the selected features, they 
are computationally costly. Therefore, in the case where 
there is a large number of features, filter methods can be 
used first for preliminary screening as they are computa-
tionally efficient followed by wrapper methods. This takes 
advantage of the computational efficiency of filter meth-
ods and the competitive results the wrapper methods pro-
duce in terms of the selected features. A combination of 
filter and wrapper methods for feature selection has been 
used in the literature to improve the feature selection pro-
cess. Filter and wrapper methods were used to predict the 

COVID-19 growth rate in India [36]. They were also used 
to predict mortality rates for patients with COVID-19 [37].

Feature selection methods are commonly used when a list 
of features is available. However, when there is large input 
data, some features need to be constructed by combining or 
transforming certain features to reduce the feature set size. 
Feature construction involves transforming input data by 
reducing its size. It constructs more representative features 
without distorting the original relationship between features. 
It is useful when there is a large number of features that needs 
to be reduced without losing important information. Feature 
construction has been used to construct a new feature that 
combines wind strength and direction components in a single 
feature to be used for wind power forecasting [38]. It was also 
used to create time features to predict wind power assuming 
that wind power is associated with time features such as the 
day of the week or hour of the day [39]. Feature construction 
has been extensively used in the healthcare domain due to 
the large amount of available data [40]. Features are often 
constructed by utilizing domain knowledge from experts [41]. 
This work utilizes domain knowledge to extract and include 
important information related to vaccination rates in multi-
variate time series prediction of vaccination rates to include 
critical information not present in the original dataset.

Table 1   COVID-19 prediction related studies

Study Reference Purpose Method

Number of cases Ribeiro et al. (2020) [23] Predict cumulative COVID-19 
cases

ARIMA, CUBIST, RIDGE, RF, 
and SVR

Tamang et al. (2020) [24] Predict number of COVID-19 
cases and deaths

Artificial neural network-based 
curve fitting techniques

Said et al. (2021) [31] Predict daily COVID-19 cases by 
considering lockdown measures

Bidirectional LSTM

Somyanonthanakul et al. (2022) 
[25]

Predict number of COVID-
19 cases for efficient crisis 
management

ARIMA and Association Rule 
Mining (ARM)

Number of hospital ICU Borges and Nascimento (2022) 
[32]

Predict the ICU demand by 
considering daily cases, 
vaccination rates, and other 
factors

Prophet-LSTM

Vaccine demand and distribution Zheng et al. (2022) [19] Forecast vaccine demand and 
optimize vaccine distribution

Fuzzy machine learning model and 
Evolutionary algorithm

Vaccination rate Tamilselvan et al. (2021) [4] Suggest vaccination distribution 
methods to end lockdown 
measured by predicting 
vaccination rates

Prophet

Arifin and Anas (2021) [18] Develop a vaccination plan based 
on forecasted vaccination rates

Simulation and Prophet

Rathinasamy and Kandhasamy 
(2022) [20]

Predict vaccination rates for 
countries

ARIMA

Zhou and Li (2022) [3] Predict vaccine uptake based on 
clinical data and web search 
queries

ARIMA
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The features selected are used as input to the prediction 
model to improve its results. Statistical forecasting models 
commonly include historical data as a feature for predic-
tion. In order to incorporate multiple features in the time 
series prediction, recent studies proposed using machine 
learning and deep learning models to overcome the limita-
tions of the conventional statistical time series forecasting 
models. For instance, a Recurrent Neural Network (RNN) 
for modeling multivariate spatial temporal sequences was 
proposed in [42]. A special type of RNN, LSTM, which 
has a special structure to handle long-term dependencies 
in the data, is applied, and is in the center of research as 
it has been extensively used for multivariate prediction. 
Multivariate LSTM has been used to predict the number of 
new and total COVID-19 cases and outperformed univari-
ate LSTM for one-day ahead prediction [43]. Multivari-
ate LSTM with environmental parameters outperformed 
univariate LSTM in predicting daily cases of COVID-19 
for several cities [44].

Several works integrated CNN with LSTM to extract impor-
tant information from features to be included in the LSTM 
prediction model. For instance, multivariate CNN-LSTM 
was used to predict mobility in the COVID-19 pandemic and 
outperformed both standalone CNN and LSTM in obtain-
ing the prediction results [45]. Hybrid CNN-LSTM provided 
a significant boost in forecasting the number of confirmed 
COVID-19 cases compared to the standalone models [46]. It 
has not be used to predict vaccination rates or vaccine demand 
for COVID-19. In this work, CNN-LSTM is used for long-
term vaccination rate prediction of COVID-19. It is critical 
for the vaccine supply chain operation to estimate the vaccine 
demand level in advance to allow timely planning and distri-
bution of vaccines. Therefore, vaccination rates are predicted 
on a weekly, bi-weekly, and monthly basis to allow vaccine 
manufacturing and distribution planning in a timely manner.

The main contribution of this work is to develop a 
CNN-LSTM model to predict vaccination rates for a 
country or region that is inherently interpretable and can 
explain the different features affecting the prediction 
results. Explainable AI has been used to explain the pre-
diction results for LSTM in several applications to assist 
with decision-making [47], but has not been considered 
in explaining CNN-LSTM model performance, especially 
for vaccination rates prediction. Explainable AI is used in 
applications to assist policy makers in understanding how 
the model reached its predictions and helps with decision-
making and planning [48]. It answers questions related to 
model transparency which are of greater consequences in 
the healthcare area in which decisions are directly affect-
ing people’s lives [49]. Specifically, for vaccination rates, 
it is essential to understand the factors resulting in vacci-
nation uptake and allow actions to be derived from under-
standing the model’s prediction decisions.

3 � Methodology

The main goal of this study is to accurately predict vaccina-
tion rates for a country or region so that it can be used to 
identify vaccine demand and assist policy makers including 
government and vaccine manufacturers. This is achieved 
by developing an interpretable prediction model for vacci-
nation rates with an enhanced feature engineering process 
that enables the use of relevant features to provide accurate 
predictions and better anticipate vaccine demand. In order 
to achieve this goal, a three-stage feature engineering pro-
cess that utilizes domain knowledge for feature construc-
tion, feature preprocessing, and feature selection by filter 
and wrapper is developed. Then a hybrid CNN-LSTM pre-
diction model is developed where the selected features are 
used as input to obtain long-term predictions. The following 
sections provide a detailed discussion of the methodology 
used to obtain the prediction results for vaccination rates 
and identifying vaccine demand for countries and regions.

3.1 � A three‑stage feature engineering process

The prediction of vaccination rates is considered as a spa-
tial temporal forecasting problem where both spatial and 
temporal characteristics of the series are captured. Spatial 
temporal forecasting considers both temporal information 
based on historical records and spatial variability accord-
ing to the specified locations when predicting future values 
[50]. In the case of vaccination rates, temporal modeling 
considers historical vaccination rates and external temporal 
features, where spatial modeling considers country-specific 
regulations and procedures related to COVID-19 that can 
potentially affect the country’s vaccination rates. In order to 
integrate critical features in the prediction, a three-stage fea-
ture engineering process is developed as illustrated in Fig. 1.

The proposed feature engineering process consists of 
three main steps. First, a feature set is established to include 
1) the extracted disease positive cases, deaths, and testing, 
and 2) the new features constructed to represent disease 
spread and strictness of government policies using domain 
knowledge. Second, the extracted and constructed features, 
as well as the historical vaccine rates, need to be preproc-
essed by cleaning the null or redundant values and normali-
zation to remove the scale effects. Third, the best subset of 
features is selected by applying filter methods for prelimi-
nary screening and wrapper methods to select optimum fea-
tures out of the candidate features. The three stage feature 
engineering process proposed to improve the vaccination 
rate prediction enhances on the typical feature selection 
method for vaccination rate prediction in several aspects. 
First, it incorporates constructed features that contain new 
information related to COVID-19 not present in the original 
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features such as reproduction rate and stringency index. The 
features constructed are considered as candidate features 
in the feature selection process. The reproduction rate adds 
more information related to how the disease spreads in the 
population compared to only considering the number of 
confirmed cases which does not include information about 
the disease transmission. Also, the stringency index incor-
porates information related to the government response to 
COVID-19 in terms of school, workplace, and public events 
closures as well as other indicators, which adds impor-
tant information to how the government is reacting to the 
COVID-19 situation. The domain knowledge of the disease 
and government behavior utilized to construct these features 
can enhance the vaccination rate prediction since new and 
important factors not considered in typical feature extrac-
tion is found. Second, the features constructed and extracted 
undergo rigorous preprocessing where a feature with null 
values for the entire period taken is removed while a feature 
with null values for specific days is filled by considering 
the average values for the feature for the remaining days. 
There are two cases observed with missing feature values 
data, at the beginning and at the end of the time period 
taken. For the first case, the observations in the near history 
are considered as reference to fill the missing data. For the 

second case, the observations in the near future are consid-
ered as reference to fill the missing data. This ensures that 
the estimated feature values are not all based on average but 
also based on the situation of COVID-19 and feature values 
around each period. Third, the feature selection used in this 
process includes two phases for accurate identification of 
the optimum features. It uses two filter methods for prelimi-
nary screening of the features and to reduce the feature set 
in the first phase, where a wrapper method is performed in 
the second phase that selects the optimum features out of 
the candidate features by using three different methods for 
accurate identification of the features. The combination of 
the feature selection phases of filter and wrapper methods 
while incorporating several methods at each phase aims to 
identify the optimum features affecting vaccination rate 
when considering the constructed and extracted features. By 
incorporating the selected features into the prediction, the 
spatial and temporal dependency can still be captured when-
ever the region and time change. It is worth noting that the 
continuous expansion of feature sets cannot always provide 
a performance boost. Instead, it may result in performance 
degradation due to the overfitting for the modeling training 
[51]. Therefore, effective feature engineering and selection 
are needed to acquire the optimum features.

Fig. 1   Three-stage feature engineering process



Health and Technology	

1 3

3.1.1 � Features extraction and construction

Considering the objective of predicting the vaccine rate and 
identifying vaccine demand, the vaccination rates VP collected 
from country s are set as the target feature. The corresponding 
historical record of the target feature VP from time t − n to the 
current time t is included in the feature set, where n denotes 
the prediction period for which historical n days are used to 
predict future n days. Moreover, several research identified the 
correlation between COVID-19 vaccination and the number of 
cases, deaths, and tests as discussed in the literature. Therefore, 
the data related to COVID-19 confirmed cases, deaths, and 
testing of country s are considered potential candidate fea-
tures and are collected from publicly available records [52]. 
The features considered are summarized in Tables 9, 10, and 
11 in Appendix A. The relationships between these features 
and vaccination rate will be explored in Section 3.1.3 to select 
features that have a high impact on the target.

In addition to the features directly extracted from the 
COVID-19 public record, the reproduction rate RR(t, s) of 
COVID-19 is constructed to include the domain knowledge 
of COVID-19 transmission, and changes when the population 
becomes immunized or vaccinated [53]. It identifies disease 
spread among the population at a given time and location by 
considering features related to the number of cases. World 
Health Organization (WHO) estimates COVID-19 reproduc-
tion rate using mathematical models [54], which although 
seems simple but is challenging to track. The estimation 
process of RR(t, s) includes three main steps [55]. First, data 
related to new COVID-19 cases are used to construct a time 
series that represents the number of infected individuals I(t, s) 
in a location or region over time. I(t, s) is initialized by I0 
= C0 where C0 is the total number of infectious cases at the 
beginning of the time frame. Then subsequent values of I(t, s) 
are constructed recursively based on the transition rate � from 
infectious to recovered and the number of new cases Cn(t, s) 
as shown in Eq. 1. A growth rate GR of I(t, s) is estimated for 
this time series using a Kalman filter as shown in Eq. 2, where 
� indicates the transition rate from infectious to recovered. 
Next, RR(t, s) is obtained from the estimated GR in Eq. 3. The 
estimation is performed by the Kalman smoother [56], which 
provides optimal estimates of RR(t, s) given the full sample 
information of GR. This is assuming that the data is generated 
using Susceptible Infectious Removed (SIR) model. The equa-
tions utilize domain knowledge about new cases to produce a 
new feature of RR(t, s) which provides critical information to 
identify the growth of COVID-19 cases when the population 
becomes immunized or vaccinated.

(1)I(t, s) = (1 − �)I(t − 1, s) + Cn(t, s)

(2)GR(I(t, s)) = �(RR(t, s) − 1) + �t, �t ∼ i.i.d.N(0, �2

�
)

Domain knowledge of existing government rules and 
restrictions related to COVID-19 is also utilized to construct 
Stringency Index SI(t, s) which is calculated by government 
response tracker. Government restrictions and public cam-
paigns have been widely affecting people’s choice to take 
vaccines and are therefore considered in this research. SI(t, s) 
indicates the strictness of government policies, which is a com-
posite measure based on M Response Indicators RI(t, s) shown 
in Fig. 2. The index on any given day is calculated as the mean 
score of the nine metrics, each taking a value between 0 and 
100, with 100 being the strictest as shown in Eq. 4. The met-
rics mentioned could potentially affect the vaccination rates for 
a population in a given region, with government policies and 
public campaigns indirectly affecting an individuals’ choice 
to take vaccines. The equations for both RR(t, s) and SI(t, s) 
are used to construct a new feature space with low dimension.

3.1.2 � Features preprocessing

The features extracted and constructed need to be pre- 
processed before further treatment. Therefore, missing values 
are handled using different approaches depending on where 
the missing data is located. First, features with null values for 
a specific country are removed. Then, features with missing 
entries for a specific date are estimated by taking the average 
for that feature to ensure no null values are included. Features 
with null values at the beginning of the time period taken, such 
as RR(t, s), are estimated by taking Next Observation Carried 
Backward (NOCB) since it would not be reasonable to take 
the average of data in this case. Features with null values at 
the end of the time period taken are estimated by taking Last 
Observation Carried Forward (LOCF) so it can represent the 
latest changes in COVID-19 situation. Redundant features 
are removed as they may contain similar information. Each 
remaining feature x is normalized based on Eq. 5 to ensure 
a similar scale and to keep all relationships between features 
with no bias present.

3.1.3 � Feature selection by filter and wrapper

After the first two steps of feature engineering are per-
formed, it is expected that there are features that need to be 

(3)RR(t, s) = RR(t − 1, s) + �t, �t ∼ i.i.d.N(0, �2

�
)

(4)SI(t, s) =
1

M

M∑

m=1

RI(t, s)

(5)x� =
x − min(x)

max(x) − min(x)
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further evaluated to avoid potential over-fitting problems. 
The proposed feature selection process of filter and wrapper 
methods is illustrated in Fig. 3. The effectiveness of using 
filter and wrapper methods to determine the best subset of 
features is discussed in previous research [57, 58]. First, fil-
ter methods are applied to assess the relevance of the fea-
tures and then eliminate features with low ranks [59]. Filter 
methods are known to be fast, scalable, and independent of 
the model used. The filter in the proposed framework is set 
based on both Pearson correlation and mutual information to 
capture the feature dependency from different perspectives. 

Features with low correlation (< 0.3) with the target fea-
ture and low mutual information (< 0.5) are removed, and 
features with medium and high correlation or high mutual 
information are considered as candidates. The two filtering 
methods of Pearson correlation and mutual information are 
considered as the preliminary screening of the features to 
reduce the computational cost when applying the wrapper 
method. A wrapper method is then used to select the best 
subset of features from the candidate features. The steps 
of the wrapper method used, RFE, are illustrated in Algo-
rithm 1. RFE selects the best feature subset based on the 

Fig. 2   Response Indicators used in calculating Stringency Index

W
T
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Algorithm 1   Recursive Feature Elimination (RFE)
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model and prediction accuracy. It starts with all candidate 
features and sequentially removes features that reduce the 
prediction accuracy. A threshold should be set for the num-
ber of features to use. Three different models are considered 
when performing RFE, which are Random Forest, Decision 
Tree, and XGBoost, to verify that the resultant features have 
a significant impact on the target feature.

3.2 � Proposed CNN‑LSTM prediction model

In this work, CNN and LSTM are used for long-term pre-
diction. The CNN provides preprocessing layers that have 
the ability to filter raw input data and extract important 
information to construct new feature space. Although it is 
commonly used to extract key information from images 
[60], but it has been used to construct new feature space 
from time series data in recent years [61]. The convolutional 
kernel slides over the input features constructed as matrix 
multiple times and applies convolution operations each time 
to form several convolved features that represent the feature 
space better than the original features. The Rectified Linear 
Unit (ReLU) is then applied to enable the model to learn 
complex mapping functions and help avoid the vanishing 
gradient problem, followed by a max pooling layer. The 
max pooling layer slides windows multiple times to extract 
maximum value from the convolved features every time the 

window slides to produce a lower dimension matrix. The 
pooling layer constructs a summary of the convolved fea-
tures that the convolutional layer produced and helps reduce 
the features map [62].

Next, the features extracted and summarized using CNN 
convolutional layer and max pooling layer are fed into the 
LSTM layer through gate units. The gate units comprises 
of input, output, and forget gate. The input gate controls 
the contribution of new information to the cell, that is, the 
features smoothed by the convolutional layers. The output 
gate controls the weight of the information in the cell that is 
used for the output activation, which determines the features 
information to be kept. The forget gate controls the propor-
tion of information that remains in the cell, which are the fea-
tures that do not affect the vaccination rates prediction and 
do not need to be considered. A LSTM network computes 
the vaccination rates VP = (VP(t + 1, s), ...,VP(t + n, s)) of 
country s of n days in the future based on an input sequence 
X = (x(t − n, s), ..., x(t, s)) that represents the selected features 
by iteratively calculating the network unit activations using 
Eqs. 6-11, where W is the weight matrices, b is the bias vec-
tors, � is the logistic sigmoid function, i is the input gate, f is 
the forget gate, o is the output gate, c is the cell activation vec-
tors, m is the cell output activation, and ⊙ is the element-wise 
product of the vectors. The LSTM is able to store important 
characteristics extracted from the CNN layers and preserves 

Fig. 3   Feature selection by filter and wrapper
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long-term memory by the use of memory cells [63]. Memory 
cells will update the states every time when a gate unit is acti-
vated. The hidden state of the LSTM keeps updating after a 
number of steps and utilizes feedback connections. Therefore, 
LSTM overcomes the challenges faced by Recurrent Neural 
Networks (RNN) of vanishing gradient problems. A flatten 
layer is added to reduce the dimensions, which is followed by 
a dense layer to obtain the prediction results. The architecture 
of the proposed CNN-LSTM model is illustrated in Fig. 4 with 
different CNN and LSTM layers. Several experiments and runs 
are conducted to identify the best parameter settings and con-
figurations. A summary of the detailed model specifications 
and parameters is shown in Table 2.

(6)i(t) = �(Wixx(t) +Wimm(t − 1) +Wicc(t − 1) + bi)

(7)f (t) = �(Wfxx(t) +Wfmm(t − 1) +Wcf c(t − 1) + bf )

(8)
c(t) = f (t)⊙ c(t − 1) + i(t)⊙ g(Wcxx(t) +Wcmm(t − 1) + bc)

(9)o(t) = �(Woxx(t) +Womm(t − 1) +Wocc(t) + bo)

(10)m(t) = o(t)⊙ h(c(t))

(11)VP(t) = (Wymm(t) + by)

3.3 � Performance evaluation metrics

The results of the CNN-LSTM prediction model is evalu-
ated based on MAPE, MAE, MSE, and R2 metrics which are 
widely used in assessing the performance of time series predic-
tion problem. The metrics are expressed in Eqs. 12-15.

(12)MAPE =
1

N

N∑

t=1

|
yt − ŷt

yt
|

(13)MAE =
1

N

N∑

t=1

|yt − ŷt|

Fig. 4   CNN-LSTM model architecture

Table 2   Parameters of the hybrid CNN-LSTM model

Parameter Value

Number of convolutional filters 132
Kernel size of convolutional layer 1
Kernel size of pooling layer 1
Number of pooling layers 1
Number of LSTM neurons 50
Number of epochs 100
Batch size 10
Training approach for parameters Adam
Loss function MAE
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where N is the sample size of the test set, ŷt represents the 
predicted value of VP at time t, y is the mean value of VP, 
and yt represents the observed value of VP at time t.

3.4 � SHAP XAI model

Deep neural networks’ interpretability has always been a 
barrier in explaining characteristics used in modeling, espe-
cially in many healthcare applications. However, the model 
interpretation is critical in healthcare applications due to 
the desire to provide urgent and vital information directly 
to doctors and patients. Therefore, people have been reluc-
tant to use deep learning-based methods and prefer struc-
tural models that produce more straightforward results to be 
understood. Among the machine learning models for health-
care applications, tree-based methods are preferred for their 
capability of providing explainable structures and results. 
In order to obtain the high accuracy provided by the deep 
learning while inheriting the model interpretability, an XAI 
mechanism is integrated in the proposed CNN-LSTM-based 
prediction framework.

A common approach to achieve interpretability is by 
applying interpretable surrogate models between the inputs 
and outputs of the neural network to approximate the pre-
dictions of the underlying model as accurately as possible 
and to be interpretable at the same time. Examples of such 
models can be found as Local Interpretable Model-Agnostic 
Explanations (LIME) [64] and Shapley Additive Explana-
tions (SHAP) [65]. LIME implements an interpretation of an 
individual instance’s prediction based on a local surrogate 
model while SHAP provides both local and global explana-
tions for its underlying model based on Shapley values that 
describe a way to distribute the total gains to all features 
by assuming they all collaborate. For vaccine prediction, 
it is important to derive both global explanations and local 
explanations. Global explanations are desirable for vaccine 
manufacturers to identify explanations of vaccine demand 
needs over long periods of time instead of daily need to bet-
ter plan vaccine manufacturing and supply. Therefore, SHAP 
is used in this work to explain the prediction results of the 
CNN-LSTM model. Shapley value was initially developed 
for game theory in order to determine the importance of 
each player in a multiplayer game. The Shapley value indi-
cates the value of a player across all combinations of players 
present in the game. In recent years, the SHAP method has 

(14)MSE =
1

N

N∑

t=1

(ŷt − yt)
2

(15)R2 = 1 −

∑N

t=1
(yt − ŷt)

2

∑N

t=1
(yt − ȳt)

2

been used to explain machine learning and deep learning 
models [66]. For vaccine rate prediction, a Shapley value is 
assigned to each feature showing its importance for predic-
tion and explaining how much each feature contributes to 
the prediction results.

The SHAP method is used to explain the results of the 
CNN-LSTM model and identify the features contributing 
to the prediction results for a single instance and across all 
instances. This involves training the CNN-LSTM model on 
all the features. Each feature’s contribution to the model is 
underlined by the Shapley value �i as calculated with Eq. 16, 
where Sx represents a set of all features, and f represents 
the characteristic function used to estimate the utility of a 
coalition. fS(xS) is the coefficient of determination obtained 
after training the model on the features xS in subset S [65]. 
The Shapley values help explain the prediction results for 
vaccination rates and the features affecting the prediction 
results, removing the black-box nature of the deep learn-
ing model. For instance, the vaccination rate increase for a 
given day can be explained by the increase in features such 
as the number of confirmed cases or the reproduction rate 
of the disease. The overall features’ effect on the vaccina-
tion prediction can also be described as part of global inter-
pretability to specify which features had the highest impact 
in driving the vaccination rate either upward or downward. 
The knowledge obtained by identifying features contributing 
to vaccination rates can be critical to decision-makers for 
vaccine manufacturing and supply planning. However, it is 
important to note that explanations provided by SHAP can-
not provide causal relationships and thus need to be inter-
preted cautiously.

4 � Experimental results

4.1 � Case studies

Three case studies were conducted involving low-income 
developing countries from different continents to ensure 
the generalizability of the proposed model across countries 
with diverse geographical environments. Nigeria, Nepal, 
and Peru were selected for vaccination rate prediction 
from Africa, Asia, and South America continents repre-
senting diverse locations. In addition, these countries from  
different continents started the vaccination comparatively 
later than other countries due to issues with vaccine sup-
ply. They represent countries with low income and lim-
ited resources where vaccine shortage or oversupply can  
significantly impact the health of the population and are 

(16)

𝜙i =
∑

S⊆Sx⧵{i}

|S|!(|Sx| − |S| − 1)!

|Sx|!
[ fS∪{i}(xS∪{i}) − fS(xS) ]
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therefore of greater importance to accurately predict their 
vaccination rate and anticipate their vaccine demand in 
advance. At the beginning of vaccine distribution world-
wide, such countries suffered from a shortage of vaccines 
due to their high population and insufficient vaccine avail-
ability. After a vaccination plan was set and vaccine distri-
bution started, they suffered from oversupply, where mil-
lions of vaccines were disposed of due to the hesitancy of 
the population to take vaccines fueled by disbelief from 
social media. Therefore, for countries with low income,  
it is essential to accurately predict vaccination rates to 
plan and prepare vaccine supply in advance and reduce the 
potential shortage or waste. Shortage of supply may result 
in an increased number of cases and consequently, for a 
country with limited resources, an increase in the number 
of deaths. On the other hand, oversupply may cause vac-
cine expiration, especially with vaccines being considered 
perishable items and not having enough available storage 
with special treatment to store them. In these case stud-
ies, COVID-19 vaccination records, confirmed cases, and 
testing datasets of Nigeria, Nepal, and Peru from the start 
of vaccination are used [67]. The vaccination rate is set as 
the target feature and the historical vaccination rates along 
with the selected features are used to predict the vaccination 
rates on a weekly, bi-weekly, and monthly basis. The dataset 
is represented as a time series data where for each day the 
vaccination and potential features data are identified. A total 
of 359 days of vaccination data were used in the case stud-
ies for training and testing the model depending on when 
each country initiated the vaccination. In addition, a total 
of 359 days for 34 features including vaccination, testing, 
and confirmed cases and deaths data were taken from the 
start of vaccination and considered as candidate features as 
shown in Appendix A.

4.2 � Extracted and constructed features

All features extracted from Nigeria, Nepal, and Peru’s 
datasets are first cleaned and normalized. Then, two addi-
tional features, RR(t, s) and SI(t, s), are constructed based 
on domain knowledge. Figure 5 shows the RR(t, s) cal-
culated for Nigeria for the given time period. As RR(t, s) 
indicates the potential spread of the disease, a value > 1 
indicates that the infection may spread in the population 
while a value < 1 indicates that the disease will not spread 
in a population.

The new feature calculated by the government response 
tracker, SI(t, s), combines information from nine metrics 
regarding the government response to COVID-19 in terms 
of restrictions. It can potentially avoid the overfitting prob-
lem with all nine metrics included while maintaining suf-
ficient information in one feature for prediction. Figure 6 

shows the SI(t, s) for Nigeria for the time period taken. 
Generally, a lower SI(t, s) value indicates less strict gov-
ernment policies, making the disease spread more easily 
in that period of time. This gives new knowledge about 
relation between the disease and policies. The extracted 
and constructed features are preprocessed to ensure all 
features are cleaned and normalized for the next phase.

4.3 � Selected features

The objective of feature selection based on filtering and wrap-
ping is to identify features that have the highest impact on 
vaccination rates and improve its prediction accuracy. All 
the extracted features from the original datasets provided in 
Appendix A and the two constructed features are first fed 
into the filter method of Pearson correlation and mutual 
information. Then, a wrapper method of RFE is performed 
on the candidate features with a threshold set to 8 consid-
ering the computational efficiency. The RFE is performed 

Fig. 5   Nigeria’s Reproduction Rate from March 16th, 2021 to March 
9th, 2022

Fig. 6   Nigeria’s Stringency Index from  March 16th, 2021 to March 
9th, 2022
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using three models, including Random Forest, Decision Tree, 
and XGBoost, which are widely used to verify the effect of 
the selected features on the target feature. The selected fea-
tures identified when applying the three models are the same. 
Tables 3, 4, and 5 describe the selected features for Nigeria, 
Nepal, and Peru, respectively, after filter and wrapper meth-
ods are applied, along with the historical vaccination rates. 
The Pearson correlation and feature importance using Ran-
dom Forest of selected features for Nigeria are provided in 
Figs. 7 and 8 as references. It is observed that the total cases 
(Ct) and the total deaths (Dt) are the highest contributing fea-
tures that affect the vaccination rates for Nigeria.

4.4 � Prediction and performance comparison

To verify the impact of the enhanced feature engineering 
process and the effectiveness of the proposed CNN-LSTM 
prediction model, its performance is compared to the tra-
ditional statistical forecasting model ARIMA and the stan-
dalone univariate and multivariate LSTM models. The CNN-
LSTM prediction model was validated using cross-validation 
on a rolling basis with three folds, where 179 days are used 
for training and 60 days for testing in the first fold, the 239 

days of data are used for training and testing in the first fold 
are then used for training in the second fold and another 60 
days are used for testing. For the third fold, the training and 
testing data used in the second fold of 299 days is used for 
training and the remaining data of 60 days is used for test-
ing. The proposed model achieved the lowest MAPE com-
pared to other models for weekly, bi-weekly, and monthly 
prediction. MAPE is used for comparison since it is scale-
independent and can be easily interpreted as the average 
difference between the predicted value and the actual value 
and is expressed with a percentage. The comparison between 
univariate and multivariate LSTM models indicates that add-
ing the selected features by utilizing domain knowledge with 
the enhanced feature engineering process reduced the MAPE 
by an average of 11%, 32%, and 47% for Nigeria, Nepal, and 
Peru, respectively, for weekly, bi-weekly, and monthly pre-
diction, indicating the effectiveness of the feature engineer-
ing process. In addition, integrating the CNN to the LSTM 
model for multivariate prediction reduced the MAPE further 
by an average of 13%, 11%, and 23% for Nigeria, Nepal, and 
Peru, respectively, for weekly, bi-weekly, and monthly pre-
diction. The results of the comparison between the models 
are summarized in Tables 6, 7, and 8. Besides the general 

Table 3   Selected features for 
Nigeria

Annotation Feature Description

Ct Total cases Total confirmed cases of COVID-19
Cn New cases New confirmed cases of COVID-19
Dt Total deaths Total deaths attributed to COVID-19
Dn New deaths New deaths attributed to COVID-19
Tn New tests New tests for COVID-19
PR Positive rate The share of COVID-19 tests that are positive
RR Reproduction rate Estimate of the effective RR of COVID-19
SI Stringency index Government response SI
VP Vaccinated people per hundred 

in the population
Total number of people who received at least one 

vaccine dose per 100 people in the total popula-
tion

Table 4   Selected features for Nepal

Annotation Feature Description

Ct Total cases Total confirmed cases of COVID-19
Dtm Total deaths per million Total deaths attributed to COVID-19 per 1,000,000 people
Ttt Total tests per thousand Total tests for COVID-19 per 1,000 people
Ctm Total cases per million Total confirmed cases of COVID-19 per 1,000,000 million
Dt Total deaths Total deaths attributed to COVID-19
Dns New deaths smoothed New deaths attributed to COVID-19 (7-day smoothed)
PR Positive rate The share of COVID-19 tests that are positive, given as a rolling 7-day average
Cnsm New cases smoothed per million New confirmed cases of COVID-19 (7-day smoothed) per 1,000,000 people
VP Vaccinated people per hundred in the 

population
Total number of people who received at least one vaccine dose per 100 people 

in the total population
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prediction accuracy comparison, the performance of dif-
ferent models is also evaluated by comparing them to the 
actual vaccination rates time series for the 60 days of testing 
period when using 299 days for training. The weekly predic-
tion results for Nigeria’s models are shown in Fig. 9. The 
prediction results can help the Center of Disease and Control 
(CDC) identify when it will achieve its target of vaccinating 
70% of the population to achieve herd immunity. Moreover, 
the vaccination rates identified by the prediction models are 
translated to the number of vaccines needed considering the 
country’s population by assuming that each individual will 
receive one vaccine. For developing countries, the priority is 
to ensure a high percentage of the population is vaccinated. 
Therefore, the anticipated demand to ensure a high percent-
age of the population is vaccinated assumes that each indi-
vidual will receive one vaccine dose and does not consider 
second doses and boosters. The results for Nigeria’s vaccine 
demand are shown in Fig. 10. It is observed that the gap 

of vaccine demand using different prediction models ranges 
from around one hundred to two hundred thousand, which 
signifies the importance of using the CNN-LSTM model 
to identify vaccine demand. Based on the vaccine demand 
results, the government can plan the vaccine supply accord-
ingly in advance by considering a prediction interval based 
on the prediction results.

4.5 � Interpretable CNN‑LSTM model

The results of the CNN-LSTM model in predicting vac-
cination rates are interpreted through the SHAP method 
to identify each factor’s effect on the vaccination rates for 
each country. The contribution of each factor to the vac-
cination rates is analyzed to determine if it has a positive 
or negative effect on the predicted vaccination rates. It 
derives an understanding of future vaccination rates and 
vaccine demand for assisting government and vaccine 

Table 5   Selected features for Peru

Annotation Feature Description

Dtm Total deaths per million Total deaths attributed to COVID-19 per 1,000,000 people
Cns New cases smoothed New confirmed cases of COVID-19 (7-day smoothed)
Ct Total cases Total confirmed cases of COVID-19
Dt Total deaths Total deaths attributed to COVID-19
Vt Total vaccinations Total number of COVID-19 vaccination doses administered
PR Positive rate The share of COVID-19 tests that are positive
Cnsm New cases smoothed per million New confirmed cases of COVID-19 (7-day smoothed) per 1,000,000 people
Ctm Total cases per million Total confirmed cases of COVID-19 per 1,000,000 million
VP Vaccinated people per hundred in the 

population
Total number of people who received at least one vaccine dose per 100 

people in the total population

Fig. 7   Pearson Correlation for selected features for Nigeria Fig. 8   Random Forest feature importance for Nigeria



Health and Technology	

1 3

Table 6   Model comparison for 
Nigeria

Metric ARIMA Univariate LSTM Multivariate LSTM Multivariate 
CNN-LSTM

Weekly Prediction MAPE 24.9221 13.1660 11.9818 09.9920
MAE 00.1450 00.0404 00.0347 00.0299
MSE 00.0200 00.0047 00.0036 00.0035
R
2 00.0522 00.8321 00.8686 00.8818

Bi-weekly Prediction MAPE 24.9042 12.5979 11.6276 09.8306
MAE 00.1460 00.0381 00.0339 00.0303
MSE 00.0200 00.0042 00.0035 00.0036
R
2 00.1402 00.8448 00.8789 00.8774

Monthly Prediction MAPE 24.8369 13.3379 11.1675 10.2827
MAE 00.1460 00.0389 00.0345 00.0299
MSE 00.0200 00.0042 00.0040 00.0034
R
2 00.2982 00.8376 00.8684 00.8827

Table 7   Model comparison for 
Nepal

Metric ARIMA Univariate LSTM Multivariate LSTM Multivariate 
CNN-LSTM

Weekly Prediction MAPE 29.9910 18.9221 11.9002 10.7501
MAE 00.1003 00.0547 00.0263 00.0252
MSE 00.0134 00.0063 00.0012 00.0012
R
2 00.4794 00.7728 00.9608 00.9535

Bi-weekly Prediction MAPE 28.0328 18.8527 12.9485 11.9420
MAE 00.0927 00.0530 00.0282 00.0277
MSE 00.0122 00.0059 00.0014 00.0014
R
2 00.3478 00.8033 00.9539 00.9500

Monthly Prediction MAPE 27.2672 19.7232 14.1931 12.1100
MAE 00.0889 00.0598 00.0293 00.0261
MSE 00.0115 00.0090 00.0015 00.0014
R
2 00.2700 00.7412 00.9510 00.9537

Table 8   Model comparison for 
Peru

Metric ARIMA Univariate LSTM Multivariate LSTM Multivariate 
CNN-LSTM

Weekly Prediction MAPE 80.4632 19.0320 11.1930 08.7241
MAE 00.0846 00.0486 00.0229 00.0187
MSE 00.0092 00.0050 00.0008 00.0006
R
2 00.0488 00.8300 00.9565 00.9708

Bi-weekly Prediction MAPE 79.7342 20.0328 10.3487 08.6407
MAE 00.0838 00.0521 00.0210 00.0180
MSE 00.0088 00.0058 00.0007 00.0005
R
2 00.0049 00.7797 00.9637 00.9708

Monthly Prediction MAPE 80.5447 23.3810 11.3630 07.8095
MAE 00.0851 00.0598 00.0280 00.0180
MSE 00.0089 00.0080 00.0008 00.0005
R
2 00.0144 00.7202 00.9543 00.9718
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Fig. 9   Weekly prediction of vaccinated people in Nigeria

Fig. 10   Weekly vaccine demand in Nigeria
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Fig. 11   SHAP feature importance for Nigeria vaccination rate predic-
tion

manufacturers with decision-making. Take Nigeria as an 
example. Figure 11 shows the SHAP feature importance 
for Nigeria, where the feature with the highest impact is 
the total confirmed cases followed by total deaths. It is 
aligned with the feature selection results provided by the 
Random Forest, further emphasizing the effectiveness of 
the feature engineering process. Figure 12 shows the aver-
age contribution of the factors considered on the weekly 
predicted vaccination rates for Nigeria. One noticeable 
point is that a larger number of confirmed cases results in 
lower future vaccination rates. It can be explained by peo-
ple’s hesitancy due to their observation of a large number 
of positive cases and their belief that vaccination is not 
effective. On the contrary, a lower number of total deaths 
due to COVID-19 can encourage more people to take vac-
cination as indicated by the higher future vaccination rates. 

In addition, lower SI for showing the less strict govern-
ment policies also positively affects the future vaccina-
tion rates. If the government lifts the restrictions on travel 
and gatherings, and reduces the number of campaigns, it 
may convey the effectiveness of the vaccines in control-
ling the pandemic to the public. Similar interpretation can 
be done for the other two countries based on the SHAP 
feature analysis. Here we only illustrate the conclusion. 
For Nepal, the total cases and total deaths per million are 
identified as the features with the highest impact on the 
vaccination rates. Similar to the situation in Nigeria, high 
death rate rather than the large number of positive cases is 
the main motivation for people to take vaccine. For Peru, 
the historical vaccination rates is the top feature affecting 
the vaccination prediction, indicating the willingness of 
taking vaccination is highly impacted by the historical and 
current vaccination status. Different interpretations of fea-
tures’ impact on the future vaccination rates can be derived 
for different countries and regions to help the government 
and vaccine manufacturers anticipate the future increase 
or decrease of vaccinated people in each country or region. 
The insights provided by the SHAP method extend on the 
typical deep learning method and make it more visible and 
clear to interpret the effect of features on the prediction 
results.

Moreover, besides the global interpretability the SHAP 
method provides, it also considers local interpretability. 
The SHAP method shows the important features affect-
ing the prediction results for a certain day. For instance, 
Fig. 13 shows the factors affecting the prediction results 
for a random testing day for Nigeria. The base value for 
the prediction is around 0.395, which indicates that the 

Fig. 12   SHAP value impact for 
Nigeria



	 Health and Technology

1 3

expected predicted vaccination rate without considering 
the features is 0.395 for this specific day. The actual pre-
dicted vaccination rate 0.380 is obtained by considering 
the features’ contribution. The difference between the 
base value and the actual predicted value is around 0.015, 
indicating the features’ effect. Specifically, the number of 
total cases (Ct) leads the prediction downward to a lower 
vaccination rate compared to the base value. It also has the 
highest impact on the vaccination rate for this day com-
pared to other features. The new tests (Tn) and historical 
vaccination rates (Historical VP) drive the predicted vac-
cination rate to a higher level closer to the base value but 
it fails to reach the base value because of the magnitude 
of Ct in driving the prediction downward. The values for 
each of these features, such as Tn=0.6313, represent the 
normalized feature value contributing to the prediction. 
Since the features are all normalized, the impact indicated 
in Fig. 13 is independent of the scale as well.

5 � Conclusion

Explainable prediction of a country’s COVID-19 vaccina-
tion rates is essential for government and vaccine manu-
facturers to identify vaccine demand and better plan its 
manufacturing, supply, and distribution and provide herd 
immunity. Previous studies have proposed different methods 
to predict future vaccination rates according to historical 
vaccination records. However, the impact of positive cases, 
deaths, testing, and domain knowledge was not studied and 
incorporated into the prediction. In addition, there is no suf-
ficient discussion on applying explainable deep-learning-
based methods in predicting the COVID-19 vaccination rates 
based on multiple features and interpreting the impact of 
each feature accordingly. The proposed hybrid CNN-LSTM 
model, to the best of our knowledge, is the first attempt that 
integrates the critical features produced by a three-stage fea-
ture engineering process in predicting the COVID-19 vac-
cination rate. To achieve the interpretability of the proposed 

hybrid CNN-LSTM model, an XAI method based on the 
SHAP is developed to further explain and understand the 
effect of each feature on the vaccination rate. In the case of 
vaccination rates, the model interpretability is an important 
aspect that should be added to improve model transparency 
for extracting key information for decision-making.

Based on case studies on Nigeria, Nepal, and Peru, a hybrid 
CNN-LSTM model is developed and applied to predict the 
vaccination rate on a weekly, bi-weekly, and monthly basis. To 
further evaluate its prediction performance, it is compared to 
three benchmark models including statistical model ARIMA, 
univariate LSTM, and multivariate LSTM, and validated using 
cross-validation on a rolling basis. The results show that a sig-
nificant improvement with an average 30% decrease in MAPE 
is achieved by introducing the selected features. An additional 
16% improvement is provided by CNN, where a new feature 
space is constructed to digest the important information nested 
in the original features before entering the LSTM to learn the 
temporal dependence among or within features.

In the future, the proposed framework will be further 
extended to improve the prediction performance by optimiz-
ing the hyperparameters in the feature selection and neural 
network characteristics. In addition, the response indica-
tors used in calculating the stringency index will be further  
explored to identify how individual policies such as public 
information campaigns will affect future vaccine predic-
tion. Different spatial factors will be considered besides 
the government policies of the countries such as the geo-
graphical locations of the countries. Moreover, an ongoing 
study based on this work will discuss a deep-learning-based 
model to transfer knowledge from one domain to another to 
overcome insufficient training due to the limited data. In 
the prediction of vaccination rates or other medical product 
demand, it is common in practice that only limited data is 
available because of the sudden outbreaks of a pandemic in 
underdeveloped regions. Therefore, the model can be further 
improved to learn from the knowledge of one disease or a 
region to predict the demand for the target region or a new 
respiratory infectious disease with limited available data.

Fig. 13   SHAP instance interpretation plot of the CNN-LSTM prediction result for Nigeria
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Appendix A: list of features

Table 9   COVID-19 vaccination data

Annotation Feature Description

VP New people vaccinated smoothed per hundred Daily number of people receiving their first vaccine dose (7-day smoothed) per 100 
people in the total population

Vt Total vaccinations Total number of COVID-19 vaccination doses administered
PV People vaccinated Total number of people who received at least one vaccine dose
PFV People fully vaccinated Total number of people who received all doses prescribed by the initial vaccination 

protocol
Vn New vaccinations New COVID-19 vaccination doses administered
Vns New vaccinations smoothed New COVID-19 vaccination doses administered (7-day smoothed)
Vth Total vaccinations per hundred Total number of COVID-19 vaccination doses administered per 100 people in the 

total population
PFVh People fully vaccinated per hundred Total number of people who received at least one vaccine dose per 100 people in 

the total population
Vnsm New vaccinations smoothed per million New COVID-19 vaccination doses administered (7-day smoothed) per 1,000,000 

people in the total population
Bt Total boosters Total number of COVID-19 vaccination booster doses administered
PVh People vaccinated per hundred Total number of people who received at least one vaccine dose per 100 people in 

the total population
Bth Total boosters per hundred Total number of COVID-19 vaccination booster doses administered per 100 people 

in the total population
PVn New people vaccinated smoothed Daily number of people receiving their first vaccine dose (7-day smoothed)

Table 10   COVID-19 testing data

Annotation Feature Description

Tt Total tests Total tests for COVID-19
Tn New tests New tests for COVID-19
Ttt Total tests per thousand Total tests for COVID-19 per 1,000 people
Tns New tests smoothed New tests for COVID-19 (7-day smoothed)
Tnst New tests smoothed per thousand New tests for COVID-19 (7-day smoothed) per 1,000 people
PR Positive rate The share of COVID-19 tests that are positive, given as a 

rolling 7-day average
Tc Tests per case Tests conducted per new confirmed case of COVID-19, 

given as a rolling 7-day average

Table 11   COVID-19 confirmed cases and deaths data

Annotation Feature Description

Ct Total cases Total confirmed cases of COVID-19
Cn New cases New confirmed cases of COVID-19
Cns New cases smoothed New confirmed cases of COVID-19 (7-day smoothed)
Dt Total deaths Total deaths attributed to COVID-19
Dn New deaths New deaths attributed to COVID-19
Dns New deaths smoothed New deaths attributed to COVID-19 (7-day smoothed)
Ctm Total cases per million Total confirmed cases of COVID-19 per 1,000,000 people
Cnm New cases per million New confirmed cases of COVID-19 per 1,000,000 people
Cnsm New cases smoothed per million New confirmed cases of COVID-19 (7-day smoothed) per 1,000,000 people
Dtm Total deaths per million Total deaths attributed to COVID-19 per 1,000,000 people
Dnm New deaths per million New deaths attributed to COVID-19 per 1,000,000 people
Dnsm New deaths smoothed per million New deaths attributed to COVID-19 (7-day smoothed) per 1,000,000 people
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