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Abstract
This study proposes a machine learning-based methodology for evaluating the formability of sheet metals. An XGBoost 
(eXtreme Gradient Boosting) machine learning classifier is developed to classify the formability of the TV back panel based 
on the forming limit curve (FLC). The input to the XGBoost model is the blank thickness and cross-sectional dimensions 
of the screw holes, AC (Alternating Current), and AV (Audio Visual) terminals on the TV back panel. The training dataset 
is generated using finite element simulations and verified through experimental strain measurements. The trained classifica-
tion model maps the panel geometry to one of three formability classes: safe, marginal, and cracked. Strain values below the 
FLC are classified as safe, those within 5% margin of the FLC are classified as marginal, and those above are classified as 
cracked. The statistical accuracy and performance of the classifier are quantified using the confusion matrix and multiclass 
Receiver Operating Characteristic (ROC) curve, respectively. Furthermore, in order to demonstrate the practical viability 
of the proposed methodology, the punch radius of the screw holes is optimized using Brent's method in a Java environment. 
Remarkably, the optimization process is completed swiftly, taking only 3.11 s. Hence, the results demonstrate that formability 
for a new design can be improved based on the predictions of the machine learning model.

Keywords Artificial Intelligence · Forming Limit Diagram · XGBoost algorithm · Brent’s method · Finite Element 
Analysis

Introduction

Supervised machine learning (ML) involves mapping input 
features to their associated output labels. In classification 
problems, the output label belongs to a category, which 
may be binary or multi-class [1]. “Boosting” [2], among 
classification algorithms, has been identified as excelling in 
standard classification benchmarks [3]. Boosting involves 

an ensemble of multiple base learners combined to form a 
strong prediction model. Therefore, boosting methods have 
proven to be accurate in various applications, ranging from 
open competitions such as the Netflix prize [4] and ad clicks 
at Facebook [5] to more recent applications in sheet metal 
forming [6].

The literature survey also indicates the application of 
machine learning approaches [7, 8], including neural net-
works [9, 10], to predict forming limit. The forming limit 
diagram (FLD), developed by Keeler [11] and improved by 
Goodwin [12], is widely used as an evaluation index for 
predicting the formability of sheet metals. The regions below 
the forming limit curve are classified as safe, while the above 
indicates necking or potential deformation instability. There-
fore, predicting forming limits in sheet metal is well-suited 
to the application of supervised classification models.

Concerning the characterization of the forming limit curve 
on the FLD, experimental [12–17] and theoretical methodolo-
gies, including those based on bifurcation theory [18–20], geo-
metrical imperfection theory [13, 21], and continuum damage 
mechanics [22], have been developed. Zhang et al. [23] provide 
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a comprehensive review of the theoretical models used for the 
formability prediction of sheet metals. The FLD offers accurate 
assessments of formability in single-stage forming processes, con-
sidering proportional loading and linear strain path. Otherwise, 
forming-limit stress diagram (FLSD) may be utilized [24, 25].

Assuming accurate prediction of the formability limit, the 
next logical question is how to improve the formability of sheet 
metals. To address this question, Song et al. [26] proposed a 
feasible preform design method based on deformation history 
to enhance the formability of tube hydroforming. Similarly, Ko 
et al. [27] suggested a feasible formability diagram for select-
ing process variables, such as the initial blank shape, the blank 
holding force, and the shape of the draw bead, for stamping the 
turret suspension. On the other end of the spectrum, Attanasio 
et al. [28] reported on the feasibility and formability of parts 
in incremental forming. Additionally, Kim et al. [29] dem-
onstrated the effectiveness of asymmetric rolling of strip-cast 
sheet for producing high-formability Al alloy sheets.

Concerning the application of machine learning for form-
ability improvement, Zimmerling et al. [30] presented an 
image-based recognition technique to assess and improve the 
formability of continuous fiber-reinforced plastics (CoFRP). 
Bae et al. [31] developed a machine-learning model that uses 
the XGBoost algorithm to predict processing parameters that 
ensure high formability for Ti alloys. Lu et al. [32] proposed 
a gradient-boosting regression to optimize the multiple vari-
able blank holder force, which improves the formability in 
aluminum hot stamping. Marques et al. [33] compared the 
accuracy of various machine learning algorithms, such as 
multilayer perceptron, Gaussian processes, support vector 
regression, and random forest, in predicting fracture strain 
in hole expansion tests. The study concluded that Gaussian 
processes and support vector regression outperformed others, 
enabling robust predictive models. Similarly, Singh et al. [34] 
developed a machine learning framework using HDR imag-
ing to automate defect detection in sheet metal ‘Nakajima’ 
samples that were pressed with an industrial stamping press.

The primary objective of this work is to develop a 
machine learning-based classifier and corresponding opti-
mization program to evaluate the formability of the TV 
back panel. The proposed methodology introduces a novel 
approach that predicts whether a change in the geometry 
of the TV back panel is safe, marginal, or likely to cause 
cracking. Moreover, the approach provides the user with 
optimized cross-sectional dimensions of the panel to ensure 
that the new product is formable.

Section “Materials and methods” briefly overviews the 
TV back panel and its corresponding cross-sectional geom-
etries in the screw holes, AC (Alternating Current), and AV 
(Audio Visual) terminal regions. The finite element setup 
and corresponding experimental verification are explained 
in Sections “Finite element analysis and Strain measurement 
system”, respectively, while Section “Dataset generation” 
discusses the data generation process for the machine learn-
ing model. Section “Accuracy and performance metrics” 
establishes the accuracy and performance metrics for the 
multi-class classification, while Section “Baseline classifier” 
evaluates a baseline classifier and investigates the improve-
ment in the tree model by boosting. In Section “Training 
the XGBoost”, the XGBoost machine learning model [35] 
is trained on the screw hole, AC, and AV terminal datasets. 
After training, the XGBoost classifier is exported and imple-
mented in the JAVA environment. Section “Optimization 
process” discusses the optimization process based on the 
proposed XGBoost classifier. Additionally, the punch radius 
of the screw holes is optimized using Brent's method to dem-
onstrate the improvement in the formability of the TV back 
panel. Figure 1 illustrates the XGBoost architecture for the 
proposed framework. D = {

(

�i, yi
)

}
n

i=1
 denotes the training 

dataset, obtained through finite element analysis, while ŷi is 
the forming probability estimate by the XGBoost classifier. 
XGBoost employs Newton tree boosting to fit additive tree 
models. A brief overview of the additive tree models and 
XGBoost method is presented in Appendix 1.

Fig. 1  Illustration of XGBoost 
architecture for the proposed 
framework
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Materials and methods

The proposed XGBoost classifier is a supervised machine 
learning approach that predicts the formability of the TV 
back panel based on the forming limit curve (FLC). The 
trained classification model maps the panel geometry to one 
of three formability classes: safe, marginal, and cracked. 
Strain values below the FLC are classified as safe, within 5% 
margin of the FLC as marginal, and above as crack. Figure 2 
illustrates the TV back panel and the respective screw holes, 
AC (Alternating Current), and AV (Audio Visual) terminals.

The input to the classification model is the cross-sectional 
dimensions of the screw holes, AC, and AV terminals on the 
TV back panel. The orthographic projection and cross-section 
of the screw holes, AC, and AV terminals are shown in Fig. 3. 
It can be noted that AC and AV share the same cross-sectional 

geometry. The output to the classification model is the form-
ability classes based on the strain values on the forming limit 
diagram obtained through the finite element simulations.

Subsequently, finite element analysis was carried out in 
PAM-STAMP and Anaconda (python distribution) is used 
to construct the XGBoost classifier.

FEA of panel forming

Generally, finite element analysis is conducted to evalu-
ate the material’s formability when subjected to changes 
in material dimensions. This provides the limits of the two 
principal strains, �1 , and �2 , represented on a forming limit 
diagram. However, the procedure follows an error-and-
trial approach that is inefficient and time-consuming. An 

Fig. 2  Illustration of TV back 
panel and screw holes, AC, and 
AV terminals

Fig. 3  Orthographic projections and sectional view (a) Screw hole (b) AC terminal (c) AV terminal
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alternative solution is to use a machine learning (ML) model 
to assess formability in terms of probability estimates. Com-
paratively, the machine learning approach provides faster 
solutions corresponding to the changing inputs.

Therefore, a machine learning classifier is employed in this 
study to classify the formability of the TV back panel, and the 
training data is generated numerically from finite element sim-
ulations. Section “Finite element analysis” details the FE setup 
and analysis, while Section “Strain measurement system” dis-
cusses the validation of FE simulations through experimental 
strain measurements. Finally, Section “Dataset generation” 
concludes the feature selection and data generation phase.

Finite element modeling

The commercial FEM package, PAM-STAMP, with the explicit 
solver, was used for forming the TV back panel. The tool, i.e., 
punch, die, and blank holder, was modeled as discrete rigid, 
while the blank was assumed to be deformable elastic–plastic 
material. The friction coefficient between the tool and blank 
was set to 0.16. The stamping velocity was set to 5 mm/ms, 
while blank holding force was 40 tons. Schematic of the finite 
element model used for the simulations is shown in Fig. 4.

The blank workpiece was meshed using Belytschko-Tsay 
membrane elements, resulting in a final mesh with 309,465 
elements, 323,480 nodes, and 5 through-thickness integration 
points. The material data is Ultra-low carbon steel, obtained 
experimentally through uniaxial tensile tests performed on 
ASTM E8/E8M [36] specimens cut at 0°, 15°, 30°, 45°, 60°, 
75°, and 90° with respect to the rolling direction. The mate-
rial data along the rolling direction is presented in Table 1. 
The hardening curve used during finite element simulation 
was obtained by calibrating the Swift law using the flow 
stress curve along the rolling direction such that,

(1)� = 513.73
(

0.00853 + �p

)0.241
[MPa]

Furthermore, biaxial tension test was conducted on a cru-
ciform specimen, proposed by Kuwabara et al. [37]. A com-
prehensive overview of the testing system was provided by 
Wu et al. [38]. Table 2 presents the corresponding normalized 
yield stress and r-values. Therefore, given the eight material 
parameters, the anisotropic coefficients for the yld2000-2d 
criterion [39] were identified using the PAM-STAMP add-
on, ESI Mat-Wizard. Subsequently, finite element analysis 
was carried out using the with different instances of sheet 
thickness while varying the cross-sectional dimensions of the 
screw holes, AC, and AV terminals. Figure 5 shows the major 
and minor plastic strain contours of one of the instances.

Strain measurement system

To assess the surface strains on the stamped TV back panel, 
grid marking and a 3D automated strain measurement system 
are employed [40]. Figure 6 shows the stamped TV back panel 
and identifies the regions of interest for strain measurements.

Initially, a square grid pattern is produced on the unde-
formed blank using electrochemical etching. The blank is 
then stamped to form the back panel. Following that, the 
strain measurement system calculates the surface strains 
using digital image correlation based on the 3D coordinates 
of the deformed grids. Figure 7 provides a schematic repre-
sentation of the strain measurement procedure.

To obtain the 3D coordinates of the deformed grids, two or 
more views of a region on the back panel are photographed. 
Meanwhile, a photogrammetric dice-shaped target of known 
dimensions is placed next to the region being measured. This 
arrangement enables the strain measurement system to auto-
matically compute the camera position, lens focal length, 
and the angle between offset views. Finally, a common grid 
square is identified in the captured images and combined to 
generate the 3D map of the surface area. The surface geom-
etry of the AV terminal with the reference target obtained 
using the strain measurement system is shown in Fig. 8.

Furthermore, the captured images are post-processed to 
compute strain values along a section. The major and minor 
strain values for the AV terminal, based on the experimental 
measurements and finite element simulations, are shown in 
Fig. 9. While the FEM analysis was carried out using the 
Yld2000-2d criterion, with the anisotropic coefficients listed 
in Table 3. It is observed from the strain contours that the 

Fig. 4  Schematic of the finite element model for forming the TV back 
panel

Table 1  Material data for Ultra-low carbon steel along the rolling 
direction

Yield 
strength 
(MPa)

Ultimate 
strength 
(MPa)

Elongation 
(%)

Uniform 
Elongation 
(%)

Elastic 
modulus 
(GPa)

162.6 290.3 44.44 25 160.06
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FEM analysis agrees with the experimental measurements 
both in tendency and amplitude.

In addition, to establish the accuracy of the finite element 
simulations, the draw-in profile was measured experimentally 
and compared with that obtained from FEM analysis. Figure 10 
shows the draw-in profile of the TV back panel, quantified by 
the dimensions at the top, bottom, left, and right sides. The 
comparison of experimental and simulation results is shown 
in Figs. 11 and 12. In the drawing simulation, the bead gap 
(clearance) was uniformly set at 1.1 times the sheet thick-
ness for all sides. However, in practice, due to the limitations 
in manufacturing precision, the bead gap in the experimental 
die had non-uniform clearance in some sections, resulting in 
minor draw-in deviations, as indicated in Fig. 11. However, it 
can be observed that the predicted draw-in profile shows good 

Table 2  Normalized yield 
stress and r-values for Ultra-low 
carbon steel

�0∕�0 �45∕�0 �90∕�0 �
b
∕�0 r0 r45 r90 r

b

1.0000 1.0305 1.0309 1.0534 1.753 1.811 2.180 0.771

Min = -0.018
Min = -0.320 Max = 0.225

Max = 1.082

Fig. 5  Major and minor strain contours of the TV back panel

Fig. 6  Stamped TV back panel obtained experimentally. Regions 
(AV1 ~ AV4) of the AV terminal are highlighted to demonstrate the 
strain measurement system (as in Figs. 8 and 9)

Fig. 7  Schematic representation 
of the grid marking and strain 
measurement procedure
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agreement with the experiment in overall trend, as further seen 
in Fig. 12. Therefore, it is appropriate to prepare the dataset 
of the classification model based on finite element simulation.

Dataset generation

The data generation phase aims to create a comprehensive 
training dataset enabling the classification model to accurately 
predict the formability of the TV back panel. During the data 
generation phase, 630 finite element simulations were carried 
out with combinations of classification inputs, each belonging 
to a specific design domain. The design domain is user-defined 
and corresponds to the geometry of the TV back panel.

In this particular application, the input to the classification 
model is the blank thickness and cross-sectional dimensions 
of the screw holes, AC, and AV terminals on the TV back 
panel. For the thickness variation of the Ultra-low carbon 
steel blank, four cases were considered, ranging from 0.4, 
0.5, 0.6, and 0.8 [mm]. Additionally, the variation in cross-
sectional dimensions of the screw holes, AC, and AV ter-
minals corresponding to the Fig. 3 are presented in Table 4.

The output of the classification model is the prediction of 
formability classes based on the strain values obtained from 
the forming limit diagram through finite element simula-
tions. These classes are categorized into five zones, and for 
this study, three classes have been selected as the output 
for the machine learning classifier. The classification model 
outputs probability estimates for each class and makes clas-
sifications based on the highest probability value.

The training output labels of one of the simulation instances., 
i.e., safe, marginal, and crack classes, are shown in Fig. 13. It can 
be noted that strain values below the FLC are classified as safe, 
within 5% margin of the FLC as marginal, and above as crack.

ML model for panel forming

In this study, the XGBoost classifier is employed as the 
machine learning model to evaluate whether a new change 
in the geometry of the TV back panel is safe, marginal, or 
likely to cause cracking. The XGBoost classifier outputs 
probability estimates for each class and makes classifica-
tions based on the highest probability value.

Section “Accuracy and performance metrics” estab-
lishes the accuracy and performance metrics for the 
multi-class classification. Section  “Baseline classi-
fier” investigates a baseline classifier and assesses the 
improvement in the tree model by boosting. The perfor-
mance of vanilla XGBoost is evaluated, and hyperparam-
eter tuning is carried out based on the grid search strat-
egy. Finally, Section “Training the XGBoost” discusses 
the training of the XGBoost on the screw hole, AC, and 
AV terminal datasets.

Accuracy and performance metrics

The XGBoost follows a supervised learning approach, 
sequentially adding trees to minimize the residual errors 
of the previous trees during training. As the training pro-
ceeds, the XGBoost assigns weights to new leaves of a tree 
and adjusts the tree structure by pruning out the internal 
nodes according to a boosting rule and design variables. The 
design variables include the learning rate, number of rounds 
(trees), loss function, evaluation metric, regularization, and 
stopping criteria. Henceforth, the XGBoost training is ter-
minated after explicit stopping criteria are met.

For quantifying the statistical accuracy of classification, 
the confusion matrix Cij and Matthews correlation coefficient 

Fig. 8  Surface geometry of AV terminal obtained using the 3D strain measurement system
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Fig. 9  Comparison of major and minor strains for the AV terminal

Table 3  Anisotropic coefficients 
of Yld2000-2d for Ultra-low 
carbon steel

�1 �2 �3 �4 �5 �6 �7 �8 a

1.0821 0.9870 0.9383 0.9131 0.9529 1.0147 1.0159 0.8728 6
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(MCC) [41] were chosen as accuracy metrics. Jurman et al. 
[42] reported MCC as an optimal off-the-shelf accuracy met-
ric of a classifier in binary and multiclass problems. Hence, 
for multi-class classification with K total classes, as such in 
the present case being safe, crack, and margin classes, MCC 
is given as follows,

(2)MCC =

c × s −
K
∑

k

pk × tk

�

�

�

�

�

s2 −
K
∑

k

p2
k

�

�

s2 −
∑K

k
t2
k

�

Fig. 10  Measurement of draw-
in profile during forming of the 
TV back panel

Fig. 11  Comparison of the draw-in profiles for the locations in Fig. 10
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where,

For quantifying the performance of the classifier to distin-
guish between the safe, crack, and margin classes, a multiclass 
(Receiver Operating Characteristic) ROC curve is chosen. The 
area under the ROC curve, generally termed the ROC-AUC 
score, measures the ability of a multiclass classifier to distin-
guish a given class compared to the remaining classes (One-
vs-Rest). Hence, for multiclass classification, the ROC curve 
is plotted between the true positive rate (TPR) against the false 
positive rate (FPR) for each class against all the others; as such,

where

c =
∑K

k
Ckk; s =

∑K

i

∑K

j
Cij; tk =

∑K

i
Cik; pk =

∑K

i
Cki

(3)TPR =
TP

TP + FN
;TPR =

FP

FP + TN

TP ∶ true positive;FP ∶ false positive;

TN ∶ true negative;FN ∶ false negative.Fig. 12  Comparison of maximum draw-in during forming of the TV 
back panel

Table 4  Training input labels 
for the classification model

Screw hole A [mm] B [mm] C [mm] D [mm] E [deg]

[0–2.99] [1–3.2] [0.4–2] [0–37] [9-10]
AC terminal A [mm] C [mm] D [mm] E [mm] G [mm] H [deg]

[16–18] [1.7–3] [3–8.49] [8.001–12] [5-7] [18.16–26]
AV terminal A [mm] C [mm] D [mm] E [mm] G [mm] H [deg]

[15.3–28.1] [0–12.5] [3.5–8] [3–10] [3.22–9] [55.2–65]

Fig. 13  Training output labels, safe, marginal, and crack classes for the classification model
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Consider the example of Safe-vs-Non-Safe formability, 
where Non-safe includes both the margin and crack classes. In 
this case, TP represents instances where the classifier correctly 
predicts safe formability, while FN indicates the instances 
where the classifier underestimates the formability, predicting 
non-safe instead of safe. Similarly, TN represents the instances 
where the classifier correctly predicts non-safe formability, 
while FP indicates instances where the classifier overestimates 
the formability, predicting safe instead of non-safe.

Baseline classifier

The decision tree (DT) classifier is utilized as the baseline 
classifier. The specified classifier is tested with a dataset 
generated using the finite element method for the screw 
holes of the TV back panel. The training dataset is divided 
into two sets: training and test sets. The training set com-
prises 80% of the total samples, while the test set contain 
20%. Therefore, the training set size is 504, and the test set 
is 126. The training is carried out with the default param-
eters provided by the scikit-learn library [43]. A constant 
seed value is used to ensure reproducibility, providing the 
same confusion matrix during the re-run. Figure 14 dem-
onstrates the normalized confusion matrix for the training 
and test sets predicted by the DT classifier. The entries Cii 
on the main diagonal of the confusion matrix establish the 
accuracy of the predictions, while the off-diagonal entries 
represent misclassifications.

It can be noted that the DT classifier is a weak learner, as 
it poorly predicts the margin class in both the training and 
testing sets. Therefore, to assess the improvement in the tree 
model by boosting, the performance of vanilla XGBoost is 
evaluated for prediction accuracy and compared with the 
DT classifier. Figure 15 shows the normalized confusion 

matrix for the training and test sets obtained using the vanilla 
XGBoost classifier.

Although the vanilla XGBoost outperformed the DT clas-
sifier, a low prediction of 0.75 for the margin class in the test 
set indicates poor generalization and overfitting. Therefore, 
hyperparameter tuning for XGBoost is carried out using 
grid search. Grid search exhaustively considers all provided 
parameter combinations for tuning the hyperparameters of 
the XGBoost. The search range and the optimal hyperpa-
rameters for the XGBoost classifier based on the screw hole 
dataset is reported in Table 5.

In addition, an early stopping criterion is adopted for the 
training phase to avoid overfitting. The test set is utilized for 
validation, and the loss metric is set to the cross-entropy loss 
function [44]. Hence, the training is stopped if the value of 
validation cross-entropy loss stagnates or increases over 10 
consecutive epochs.

For multi-class classification with K total classes, let Y be 
a matrix with true labels encoding 1-of-K binary indicator 
and P be a matrix of probability estimates; the cross-entropy 
loss is given as follows,

where N is the total number of instances, yik is the binary 
indicator with the expected labels, and pik is the predicted 
probability of instance i belonging to class k.

Training the XGBoost

The XGBoost classifier with tuned parameters is trained 
individually on all distinct datasets, and the cross-entropy 
loss values are logged during the training process. For the 

(4)L(Y ,P) = −
1

N

N−1
∑

i=0

K−1
∑

k=0

yikln pik

Fig. 14  Normalized confusion matrix predicted by the decision tree for the screw holes
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screw hole dataset, the XGBoost classifier is trained using 
the training set of 504 and validated using the test set of 
126. The training process is stopped if the validation loss 
remains stagnant or increases over 10 consecutive epochs. 
The evolution of training and validation losses for datasets 
based on screw holes is shown in Fig. 16.

Figure  17 demonstrates the normalized confusion 
matrix for the training and test sets predicted by the 
XGBoost classifier based on the grid search and early 
stopping criterion. A value of 1.0 on the main diagonal 
of the confusion matrix indicates that all instances of a 
particular class have been correctly classified. Thereafter, 
the Matthews correlation coefficient (MCC) for the test 
set are calculated and are reported in Table 6. MCC out-
puts values in the interval [-1,1], with a coefficient of 1 
representing perfect prediction and 0 and -1 representing 
average random and inverse prediction, respectively.

In addition to the screw hole dataset, the XGBoost classi-
fier is trained on the AC and AV terminal datasets. Similarly, 
both datasets are split into training and test sets with an 0.8 
ratio, and the cross-entropy loss is monitored during train-
ing. Hence, utilizing the early-stopping criteria, the training 
stopped at 447 and 197 epochs for the AV and AC, respec-
tively. The evolution of training and validation losses for 
both datasets is shown in Fig. 18.

To quantity, the robustness of the XGBoost classifier to 
distinguish between the safe, crack, and margin classes, a 

receiver operating characteristic (ROC) curve is plotted for 
AC and AV terminal datasets. As shown in Fig. 19, the AUC 
score of 1.0 indicates that the XGBoost classifier correctly 

Fig. 15  Normalized confusion matrix predicted by the vanilla XGBoost for the screw holes

Table 5  Grid search reporting 
the hyperparameters for the 
XGBoost classifier

Learning rate gamma Maximum
tree depth

Subsample ratio of 
training instances

Subsample ratio of 
columns by tree

Search range [0.01–0.1] [0–0.5] [2–6] [0.7–1.0] [0.3–1.0]
Hyperparameters 0.106 0.047 5 0.756 0.835

Fig. 16  Evolution of training and validation losses for datasets based 
on screw holes
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distinguishes a given class compared to the remaining classes 
(One-vs-Rest) over all possible threshold values. Hence, 
with the accuracy and performance metrics established for 
all distinct datasets of the TV back panel, the training of 
the XGBoost classifier is concluded. After that, the trained 
classifier is extracted and implemented in a multi-language 
pipeline. In this particular case, the XGBoost classifier was 
exported to Predictive Model Markup Language (PMML) 

format. The PMML model was executed in Java by adding 
the PMML dependency using the Apache Maven build tool. 
Thus, providing real-time classification output for formability.

Optimization process for formability 
improvement

The optimization process aims to obtain an optimized 
geometry of the TV back panel to improve its formability. 
To demonstrate the applicability of the methodology, the 
punch radius of the screw holes was optimized using Brent's 
method in the Java environment. Section “Optimization 
process” discusses the optimization process based on the 
XGBoost classifier.

Fig. 17  Normalized confusion matrix predicted by the tuned XGBoost for the screw holes

Table 6  Matthews correlation coefficient (MCC) of the test set based 
on screw holes

Decision Tree XGBoost (Vanilla) XGBoost

0.7877 0.9004 0.9823

Fig. 18  Evolution of training and validation losses for datasets based on AV and AC terminals
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Optimization process

The XBoost classifier predicts probability estimates for the 
safe, crack, and marginal classes based on the geometrical 
dimensions of the screw holes. The predicted probabilities 
are used to minimize an error function. In this particular 
case, the punch radius of the screw holes is chosen as the 
design variable for the optimization process. Figure 20 
shows the schematic representation of the optimization pro-
cess for the formability improvement of the TV back panel.

Initially, the XGBoost classifier assesses the forming prob-
ability y(xi) of the screw hole based on the blank thickness and 
its cross-sectional dimensions (see Fig. 3a), denoted as xi . The 
term xi represents the initial input vector to the optimization 
program, with i ranging from 1 to 6, indicating a total of six 
inputs. The optimization program terminates if the classifica-
tion output indicates safe class. Otherwise, the XBoost classifier 
re-evaluates the forming probability ̂y(̂xi) using the given screw 
hole punch radius ̂x6 and predefined inputs ( ̂xi−1 ). The objective 
function is defined as the root mean square error between the 
predicted and target probability estimates, as follows,

where ŷ(̂xi) is the forming probability estimate by the 
XGBoost classifier, and yTarget = 1.0 is the user-defined safe 
probability that satisfies design tolerance.

Thereafter, Brent's method minimizes the objective func-
tion by searching the optimized value of the punch radius of 
the screw holes in the range 0.4 ≤ C ≤ 2.0 . The number of 
iterations is set to 200. The optimization process is stopped 
if the value of the objective function stagnates or reaches a 

(5)obj =
[

yTarget −
(

ŷ
(

x̂i
)

− y
(

xi
))]2

predefined tolerance. The optimized parameter x̂optimized
6

 cor-
responds to the punch radius the XGBoost identifies as the 
optimal forming geometry for the screw holes.

For instance, during the FEM simulation, the forming of 
the screw hole with the geometric dimensions listed in Table 7 
resulted in strain values above the forming limit curve. Conse-
quently, this particular data point was classified as a crack in the 
training dataset. The initial XGBoost prediction correctly clas-
sified the forming of the screw hole as likely to result in a crack.

Therefore, the optimization process was carried out to 
determine the optimal punch radius for the screw hole. Fig-
ure 21 shows the evolution of the objective function during 
the optimization process. The optimized value of the punch 
radius C was found to be 1.5404 mm. For the computation 
time, the optimization process took 3.11 s using an Intel 
Core™ i9–12900F, 64 GB of DDR4 RAM, and an NVIDIA 
GeForce RTX™ 3080 Ti GPU. The objective function value 
at the end of the optimization is reported to be 7.13e-5. 
Table 8 provides the initial and final probability estimates by 
the XGBoost classifier.

To evaluate the effectiveness of the optimization pro-
cess, forming simulation was conducted using the opti-
mized value of the punch radius. Thereafter, the strain 
values obtained are plotted on the forming limit diagram 
for both the initial and optimized geometric dimensions 
of the screw hole, as shown in Fig. 22. It is observed that 
the optimization process effectively improves the form-
ability of the screw hole.

Fig. 19  Receiver operating characteristic (ROC) curve for the test sets obtained using AV and AC datasets



 International Journal of Material Forming (2023) 16:70

1 3

70 Page 14 of 17

Conclusions

This study presents a machine learning-based methodol-
ogy for formability analysis in sheet metals. The machine 
learning (ML) model uses an XGBoost classifier to classify 
the formability of the TV back panel based on the forming 
limit curve (FLC). The trained classification model maps 
the panel geometry, including screw holes, AC (Alternating 

Current), and AV (Audio Visual) terminal, to one of three 
formability classes: safe, marginal, and cracked. Strain 
values below the FLC are classified as safe, those within 
5% margin of the FLC are classified as marginal, and those 
above are classified as cracked. Further specific conclusions 
are summarized as follows:

1. The training data was generated numerically using finite 
element simulations and verified through experimental 
strain measurements. The commercial FEM package, 
PAM-STAMP, with the explicit solver, was used to form 
the TV back panel. During the data generation phase, 
630 finite element simulations were carried out with 
combinations of classification inputs, each belonging to 
a specific design domain. The design domain is user-
defined and corresponds to the geometry of the TV back 
panel.

2. The XGBoost classifier was developed to evaluate 
whether a new change in the geometry of the TV back 
panel is safe, marginal, or likely to cause cracking. The 
XGBoost classifier outputs probability estimates for 
each class and makes classifications based on the high-
est probability value. Accuracy and performance metrics 
indicate that XGBoost makes accurate classifications for 
all datasets of screw hole, AC, and AV terminal.

3. The optimization process was developed using the 
trained XGBoost classifier and aims to obtain an opti-
mized geometry of the TV back panel to improve its 
formability. To demonstrate the applicability of the 
methodology, the punch radius of the screw holes was 
optimized. Regarding computation time, the optimiza-
tion process took 3.11 s.

Appendix 1

A. Tree Boosting

(I) Decision Tree

Decision tree learning is a supervised learning approach 
that utilizes if-else or true–false feature questions to pre-
dict a category in a classification problem or continuous 
numeric value in a regression problem. For a given dataset 
D = {

(

�i, yi
)

}
n

i=1
 , a tree model is given by,

(6)f
(

�i

)

=

T
∑

j=1

wjI
(

�i ∈ Rj

)

Fig. 20  Schematic representation of optimization process for form-
ability improvement of back panel

Table 7  Input dimensions of the 
screw hole for the optimization 
process

Input x
i

A (Height) B (Die radius) C (Punch radius) D (�) E (Diameter) Thickness

Given value 2.22 [mm] 1.0 [mm] 0.5 [mm] 16.82 [deg] 9.0 [mm] 0.5 [mm]
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where wj is the score (prediction) of the j-th leaf, referred 
to as weight in the region Rj , I is the set of indices of data 
points assigned to the j-th leaf, and T is the total number of 
leaves in the tree (see Fig. 1).

 (II) Boosting

Boosting is a class of machine learning algorithms that 
iteratively combines multiple base learners to form a pre-
diction model. The base learners are generally weak but 
provide accurate predictions when combined in an ensem-
ble hence the term 'boosting.' Given the base learner to 
be decision trees with K trees, the predicted output ŷi 
corresponding to the input vector �i of the i-th instance 
is given by,

where fk is the output of the k-th tree, and F  is a set of 
all possible classification and regression tree (CART) func-
tions. Tree boosting learns by iteratively adding ft

(

xi
)

 to 
base learners, such that it minimizes the following objective 
function,

where,

D is the size of the training set, ŷ(t)
i

 and yi are the pre-
dicted and target values at the t-th iteration, respectively, 
and the l term is a differentiable convex loss function that 
measures the difference between ŷ(t)

i
 and yi . In general 

settings, boosting utilizes a second-order taylor approxi-
mation of the loss function, and the objective function is 
re-written as follows,

(7)ŷi =

K
∑

k=1

fk
(

�i

)

, fk ∈ F

(8)
L
(t) =

∑

D

l
�

yi, ŷ
(t)

i

�

=
∑

D

l
�

yi, ŷ
(t−1)

i
+ ft

�

�i

�

�

(9)ŷ
(t)

i
=

t
∑

k=1

fk
(

xi
)

= ŷ
(t−1)

i
+ ft

(

xi
)

Fig. 21  Evolution of the objective function during the optimization 
process

Table 8  Initial and final probability estimates by the XGBoost clas-
sifier

XGBoost Output Probability estimates

Safe Margin Crack

y(xi) 0.0043 8.7707e-4 0.9948
ŷ(̂xi) 0.9958 0.0037 3.9304e-4

Fig. 22  Strain distribution in the 
screw hole forming simulation 
with geometric dimensions (a) 
Initial (Table 7) (b) Optimized 
C = 1.5404 mm (Punch radius)
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where gi and hi are the gradient and hessian, respectively, 
defined as,

 (III) XGBoost method

XGBoost employs Newton tree boosting to fit additive 
tree models. In Newton boosting, the base learners are 
the tree models and for a given dataset with n examples 
D = {

(

�i, yi
)

}
n

i=1
 , a tree model from Equation 6 is given by,

XGBoost learns by iteratively adding ft
(

�i

)

 to base 
learners, such that it minimizes the following objective 
function (as described in Equation 10),

where

At each iteration, XGBoost learns the leaf weights and 
tree structure through the following steps:

1. For each leaf j , the optimization problem in Equation 13 
is quadratic in wj . Hence, the optimal leaf weight or pre-
diction w∗

j
 for a proposed (fixed) tree structure is 

obtained by setting dL̃
(t)
∕dwj = 0 as follows,

2. Learning the tree structure involves searching for 
splits of internal nodes. To compute the optimal split, 
the objective reduction following Equations 13 and 
14 is,

  Equivalently, the splits are determined that maximizes 
the gain given by,

(10)L̃
(t)

=
∑

D

[

gift
(

�i

)

+
1

2
hif

2
t

(

�i

)

]

(11)gi = �ŷ(t−1) l
(

yi, ŷ
(t−1)

)

;hi = �
2

ŷ(t−1)
l
(

yi, ŷ
(t−1)

)

(12)ft
(

�i

)

=

T
∑

j=1

wjI
(

�i ∈ Rj

)

(13)
L̃
(t)

=
∑

D

T
∑

j=1

�

giwj +
1

2
hiw

2
j

�

=
T
∑

j=1

�

Gjwj +
1

2
Hjw

2
j

�

Gi =
∑

D

gi;Hi =
∑

D

hi

(14)w∗
j
= −

Gj

Hj

, j = 1,… , T .

(15)obj∗ = −
1

2

T
∑

j=1

G2
j

Hj

  Here, the terms with subscripts L and R correspond 
to the left and right leaf scores, respectively, and the last 
term is the score of the original node. The nodes with 
negative gain are pruned out in bottom-up order.

3. The final leaf weights ŵj are computed following Equa-
tion 14 for the learned tree structure.
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