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Abstract
Is there a difference between human beings and those based on artificial intel-
ligence (AI) that would affect their ability to be subjects of (human-like) dignity? 
This paper first examines the philosophical notion of (human) dignity as Immanuel 
Kant derives it from the moral autonomy of the individual. It then asks whether ani-
mals and AI systems can claim Kantian dignity or whether there is a sharp divide 
between human beings, animals and AI systems regarding their ability to be subjects 
of dignity. How this question is answered depends crucially on one’s understanding 
of what constitutes human dignity and autonomy, and what requirements one places 
upon systems in order for them to be seen as morally autonomous.
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Introduction

The primary question here is whether autonomously acting, decision-making arte-
facts, like robots and computer programs, can possess some property analogous in 
function to human dignity. Is the dignity of human beings something that is inextri-
cably linked to their biological humanity, or is it a property of potentially any suf-
ficiently complex, intelligent and autonomous system, of which human beings just 
happen to be the historically first instance to appear on the planet? The following 
sections first describe the most prominent concept of human dignity: Kantian dig-
nity, and contrast it with Philipp Balzer and colleagues’ (Balzer, Rippe and Schaber 
2000) proposal for a concept of dignity that could apply to animals. Then Kant’s 
understanding of moral autonomy is applied to robots and other AI systems, consid-
ering, particularly, the difficulties that arise from the distributed character of modern 
AI systems.
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What is Human Dignity?

The Concept of Dignity

The concept of human dignity dates back to antiquity in the form of the Roman 
dignitas, a kind of respect awarded to particular social roles, and can be traced 
through Christian variations right to present day (Rosen 2012). This paper is not 
concerned with these historical conceptions of dignity. Although they still exert 
influence on our everyday understanding of the term, the philosophically most 
important and influential conception of human dignity goes back to Immanuel 
Kant, and it is this conception that is examined here.

There are a multitude of alternative conceptions of human dignity (Ashcroft 
2005; Mattson and Clark 2011), which are not discussed in detail here. One could 
distinguish dignity as capabilities or functional characteristics (based on Sen and 
Nussbaum, see Nussbaum 2001), virtuous behaviour, or a particular kind of rank 
(Waldron 2007, 2014). One particular approach that might be fruitful for the pre-
sent question is Philipp Balzer and colleagues’ (Balzer, Rippe and Schaber 2000) 
analysis of the dignity of non-humans, which is examined in a later section. One 
could see human dignity as the basis of human rights (as, for example, the Ger-
man Constitution does), or one could dispute that human rights need to be justi-
fied through human dignity (Schroeder 2012).

Finally, one might mention that not all philosophers agree that human dig-
nity as a concept in philosophy makes sense (Pinker 2008). Ruth Macklin (2003) 
famously published an editorial titled “Dignity is a useless concept.” She asserts: 
“It means no more than respect for persons or their autonomy. … Appeals to dig-
nity are either vague restatements of other, more precise notions or mere slogans 
that add nothing to the understanding of the topic” (Macklin 2003). Others con-
sider dignity to be at least a redundant concept that can be replaced by more pre-
cise notions (for example, autonomy, or the capacity to assert claims) (Feinberg 
1966; Griffin 2008).

This paper subscribes to a Kantian conception of human dignity and attempts 
to see how such a conception can be used to argue for or against the dignity of 
artefacts.

As a side note about the language used, the terms “machines,” “automata,” 
“artefacts,” and “robots,” will all be used interchangeably, although there are 
important differences between the terms. An “artefact” is something made arti-
ficially by human beings, that is, utilising a process that is not found in nature. 
An “automaton” is an artefact that is able to act autonomously, that is, can act 
without human supervision. The term “machine” is historically more complex 
and can either mean a particular kind of an abstract, deterministic transforma-
tion in a state machine (going back to Ashby’s Cybernetics and constructs like 
the Turing “machine”). A “robot,” finally, is generally understood to be a con-
temporary, physical automaton, a computerised, electronic device that is able to 
autonomously move in space and interact in an unsupervised way with the physi-
cal world, typically within the everyday living environments of humans. What is 
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often labelled “robot ethics” should therefore, correctly, be called “autonomous 
machine ethics,” since for the ethical dimension of an action, it does not mat-
ter whether the action is executed in a physical environment or not (a desktop 
computer, for example, might be able to act autonomously by granting or refus-
ing a loan in a banking scenario, or by recommending sentences for offenders to 
a judge, although it is not mobile, and thus not a robot). The ethical problems 
involved do not, generally, require locomotion or physical action, and so “robot 
ethics” is a somewhat limiting and misleading term. But since its use is custom-
ary, the term is used here.

Kantian Dignity

Arguably, the most influential source for our modern conception of human dignity 
is Immanuel Kant’s Groundwork of the Metaphysics of Morals (Kant 1900). Kant 
speaks of ‘Würde’ (related to Wert=worth), which is the same word used in the Ger-
man Basic Law for the concept of human dignity (‘Menschenwürde,’ worth or dig-
nity of man).

The crucial passage is:

In the kingdom of ends everything has either a price or a dignity. What has a 
price can be replaced by something else as its equivalent; what on the other 
hand is raised above all price and therefore admits of no equivalent has a dig-
nity … That which constitutes the condition under which alone something 
can be an end in itself has not merely a relative worth, that is, a price, but an 
inner worth, that is, dignity. Now, morality is the condition under which alone 
a rational being can be an end in itself, since only through this is it possible to 
be a lawgiving member in the kingdom of ends. Hence morality, and humanity 
insofar as it is capable of morality, is that which alone has dignity (Kant 1900, 
pp. 4:434–435; cited after Gregor 1996).

The last sentence is the core of this thought. Only humanity has dignity, insofar 
as it is capable of morality. Kant adds: “Autonomy is therefore the ground of the 
dignity of human nature” (4:436). As discussed later, this is still, after more than 
230 years, the most precise attempt to ground human dignity in a particular ability 
of the human mind.

Kant’s influence reaches all the way to the present. The interpretation of human 
dignity provided by the German Constitutional Court (Bundesverfassungsger-
icht) is, in its main lines, based on Kant (Rosen 2012). Similarly, although Roger 
Brownsword frames his concept of dignity in terms of ‘empowerment’ of the indi-
vidual to make a choice (or the constraints imposed on the choices of others that 
affect the individual), this empowerment itself is described in Kantian terms:

Human dignity as empowerment is committed to a framework of action in 
which humans may choose to do the right thing as they may choose to do the 
wrong thing. To take away from humans their capacity to make wrong choices 
is an insult to their capacity for choice, the worst kind of affront to their dig-
nity. (Brownsword 2004, p. 213).
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It is also important to note that Kant contrasts dignity with “price” rather than, say, 
worthlessness. Things that lack dignity still may have a value, but their value can 
be expressed as a price. A price signifies that something is fungible, that it can be 
replaced by another thing of the same type. Individuals, even artefacts insofar as 
they are unique, are often said to be “priceless”: their value is enhanced because of 
their uniqueness and irreplaceability. Irreplaceability alone would not be sufficient 
for human dignity, though, since dignity, for Kant, is clearly rooted in human auton-
omy, not in mere uniqueness.

Autonomy and Determinism

Now, one could dispute whether human beings actually have this kind of moral 
autonomy themselves. Are we not, like pre-programmed machines, driven by the 
requirements of our genes and the structure of our neural networks to make particu-
lar choices? Do we really have that kind of free moral autonomy that Kant seems to 
advocate? This paper does not dive deeper into the question of free will and deter-
minism, but since the focus of the present paper is to ask whether machines can 
be subjects of human-like dignity, the discussion about whether men are essentially 
free or determined in their actions is beside the point. If one subscribes to a Kan-
tian notion of dignity, and assumes that human autonomy (such as it is) sufficiently 
grounds human dignity, then it can be argued that if machines could act in a simi-
larly autonomous way as humans, they would also qualify to be subjects of dignity, 
just as humans are.

Kant himself sidesteps the problem by, on the one side, admitting that human 
beings, as physical and biological entities, can be described as following causal laws 
in their behavior; but, on the other hand, as moral beings, they are capable of self-
determination (“transcendental” vs. “practical” freedom: Reath 2006, p. 277).

Dissent

For Roger Brownsword, as noted above, there is a value in the ability of human 
beings to freely make choices, even if these choices are bad (either disadvan-
tageous to the individual, or morally wrong) (Düwell et  al. 2014;  Brownsword 
2004, p. 213). The same does not seem to be true of Kant. According to what 
has been called the “enactment” view (Dean 2006), human beings must actually 
follow the Kantian ‘moral law’ in order to possess dignity, and may lose their dig-
nity when they behave immorally (Bayefsky 2013, p. 821). It seems that for Kant, 
some actions lead to the loss of the human dignity of the agent. Voluntarily giv-
ing up one’s autonomy, complaining and whining, lying, drinking and committing 
“unnatural sins” annihilate the dignity of a human being and degrade the person 
to a level below that of animals (Bayefsky 2013, p. 817). This might be surpris-
ing, given that Kant is often seen as a defender of the unconditional ascription 
of inviolable dignity to human beings. Kant summarises his demands on moral 
human action in a series of formulations of the so-called Categorical Impera-
tive. The two most prominent forms of the Categorical Imperative stipulate that 
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a moral action must be generalisable (being able to be made into a universal law 
that all agents can follow) and that a moral action must not treat human beings 
merely as means to some end, but always also as ends (Kant 1900), thus recognis-
ing the infinite worth (dignity) of human beings.

For human dignity, therefore, it is not sufficient that the agent is rational and 
autonomous, but it is also required that the agent’s moral choices are of a particular 
kind, namely such that they are in agreement with these stipulations of the Categori-
cal Imperative, i.e. that they are rational and generalisable, and that they treat human 
beings as ends and not merely as means. If even a simple lie “annihilates” the dig-
nity of the human being, as Kant says in the passage cited by Bayefsky above, then 
probably every moral transgression will do the same. Thus, only agents that consist-
ently act morally right could claim human dignity for themselves.

On the other hand, mere, passive or enforced adherence to the moral law is not 
sufficient to provide grounds for human dignity. Kant clearly states that moral 
autonomy is required. Kantian autonomy can be understood in various ways, either 
as “the ability to give oneself the moral law through reason,” or “the property of 
actually acting on [self-given] principles” (Bayefsky 2013, p. 821). One would be 
what is usually called “moral autonomy,” while the other would be a metaphysical 
kind of autonomy or self-determination. In both cases, the aspect of the individual 
being morally self-legislating is crucial and is the source of the “respect” that should 
be shown to human beings.

For autonomy (and dignity), it is therefore necessary that the agent is able to 
effectively act on self-given principles and to give themselves the Kantian moral law 
through their own reason. Just following the commands of another does not consti-
tute autonomous action. The ability of the individual to voice dissent is therefore a 
marker of the individual’s ability to be self-governing, autonomous, and the subject 
of human dignity.

This is, among other issues, also an epistemic point, and one that is crucial for 
the classification of machines as moral agents. When an agent agrees with and fol-
lows the moral law (understood as the rules that are compatible with the Categorical 
Imperative) in the form of morally prescribed and accepted behavior, we are unable, 
from the outside, to judge whether the agent is a morally autonomous one, since we 
cannot know whether the agent’s obedience is a direct consequence of their own, 
morally autonomous decision, or whether it has been enforced by external means. A 
remote-controlled robot, for instance, might appear to be autonomously following 
Kant’s moral law (understood as action that conforms to the stipulations of the Cat-
egorical Imperative), but the reality of the matter is that it has no choice but to act 
as the remote controller prescribes. The same is true if the moral deliberation hap-
pens inside the machine but following an algorithm that prescribes particular moral 
choices and renders others unavailable to the agent.

It is only in cases of dissent that we can unambiguously witness moral autonomy 
in action. “Dissent” here shall just be understood as a demonstrated ability to refuse 
to act in a particular way that is prescribed by external forces, based on one’s own 
rational deliberation and values. In this way, dissent as the consequence of a rational 
deliberative process differs from a mere inability to follow orders due to, for exam-
ple, a human being unconscious, or a machine damaged.
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One may think of a car rolling down a hill. If one wants to be assured that the 
steering wheel works and that the driver indeed has control of the vehicle, it wouldn’t 
be sufficient to just let the car roll straight down the hill. This might be what the 
car’s driver would like to do anyway, but letting the car roll on its default course 
does not demonstrate the driver’s control over it. Only when the driver attempts to 
turn the wheel (even if this might be suboptimal in itself, perhaps causing the car to 
veer dangerously from side to side), she can be assured that the car indeed follows 
the instructions given through the steering wheel and that the driver herself is in 
effective control of the rolling car. Similarly, if an agent refuses to act according to 
some prescribed standard of action (the refusal being not just casual inaction but a 
reasoned response), then this refusal demonstrates the agent’s capacity for genuine 
moral reasoning and freedom. It seems, therefore, that we can use the possibility of 
reasoned dissent as a diagnostic tool to evaluate the ability of an agent to be a Kan-
tian, that is, autonomous moral agent.

The Dignity of Non‑humans

The Dignity of Animals

A brief look at the possibilities of dignity for animals can perhaps help clarify the 
requirements for dignity in non-humans more generally. First, a competing concept, 
a functional, quasi-Aristotelian account of animal dignity proposed by Balzer et al., 
and why it does not seem to be convincing as an attempt to justify the dignity claims 
of nonhumans is discussed. Then what a Kantian approach to animal dignity would 
look like is considered.

Balzer’s ‘Teleological’ Account

The dignity of animals has been the subject of extensive research (e.g. Meyer 2001; 
Bekoff 2004; Bilchitz 2009; Schindler 2013; Zuolo 2016) as well as political action. 
In a referendum on May 17, 1992, the citizens of Switzerland ordered their govern-
ment to issue regulations on the use of the genetic material of animals, plants and 
other organisms by taking into account the dignity of non-human organisms (Balzer 
et al. 2000, p. 7).

Balzer assumes that for human beings the only plausible (in his view) interpreta-
tion of human dignity would be “the moral right not to be degraded” (p. 12), where 
“degradation” is described in terms of self-respect. If this is the case, then, obvi-
ously, human dignity cannot be applied to animals or plants, since these life-forms 
lack the ability to have self-respect because they lack the necessary neural infra-
structure and mental states. Of course, not all humans have the full range of higher 
mental states either. Young children, for example, would not have a fully developed 
sense of self-respect. Still, Balzer maintains, we ascribe human dignity to them not 
as individuals but as members of the species out of social and psychological con-
siderations (as opposed to these groups of humans who have a genuine claim to 
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dignity). Balzer et al. maintain that there might be good (though indirect) reasons 
to “grant the moral right not to be degraded even to those who cannot be degraded” 
(Balzer et al. 2000, p. 14).

Moving away from humans (and, possibly, higher apes and dolphins) Balzer 
asks what could possibly be the grounds for ascribing dignity to other animals and 
plants? He then proposes a broadly Aristotelian concept, in which animals “have 
their own good” (p. 15), pursue individual goals, and can be described as organic 
units. The challenge here is, of course, to avoid over-extending the notion of dignity, 
for example to insects or plants, which would water it down so much as to become 
meaningless as a basis for claiming rights. Balzer argues that illness, wilting and 
rotting are ways in which animals and plants can fail to achieve their own good (to 
‘flourish’ in Aristotelian terms), while the same does not apply to stones. A broken 
stone is no less a good stone than an unbroken stone, while a dead animal is less of 
an animal than a healthy animal.

The point of the creature having individual goals is meant to exclude machines: 
“Of course, one could also ascribe such an own good to a machine, as it may rust, 
and fall into such a bad condition that it is unable to perform its function properly” 
(Balzer et al. 2000, p. 16). But machines, according to Balzer et al., don’t have their 
own ends: “they exist only to fulfill certain purposes for which human beings have 
designed them” (p. 16), and so they don’t qualify for dignity. Although Balzer here 
is trying hard to make sense of the concept of non-human dignity, multiple problems 
seem to present themselves.

First, about human dignity itself, it does not seem like ‘degradation’ is a reliable 
detector for violations of human dignity. Degradation of one’s humanity is a concept 
that is highly variable over time. As living conditions in a society change, what is 
considered as degrading one’s dignity also changes and the standard of compari-
son can slide up or (more commonly) down. In today’s overcrowded cities, it is not 
uncommon to see human beings sharing tiny living spaces (7 sqm per person in a 
recent IKEA ad)—a situation that, in other circumstances, might be considered to 
degrade one’s humanity.

Second, the distinction between humans, higher (possibly self-conscious) ani-
mals, lower animals, plants and rocks in terms of dignity seems hard to justify. 
Especially the mention of larger primates (p. 14) seems to suggest that conscious-
ness and self-awareness come in degrees along a continuum of mental abilities. 
Despite that, Balzer does not follow up by conceding that dignity can also come in 
degrees. For him, the right to not be degraded is absolute and even applies where 
no degradation is possible (for example, because the individual does not sufficiently 
understand the conditions of his own degradation, or because an animal is not even 
sufficiently developed to have self-reflective mental states.) Along the idea of deg-
radation, Balzer then introduces the concept of things having “their own good” (p. 
15) as another ground for dignity, and the relationship between the two concepts, 
degradation and having an Aristotelian ‘telos’ is never clearly stated. Is one of the 
two already sufficient for something to have dignity? Do both conditions need to be 
fulfilled? Is one more important than the other? And if one applies to humans and 
higher animals, and the other to plants and rocks, then what is the underlying com-
mon principle that would allow us to call both demands for the fulfillment of these 
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two different conditions “dignity”? Don’t we obscure rather than clarify things when 
we use the same term for two entirely different and unrelated concepts?

Third, further down the chain, it is also unclear why inanimate objects cannot 
participate in the same notion of non-human dignity as animals or plants. A lake, for 
instance, can clearly be a good, well-functioning, or a degraded, poisoned lake. The 
same can be said of ecosystems, societies, and other entities that are not animals, but 
that seems to allow for a sensible notion of “well-being as the thing they are.” The 
Aristotelian telos extends to all things, and Balzer does not clarify why his notion of 
dignity should not be extended to a lake when it can apply to a tree.

Fourth, it is not entirely clear what the idea behind machines “not having their 
own ends” is. Yes, machines are designed to further particular human ends, but one 
could say the same, of, for instance, transgenic animals. Goats that produce spider 
silk in their milk exist only to further the ends of human beings—are they there-
fore to be devoid of dignity? And what of autonomous robots that can operate with-
out supervision in a human social environment? Do they not also pursue their own 
goals? Not all machines are pre-programmed to fulfil a particular task. Particularly 
deep and reinforcement learning, coupled with autonomous, unsupervised opera-
tion, can enable an artefact (for example a chatbot or an AI personal assistant) to 
take up many different roles and to autonomously pursue its own goals in a shared 
environment with human beings. Sure, the transgenic goat is alive, while the robot is 
not, but if that is the relevant difference, then Balzer et al. fail to explain why being 
alive would be a necessary condition for having dignity.

And last, but most importantly, we can ask whether it is a good idea at all to re-
use the term “dignity” for something that is explicitly said to be a different kind of 
thing, resting on different conditions than what we call “human dignity.” The con-
cept of human dignity derives whatever power it has from particular connotations 
(mostly Kantian or Christian) and it would be very confusing to create a sound-
alike, second version of the same term that denotes an entirely different concept and 
has no relation to either the Kantian or the Christian roots of the original concept. 
Suitable terms for Balzer’s concept already exist. The capabilities approach (Nuss-
baum 2001; 2008), natural law and deep ecology all are based on similar ideas about 
the flourishing of a species being something valuable in itself. There is no additional 
gain to be obtained from attaching the label “dignity” to such a concept.

Individuality and Dignity

The Kantian conception of human dignity suggests another interesting point: that 
individuality might be a necessary condition for human dignity. If some things have 
a price and some have dignity, and the latter have dignity precisely because they are 
not fungible and, therefore, their value is unique and beyond any possible exchange-
value (price); then we might conclude that what is fungible must lack that specific 
value precisely because it is interchangeable with other, similar things, rather than 
being an irreplaceable individual.

As parents, we can understand the argument that our child cannot be replaced 
by another child of the same age, gender and general features. But a car could well 
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be replaced by another without a loss of value (say, in the case of a manufacturer 
recall). This is, following Kant, because a person has dignity where a thing has only 
a price. And the reason that a person is different is, for Kant, that a person can be 
autonomous and a creator of their own individual moral law, while a car cannot.

This thought has a problem, though, that has been explored more closely in the 
philosophy of love, in the form of substitution arguments (Soble 1990; Driver 2014). 
What happens if the thing that has autonomy is a mass-manufactured object that 
lacks individuality? Then the properties of autonomy and non-fungibility do not 
necessarily appear together in the same object anymore. We can imagine a possible, 
sentient, morally autonomous robot that is mass-produced and exists, as the func-
tionally same individual, in thousands of materially different copies. It seems that 
the availability of these copies, and the resulting possibility of replacing the par-
ticular robot with another, indistinguishable copy, would somehow harm the robot’s 
standing as an individual with a specific and unique moral worth and make that 
robot into a thing that is fungible, that can be bought and sold, and that does not 
qualify to be a subject of dignity (since it is already a thing with a price, and for 
Kant the two categories are not meant to overlap: something has either a dignity or 
a price).

A Kantian Account

On a more Kantian account, we would have to ask the questions:

1. Are animals individuals? Do they have sufficient individual differences that give 
them “worth” rather than a “price”? At least for some animals, this clearly seems 
to be the case. Pets typically are individuals, carry a name and have an individual 
history of personal interactions with humans that render them unique and irre-
placeable. Wild animals would not qualify. One nameless sheep in a herd of a 
thousand would not have the same kind of worth. Instead, it would be considered 
a mere thing, something that can be bought, sold and replaced without loss by 
another sheep of the same type. Notice that, just as with robots, the point here is 
the fungibility of the particular sheep, not the species. One could say the same of 
a wild dog, which is as good as another wild dog, if I don’t personally relate to 
either of them. On the other hand, a pet sheep that carries a name and to which I 
personally relate through a shared history of interactions, would qualify as a non-
fungible thing, and therefore something that is unique and, potentially, beyond 
“price.” Now this condition is alone not sufficient for Kantian dignity, because I 
also have to consider:

2. Does the animal have a sense of the Kantian ‘moral law’ and can it direct its deci-
sions toward establishing a moral law for itself and then following it? The moral 
law, for Kant, has to be rational in the sense that it must fulfil the requirements 
of the Categorical Imperative. Instinctual action that compels the animal to act, 
for example by prioritising its own needs over the requirements of reason, would 
therefore not qualify as proper moral deliberation. In this sense, it is questionable 
whether any animal can fulfill Kant’s requirements.
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Autonomy, Error, and Dissent

Moving from animals to machines, now one must ask whether computers, robots 
and other “autonomous” artefacts could possibly qualify as subjects of (human-
like) dignity.

First, it is important to notice that Kant would not consider algorithmic moral-
ity (that is the subject of much contemporary research (Wallach and Allen 2008; 
Arkin 2009; Winfield and Jirotka 2018) to be genuine moral autonomy. The self-
driving car that executes an algorithm that prioritises one kind of outcome over 
another does not exercise any moral autonomy. The result of the algorithm’s exe-
cution is predetermined by the programmer (or, in the case of deep learning, by 
the patterns that have been learned during training and the current state of the 
environment). At no point is the program free to make a genuine moral choice 
(Matthias 2011). We can also phrase this in terms of dissent. The self-driving car 
does not have the ability to disagree with the moral judgement that is prescribed 
by its software on purely moral reasons.

True, the car’s software can disagree with the human driver (or the program-
mer) about how to evaluate a particular situation on the road in terms of the opti-
mal reaction that the car should exhibit. But this is not a form of dissent that 
is morally relevant in a Kantian sense. It is just a different conclusion reached 
on the basis of the data that the car, through its sensors, has available and that 
are different from the information that a human driver can access in the same 
situation. In this case, the values and moral imperatives that are implemented in 
the car’s software are still identical to those of the human designer or operator. 
What differs is the car’s evaluation of the facts at a particular moment, its per-
ception of how the situation that is perceived through its sensors maps into the 
conceptual framework provided by its software. Either the car’s algorithm or the 
human operator/designer/programmer must be in error when such a disagreement 
occurs. One of the two sides either has a limited access to data or is using that 
data wrongly, thus reaching different results. If we could make sure that both the 
car’s algorithms and the human operator/designer/programmer see the situation 
in exactly the same way, having access to the same data, and that neither is mis-
taken as to the facts, then we could expect their suggestions for action to agree 
with each other.

Genuine moral dissent therefore is more than just disagreement about facts. 
Genuine dissent persists even in the absence of factual error. For example, two 
soldiers might have access to exactly the same data about a person on the other 
side of the battlefield. They might both classify the person as an enemy and a 
combatant, judge the person’s intentions and abilities in the same way, obeying 
the same laws of war and rules of engagement; but they might still disagree about 
how to act, depending on their different moral values, their opinions on the right-
ness of that war’s cause, their conceptions of fairness, their religious beliefs and 
many other evaluative factors. We would only speak of a morally autonomous 
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machine if the war robot, despite all factual agreements, were able to assess the 
morality of a possible response differently from its designer, operator or com-
mander, and, in the consequence of such a differing assessment, refuse to execute 
a particular command. Of course, not the actual refusal is what counts, but the 
ability to refuse a command on moral grounds.

Individuality and Dignity

The problem is complicated by the realisation that technological systems often are 
not as “closed” regarding the location of their agency as biological systems are; 
and they are usually not “individuals,” that is, they do have a “price” in the Kantian 
sense, rather than “worth” (dignity).

We are used to perceiving biological agents as individuals, separated from each 
other by the borders of their respective bodies. Although this can be argued to be fic-
tion, even in the case of biological organisms (see, for example, the role of mycelia 
in the communication of trees (Gorzelak et al. 2015) or the influence of gut microbi-
ota on brain and behavior (Cryan and Dinan 2012)), it becomes even more apparent 
in the case of technological artefacts like computers and robots. A robot’s “cogni-
tive” processing abilities depend entirely on sensors and processing equipment that 
does not need to be located inside the robot and that can both depend on and respond 
in complex ways to environmental conditions (Bluetooth and Wi-Fi signals, remote 
sensors, “cloud” computing resources, centralised memory on remote servers, 
access to remote knowledge bases and expert systems, online image recognition and 
natural-language processing via, for example, remote IBM Watson or Amazon ser-
vices). The “individuality” of a modern robot is therefore a difficult notion to make 
sense of. Each Tesla car profits from the learning and experiences of any other Tesla 
car, via the sharing capabilities of the built-in car software (Viereckl et al. 2015), 
essentially rendering any connected car into a “clone” of any other car that utilises 
the same software. Also, machines in general, by the nature of the industrial produc-
tion process, lack individuality in their hardware make-up, being constructed from 
identical, mass-manufactured components; unlike living organisms that contain their 
highly individual blueprint as DNA molecules within each single cell. For Kant, this 
already would place the inherent worth of a machine into question, since it is the 
essential individuality of a thing (or human being) that makes it able to be a carrier 
of “worth” rather than of a price tag. From a Kantian perspective, the commercial 
availability of identical machines might itself be a reason to deny them the ability to 
be subjects of dignity.

Conditions for the Autonomy of an Artefact

In the case of an autonomous robot:

1. One would first have to identify the locus of its (moral) autonomy. Where is 
the actual moral deliberation taking place? Where is the decision to act taken, 
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and which hardware module is responsible for that decision? Is that module an 
individual (for example, a neural network that has been trained in a way that now 
renders it substantially different from all other modules of that type) or is it just 
one of many identical modules? In this case, it would have a “price” but not a 
moral “worth.”

2. Then one would have to analyse the external factors that were causal to the par-
ticular decision being taken. Did these factors compel the robot to take that par-
ticular decision, or did the machine have an actual choice? Was a step of free 
deliberation part of the decision-making process? With Kant, we can disregard 
the fact that ultimately, in a physical system operating in a causally closed world, 
the “freedom” of the decision-making process can never be absolute. Of course, 
one will be able to identify causal factors that led to the particular decision being 
taken, in the same way as one might be able to name a series of good reasons that 
compel a human being to take a particular decision. Being able to do that does 
not mean that the agent was not free, though. It might be helpful, as a heuristic 
approach, to ask whether the agent did have the freedom to act differently had they 
been able to dissent. In the case of a robot, there must be at least one point in the 
decision-making process where the robot itself, and not its designer or program-
mer in advance, autonomously makes a particular decision based on an evaluation 
of all available facts and utilising a set of values that the robot has itself formed 
and adopted.

3. One would have to exclude that the moral decision is taken remotely, by a cen-
tralised processing unit, and merely transmitted to the particular physical “body” 
of the robot. In this case, the robot would not be an individual but one of many 
identical manifestations of the remote brain’s body. Not being an individual, the 
particular robot body could not claim moral “autonomy” in the Kantian sense. 
Instead, perhaps the remote, controlling unit could, if it itself is a singular, sepa-
rate individual, be able to take its own decisions.

4. If, on the other hand, the robot is controlled by multiple processing units, then 
again one could not consider it one individual. Each processing unit alone would 
not be solely responsible for the robot’s actions and could therefore not claim 
autonomy.

Conclusion: Dignity of Artefacts

Assuming for a moment, accepting the Kantian version of human dignity, what 
would be our judgement regarding the dignity of intelligent, autonomous artefacts?

First, the justification for human dignity for Kant lies in the ability of individual 
human beings to be creators of the ‘moral law’ as well as its subjects. It is based on 
the essential moral autonomy and freedom of the human being. Given this, artefacts 
could only claim dignity if they can exhibit a comparable degree of moral autonomy 
to human beings. As is explained briefly above, this requirement is not fulfilled by 
machines that can implement and follow moral rules in an algorithmic way, that 
is, by following a pre-programmed sequence of steps for conducting moral delib-
erations. Such algorithmic morality would miss the point of true moral autonomy, 
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which includes the ability to disobey the algorithm or the values of the machine’s 
creators and to opt for a creative and even a morally ‘bad’ course of action (Matthias 
2011).

For Kant, it seems that moral autonomy is a necessary condition for the ascrip-
tion of dignity, but not a sufficient one. The agent still has to behave in a way that is 
consistent with the requirements of dignity, e.g. to fulfil the duties that arise out of 
the Kantian ‘moral law’ (Bayefsky 2013, p. 821) and it has to be an individual, that 
is, something that cannot be replaced by another unit of the same type. This is what 
makes it possible for it to be the carrier of “worth” rather than a “price.”

A further question would be whether ascribing dignity to morally autonomous 
artefacts means that they would qualify for (human) rights. Certainly, it seems that 
human rights can be justified in a number of ways (see, for example, Schroeder 
2012; Nussbaum 2001, 2008) and that human rights do not require human dignity as 
a prerequisite. On the other hand, if one assumes that there is something like human 
dignity, and that it works like Kant thinks, then it seems natural to derive at least 
some (human) rights from the presence of human-like dignity in a subject. Kantian 
human dignity (if accepted at all as a concept that applies to machines) would be 
sufficient but not necessary for the ascription of some human-like rights to autono-
mous robots.
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