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Abstract Solids facing a plasma are a common situation
in many astrophysical systems and laboratory setups.
Moreover, many plasma technology applications rely on
the control of the plasma-surface interaction, i.e., of the
particle, momentum and energy fluxes across the plasma-
solid interface. However, presently often a fundamental
understanding of them is missing, so most technological
applications are being developed via trial and error. The
reason is that the physical processes at the interface of a
low-temperature plasma and a solid are extremely com-
plex, involving a large number of elementary processes in
the plasma, in the solid as well as fluxes across the
interface. An accurate theoretical treatment of these
processes is very difficult due to the vastly different
system properties on both sides of the interface: Quantum
versus classical behavior of electrons in the solid and
plasma, respectively; as well as the dramatically differing
electron densities, length and time scales. Moreover, often
the system is far from equilibrium. In the majority of
plasma simulations surface processes are either neglected
or treated via phenomenological parameters such as
sticking coefficients, sputter rates or secondary electron
emission coefficients. However, those parameters are
known only in some cases and with very limited accuracy.
Similarly, while surface physics simulations have often
studied the impact of single ions or neutrals, so far, the
influence of a plasma medium and correlations between
successive impacts have not been taken into account. Such
an approach, necessarily neglects the mutual influences
between plasma and solid surface and cannot have
predictive power.
In this paper we discuss in some detail the physical

processes of the plasma-solid interface which brings us to

the necessity of coupled plasma-solid simulations. We
briefly summarize relevant theoretical methods from solid
state and surface physics that are suitable to contribute to
such an approach and identify four methods. The first are
mesoscopic simulations such as kinetic Monte Carlo and
molecular dynamics that are able to treat complex
processes on large scales but neglect electronic effects.
The second are quantum kinetic methods based on the
quantum Boltzmann equation that give access to a more
accurate treatment of surface processes using simplifying
models for the solid. The third approach are ab initio
simulations of surface process that are based on density
functional theory (DFT) and time-dependent DFT. The
fourths are nonequilibrium Green functions that able to
treat correlation effects in the material and at the interface.
The price for the increased quality is a dramatic increase of
computational effort and a restriction to short time and
length scales. We conclude that, presently, none of the four
methods is capable of providing a complete picture of the
processes at the interface. Instead, each of them provides
complementary information, and we discuss possible
combinations.

Keywords plasma physics, surface science, plasma-
surface modeling, DFT, nonequilibrium Green functions

1 Introduction

Modern plasma physics has three main research topics [1]:
High-temperature plasmas, in particular magnetic fusion;
high-density plasmas (“warm dense matter”, laser plasmas,
inertial confinement fusion); and low-temperature plasmas
(LTP). The location of these areas in the density-
temperature plain is sketched in Fig. 1. In each of these
fields, the processes at the plasma wall play a crucial role,
both, for fundamental understanding and for technological

Received August 1, 2018; accepted October 30, 2018

E-mail: bonitz@physik.uni-kiel.de

Front. Chem. Sci. Eng. 2019, 13(2): 201–237
https://doi.org/10.1007/s11705-019-1793-4



applications. Therefore, progress in the simulation of
plasma-solid interaction is of crucial importance in each of
these fields. Here we concentrate on plasma-solid
processes in low-temperature plasma, although some of
our results are expected to be of interest also for the high-
temperature plasmas. This field has experienced impress-
ive progress over the last two decades, both, in experi-
ments and applications.

Aside from traditional applications also new materials,
in particular nanomaterials, are coming into the focus [2,3].
This includes carbon based materials such as carbon
nanotubes and graphene nanoribbons that have a size-
dependent bandgap and promise exciting electronic and
optical properties, e.g., [4,5]. The role of plasmas, in the
context of these novel materials, is only poorly explored
yet. There are impressive first results on plasma synthesis
of these systems. On the other hand, it will also be
interesting to use such materials inside a plasma and to
utilize their properties in a discharge environment.
These applications are only emerging, and a brief

discussion of some aspects will be given in this paper. Yet
for their success, and for solids embedded in plasmas in
general, it will be crucial to have available accurate
simulations of the plasma-solid interface, as has been
pointed out in many places, e.g., [1,6]. The interest in LTP
arises from the peculiar properties of these systems. These
plasmas typically have a low degree of ionization and
cover a broad pressure range, from below one Pa to
atmospheric pressure, see Fig. 2. These plasmas are non-

thermal, i.e., the electron and ion temperatures may differ
by several orders of magnitude. Moreover, electrons and
ions may be far from thermal equilibrium, being described
by non-Maxwellian velocity distributions. The existence of
energetic electrons with temperatures in the eV-range,
which is sufficient to excite or ionize atoms and molecules,
is of high interest for applications in surface chemistry,
biology and even medicine. On the other hand, these
plasmas may contain highly energetic ions that are
accelerated by strong electric fields, in particular in the
surface near region (the “plasma sheath”). These energies
are sufficient for mechanical modification of the solid
surface such as defect creation, ion implantation or
sputtering.
Even though there have been remarkable recent

advances, both, in plasma modeling and surface science
simulations, the combination of the two is still at a very
early stage. Current simulations in low-temperature plasma
physics that are based on kinetic theory or fluid theory have
achieved a high quality description of the dynamics of
electrons, ions and neutrals in the plasma bulk, including
elastic and inelastic scattering processes, cf. Fig. 3(a). At
the same time, these simulations often omit plasma-surface
processes or treat them phenomenologically. For example,
in many advanced kinetic simulations based on the
Boltzmann equation, e.g., [7,8] or particle in cell (PIC-
MCC) simulations, e.g., [9,10] neutrals are treated as a
homogeneous background, and their interaction with
surfaces is not included in the description. However, the
effect of energetic neutrals maybe crucial for secondary
electron emission (SEE), as was demonstrated in PIC
simulations of Derszi et al. [11]. Another effect that can be
important for the behavior of the plasma are the properties

Fig. 1 LTP are one of three main current research topics in
plasma physics, aside from magnetic fusion and dense plasma
(warm dense matter, WDM) [1]. These systems cover a huge
parameter range in the density-temperature plane. LTP (the blue
box) range from low (electron) density to atmospheric pressure
(right edge). Representatives of solids facing the plasma are metals
and semiconductors (electron-hole plasmas) sketched by the red
areas. Relevant dimensionless parameters are the classical
coupling parameter, Γ ¼ e2=rkBT , the quantum coupling para-
meter, rs ¼ r=aB and the degeneracy parameter of the electrons,
Θ ¼ kBT=EF, with r, aB and EF denoting the mean inter-particle
distance, the Bohr radius and the Fermi energy, respectively

Fig. 2 Low-temperature, low-to atmospheric pressure plasmas
being composed of neutrals (atoms, molecules), ions and electrons
comprise a number of very unusual properties: They are non-
isothermal (Ti≠ Te), far from thermal equilibrium (non-Maxwellian
velocity distributions), and they contain electrons and ions of a
very broad range of kinetic energies. In the plasma boundary
region (“sheath”) ions may reach high energies that can be
exploited for materials modification, sputtering and ion implanta-
tion. At the same time, electrons with energies in the eV-range are
able to excite and ionize neutrals and trigger chemical reactions
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of the surface, such as surface roughness, oxidation or
coverage by an adsorbate. For example, Phelps and
Petrović [12] convincingly demonstrated that the plasma
modification of a metal surface may change SEE by several
orders of magnitude, see Sect. 2. The conclusion is that an
accurate theoretical treatment of the solid surface may be
very important for low-temperature plasma simulations.
This suggests to resort to surface science methods where a
very accurate atomic level treatment of solid surfaces has
been achieved by ab initio methods such as density
functional theory (DFT). Surface simulations have also
incorporated the impact of energetic projectiles to simulate
sputtering, e.g., [13] or energy loss (stopping power), e.g.,
[14,15]. However, these are typically simulations where
single ions or neutrals are treated, but the effect of a plasma
and of its nonequilibrium properties (cf. Fig. 2) and the
plasma-induced modifications of the surface have not been
taken into account so far.
From the examples presented above that demonstrated

the mutual influences between plasma and surface, it is
clear that further progress in an accurate modeling of the
plasma-solid interface requires to go beyond an indepen-
dent treatment of both sides. Instead it is necessary to
develop a combined theory and simulation of the entire
system. This is a challenging project that requires strong
input from plasma physics and surface science, simulta-
neously. In fact, such a research effort is under way at Kiel
University, in collaboration with Greifswald University
and the INP Greifswald. The concept of this project was

first presented in 20151) and continuously developed since
then. It is the goal of this article to present these ideas and
first simulation results and to outline further directions and
perspectives of development. We note that similar concepts
have been developed by Graves, Brault and Neyts and
others in the frame of molecular dynamics (MD) simula-
tions, e.g., [16,17], see Sect. 4. The main difference is that
those simulations usually neglect the electronic degrees of
freedom, in particular, quantum effects and internal
relaxation processes in the solid.
This paper is organized as follows. In Sect. 2 we discuss

the mutual influences between plasma and solid that
motivates the development of a novel approach combining
plasma and surface science methods. In Sect. 3 we discuss
more in detail the relevant physical processes and effects at
the plasma-solid interface. This sets the basis for the
required theoretical approaches that are capable to
accurately simulating plasma-surface processes and dis-
cuss their respective advantages and problems. We identify
four different methods that are discussed in detail with
increasing degree of complexity. In Sect. 4 we discuss the
first one—mesoscopic approaches to the plasma-solid
interface— in particular MD and discuss acceleration
approaches that are of potential relevance for plasma-
surface interaction. In Sect. 5 we discuss the second class
of methods that is based on the quantum Boltzmann
equation. In Sect. 6 we consider the third approach that is
based DFT and time-dependent DFT (TDDFT). Finally, in
Sect. 7 the fourth approach is discussed that is based on

Fig. 3 (a) Sketch of the current approach to include surface properties in plasma simulations via phenomenological parameters such as
sputter rates Rsput, electron and ion sticking coefficients, Se, Si and the SEE coefficient, γe. While the plasma is treated by advanced
approaches, the atomic structure of the solid and the surface is not resolved. (b) In contrast, in surface science, atomic level information of
the surface is taken into account, whereas plasma effects are approximated via independent impacts of neutrals or ions

1) This concept is based on a research project devoted to plasma-surface physics that is being developed at Kiel University and was first presented byM. Bonitz
at the conference “Quo vadis—complex plasmas?”, Hamburg, August 2016, and at the GEC in Bochum, October 2016
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nonequilibrium Green functions (NEGF) and leads to
generalized quantum kinetic equations. The analysis
concludes with Sect. 9 where we outline first steps towards
an integrated plasma-surface modeling, and we present our
conclusions in Sect. 10.

2 Mutual influences of plasma and solid

As we discussed in the Introduction there are many
processes that couple the plasma and the surface. Here we
discuss a few examples. The first is the effect of energetic
neutrals impacting the surface. These neutrals are effi-
ciently produced in the case of a strong sheath electric
field, by means of charge exchange collisions. Energetic
neutrals maybe crucial for SEE from metal surfaces, as was
shown in Ref. [12], see also Fig. 4. This was confirmed by
PIC simulations where neutrals above a threshold energy
of 23 eV were traced individually [11].
An example where the surface properties affect the

plasma is related to plasma electrons hitting a solid surface.
The standard assumption in plasma simulations is that
these electrons are lost without reflection, e.g., [18]. Only
recently a microscopic calculation of the electron sticking
coefficient was performed by Bronold and Fehske [19] that
demonstrated that this picture has to be revised. Recent
PIC simulations by Sun et al. confirmed that finite electron
reflectivity, in combination with SEE, may have a
significant influence on the plasma parameters of a
CCRF discharge for pressures of several tens of Pa [20].
An even more striking example of the effect of the

properties of the surface on the plasma properties is SEE.
Phelps and Petrović compiled extensive experimental data
for the SEE yield from different metals over a broad range
of impact energies of argon atoms and ions [12]. They
compared SEE from surfaces that were cleaned by ion
sputtering (cf. curves labeled “clean metals” in Fig. 4(a)) to
the SEE yield obtained from surfaces that have been in
contact with a plasma (or to oxygen or ambient gas, for the
original references see Ref. [12]). The authors note a
dramatic difference of the SEE yield from a “dirty” surface
compared to a “clean” one which may exceed two orders of
magnitude for SEE due to neutral atoms. For energetic
atoms (energies above 200 eV) this difference is much
larger than the difference between different metals.
The crucial importance of SEE has been confirmed in

many simulations. For example, Derszi et al. performed
PIC simulations where they included SEE according to
various models via modified cross sections [11]. In that
work it was found that a realistic (“dirty” [12]) surface
gives rise to a significant increase (up to a factor of two) of
the ion density, even far away from the electrode compared
to simulations where SEE is neglected. This trend is seen in
Fig. 4(b), compare the green and black curves. At the same
time, the experimental data shown in Fig. 4(a) suggest that
there remain substantial uncertainties in the values of the

SEE coefficient. It is also not clear how long the surface
was treated. In a real plasma treatment experiment a
“clean” surface may correspond to the initial state of an
electrode which, ultimately, turns into a “dirty” metal that
is covered by adsorbates or an oxide layer. Thus, more
accurate experimental and theoretical knowledge of the
SEE for different materials and varying degrees of surface
coverage will be very important for applications.
Strong surface effects have also been observed in the

Fig. 4 (a) SEE yield per argon atom or ion for a broad variety of
metals (symbols). “Clean metals” refers to beam experiments
where the surface was cleaned via ion sputtering. “Dirty metals”
denotes measurements following varying degrees of surface
exposure to oxygen, to water or ambient gas. Figure from Ref.
[12] where additional details are given. (b) Effect of SEE on ion
density in the bulk of a AC discharge (13.56 MHz, p = 5 Pa, for
varying electrode voltage), for different SEE models: No SEE
(black) to a full treatment of ion and atom induced SEE (green).
From Ref. [11], figures are reprinted with permission of the authors
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field emission. For example, Li and Go studied the effect of
surface roughness on the field emission by including a
phenomenological geometric enhancement factor [21].
These examples show that the simple concept of fixed

phenomenological surface parameters, such as the SEE
coefficient ge, for a given surface material, that was
sketched in Fig. 3 has to be questioned. Instead the SEE
coefficient has to take into account the properties of the
surface and also the exposure to the plasma. In order to
make reliable predictions, novel theoretical concepts are
needed that include the whole scope of complex physical
and chemical processes that occur at the plasma-solid
interface which include SEE, sputtering, neutralization and
stopping of ions, adsorption and desorption of neutral
particles as well as chemical reactions. Therefore, the
plasma-solid system should be treated as single entity
which we call “plasma-solid interface”1). It comprises the
plasma sheath and the plasma facing atomic layers of the
surface that are influenced (excited or “activated”) by the
plasma. This new theoretical concept is sketched in Fig. 5.

3 The plasma-solid interface: Physical
progresses and theoretical approaches

3.1 Overview on the physical processes at the plasma-solid
interface

Let us now look more in detail at the properties of the
plasma-solid interface and the relevant processes. We
already discussed in the beginning, cf. Fig. 1, that plasma
and solid are characterized by a huge density gap leading,
in many cases, to an enormous difference in length and
time scales. First of all, the plasma-solid system is in a
stationary state. This state differs from thermal equilibrium

due to the nonequilibrium character of the plasma (cf.
Fig. 2) and due to fluxes of particles (electrons, ions,
neutrals) that cross the boundary in both directions.
On the largest scale (the scale of the Debye length,

Fig. 6(a)) the interface is characterized by the density
profiles of electrons and ions. Electron depletion in the
plasma sheath near a surface (cf. Fig. 3) gives rise to an
excess positive charge in front of the surface. The missing
negative charge has to accumulate inside the surface giving
rise to an electric double layer. Charged double layers are a
common phenomenon in liquids and were originally
studied in electrolytes by Helmholtz [22]. The correspond-
ing effect for the plasma-solid interface was predicted by
Bronold and co-workers [23] and turns out to be very
different, by the different composition of the system, and
more complex, due to its nonequilibrium nature. The
peculiarities of the electric double layer that are caused by
the plasma properties— the non-Maxwellian velocity
distributions and the time variation, in case of an rf field,
on the scale of nanoseconds–are qualitatively understood.
On the other hand, what is far less understood, is the
impact of the solid on this charge distribution: The
influence of the nanoscale surface structure (Fig. 3(b)) as
well as of the atomic scale structure (Fig. 3(c)) and
processes between solid and plasma.
Thus, an analysis of the surface and near-surface

structure of the solid in the presence of the plasma and
of surface processes under these conditions is required.
This includes the structural and chemical response of the
material. Surface science experiments are required to
investigate the atomic-scale structure (Fig. 3(c)), e.g.,
surface relaxation and reconstruction, adsorbate species,
and surface defects, as well as the evolution of the
nanoscale morphology, e.g., the formation of islands, pits,
steps, and ultrathin films on the surface (Fig. 3(b)). Also
the modification of the material in the near-surface region
(e.g., crystallinity, porosity, composition, defect density)
has to be studied as function, e.g., of ion and neutral
particle energy and plasma density. It would be highly
desirable that surface science and plasma physics experi-
ments obtain the concentration of charged and neutral
species at and near the surface as well as chemical binding
energies of various species. The information that should be
obtained from theory includes the relevant cross sections
and rate coefficients, neutral sticking coefficients, SEE
coefficients, diffusion coefficients, information on energy
dissipation channels and time scales, etc.
Another key topic is the charge transfer dynamics across

the interface in the presence of the plasma. Here, plasma
physics experiments are needed that provide key informa-
tion, including the electron and ion fluxes to and from the
surface (Fig. 3(a)). This should be complemented by
surface science experiments measuring the secondary

1) This concept is based on a research project devoted to plasma-surface physics that is being developed at Kiel University and was first presented byM. Bonitz
at the conference “Quo vadis—complex plasmas?”, Hamburg, August 2016, and at the GEC in Bochum, October 2016

Fig. 5 Sketch of the plasma-solid interface which comprises the
plasma sheath and the plasma facing activated layers of the solid1).
Among the relevant processes are diffusion, adsorption (“stick-
ing”) and desorption of neutrals, penetration (stopping) of ions and
electron transfer between solid and plasma. The influence of the
plasma on the solid and vice versa is a major challenge for a
predictive theoretical treatment and require a combination of
various theoretical approaches, see Fig. 7
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electron current from the surface and the plasma-induced
modification of the band structure of the surface material.
These quantities are the combined result of a multitude of
physical processes. Theory and simulations should attempt
to resolve the individual contributions due to the
neutralization of ions in front of the surface or electron
impact ionization and ion stopping inside the solid.
Furthermore, it would be desirable if surface science
experiments could provide insight into the complex energy
landscape of the solid surface, its modification due to the
plasma environment, as well as the plasma-induced space
charge region inside the solid. The experimental informa-
tion should be complemented by novel theoretical
approaches that will lead to accurate results for electron
and ion velocity distributions in the plasma sheath, on
SEE, on the sticking coefficients of electrons, ions, and
neutrals and on the charge of nanoparticles embedded in
the plasma.
All these processes evolve in time (on the scale of

seconds), as a result of the surface modification by the

plasma. Thus, there is a direct coupling between effects on
the atomic scale and the macroscopic plasma behavior that
needs to be explored.

3.2 Theoretical approaches for the plasma-solid interface

Let us discuss, in the following the theoretical strategy
needed to tackle these problems. Aside from the different
pressure, length and time scales, the main difficulty is that
both sides of the plasma-solid interface are governed by
completely different physics: Low-density gas-like beha-
vior, in the plasma, versus quantum dynamics of electrons,
in the solid, coupled to the lattice dynamics; this situation,
the relevant processes and scales are sketched in Fig. 7.
An accurate simulation of plasma-surface processes,

first of all, requires a reliable description of the plasma and
the solid. Standard tools in plasma simulations are fluid
simulations and kinetic theory (cf. blue box in Fig. 7). Here
two main approaches are in use: Direct solution of the
Boltzmann equation or particle in cell simulations with

Fig. 6 Sketch of the physical processes at the plasma-solid interface—from the largest to the smallest length scale. (a) The electric
double layer (on the scale of the Debye length, on the plasma side, and a few nanometers, in the solid) resulting from electron depletion in
the plasma sheath (cf. Fig. 3) is characterized by the local difference of the nonequilibrium ion and electron densities and is accompanied
by electron accumulation in the solid which is influenced by the processes in figure parts (b) and (c). (b) On the scale of the surface
roughness (typically nanometers) the surface exhibits local variations of the morphology and chemical composition. (c) Atomic scale
modification of the surface and the plasma sheath caused by individual particle impacts, charge transfer, chemical reactions, etc. The
relevant processes are indicated inside the figure parts
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Monte Carlo collisions (PIC-MCC). The particle dynamics
have to be coupled to the dynamics of the electromagnetic
field on the basis of Maxwell’s equations or the Poisson
equation for the electrostatic potential. Finally, these
simulations require surface parameters as an input— the
fluxes Js— and deliver the corresponding fluxes Jp, as an
output, cf. Fig. 7.
To obtain the necessary surface information, one first of

all needs to obtain the ground state properties of the
solid— the energy spectrum (band structure) and the
Kohn-Sham orbitals—which is done by DFT simulations
(Sect. 6), cf. right part of Fig. 7. However, DFT is known to
have problems, in particular, in treating materials with
strong electronic correlations including various oxides.
Here, many-body approaches are being used that include
the Bethe-Salpeter equation (BSE), e.g., [24], dynamical
mean field theory (DMFT), e.g., [25], or quantum Monte
Carlo (QMC) for the ground state or finite temperature
[26,27].
Next, if the solid comes in contact with a low-

temperature plasma, energetic electrons, ions or neutrals
may excite the electrons of the solid and the lattice. This is
already not captured by ground state DFT but requires
time-dependent extensions, cf. the approaches listed in the
central box of Fig. 7. The top row in the central box lists
mesoscopic approaches—MD and kinetic Monte Carlo
(KMC)— that do not treat the quantum dynamics of the

electrons explicitly. This simplification allows one to
access comparatively large time and length scales, see also
Fig. 8. In particular with KMC, in principle, one can reach
minutes of simulation time and length scales of centi-
meters. KMC has been successfully used in many plasma
simulations, e.g., [29–33], and it is an integral part of many
multiscale simulation concepts because it is very flexible
with respect to the inclusion of new processes. However,
all these processes are treated in a very simplified manner
using process rates that often do not include all relevant
parameter dependencies. In cases where the complete set
of relevant processes is well known, KMC may, never-
theless, be a powerful tool. In contrast, for new
problems— such as the plasma-solid interface—where
the complete set of events is not known a priori, the
accuracy and predictive power of KMC is rather limited.
We will, therefore, not discuss KMC in detail here— the
interested reader is referred to Refs. [28–30,34]. Instead,
here we will concentrate on MD because it has a much
stronger foundation and can retain a first-principle
character once the information on the interaction potentials
is derived from ab initio approaches in cases when
electronic and quantum effects are not important. We
will give a more detailed discussion in Sect. 4. For an
overview on the length and time scales that can be reached
by MD and the other methods, see Fig. 8.
The second row in the central box of Fig. 7 lists models

1) This concept is based on a research project devoted to plasma-surface physics that is being developed at Kiel University and was first presented byM. Bonitz
at the conference “Quo vadis—complex plasmas”?, Hamburg, August 2016, and at the GEC in Bochum, October 2016

Fig. 7 Theoretical methods for the description of the plasma-solid interface 1), as sketched in Fig. 5. Some of the processes of interest are
listed in the figure. Note the dramatically different length scales and the very different properties of the plasma and the solid, requiring
fundamentally different methods to be applied on the plasma and the solid side. Standard methods for the bulk solid are DFT, BSE, DMFT,
and QMC. To simulate surface processes (central box), additional non-adiabatic (time-dependent) approaches are required: MD, KMC,
Quantum Boltzmann equation, Born-Oppenheimer MD (BOMD), TDDFT, NEGF and ab initio NEGF (AI-NEGF). To account for the
complex interactions between plasma and solid, the corresponding methods have to be properly linked: Plasma simulations should provide
the momentum dependent fluxes Jpa of all species “a” to the surface whereas surface simulations deliver the corresponding fluxes Jsa that
leave the surface. Bulk solid simulations provide the band structureeλ and reactive force fields (FF), whereas surface simulations return the
updated surface morphology, chemical modifications etc. For details see text

Michael Bonitz et al. Integrated modeling of the plasma-solid interface 207



based on the quantum Boltzmann equation–the quantum
generalization of classical kinetic equations. Here exten-
sive recent work is due to Bronold and co-workers who
developed simulations of the charge transfer, electron
sticking and other processes. The corresponding approach
and some results will be summarized in Sect. 5.
The third row in the central box of Fig. 7 is devoted to

time-dependent simulations that are based on DFT. The
first approach is BOMD where the ions are moved with
classical MD whereas the electrons are assumed to follow
the ion dynamics adiabatically, thereby remaining in the
(time evolving) ground state that is obtained quantum-
mechanically, by ground state DFT. However, for strong
excitation and/or fast processes the adiabatic approxima-

tion fails. Even though in plasma-surface interaction the
mean excitation of the surface (per atom) may be small,
local excitations may be strong, e.g., due to the impact of
plasma particles. The corresponding non-adiabatic exten-
sion of DFT is TDDFT [35]. TDDFT is successfully being
used for many surface processes. Applications to ion
stopping have been performed, e.g., in Ref. [14]. An
overview on this method is presented in Sect. 6.
Finally, the fourth row in the central box contains

another ab initio method: NEGF, e.g., [36,37]. This
method generalizes the quantum Boltzmann equation
(second row, Sect. 5) to fast processes and is, in particular,
well suited to accurately treat electronic correlation effects
in the surface material. First applications to ion stopping
were performed recently [15]. Finally, we also list AI-
NEGF simulations— a recently developed combination of
ground state DFT and NEGF [38]. An overview on NEGF
methods will be presented in Sect. 7.
Even though the ab initio methods are, obviously, the

most accurate theoretical approaches, they are extremely
CPU-time demanding which strongly limits the accessible
length and time scales. For example, BOMD simulation
requires a time step around 0.1 ∙∙∙ 1 femtoseconds, which
allows one to treat on the order 100 ∙∙∙ 1000 atoms for
1 ∙∙∙ 100 picoseconds, during a week of simulations on
massively parallel hardware, e.g., Ref. [39]. The demand
for TDDFT and NEGF is several orders of magnitude
larger. Typical length and time scales are summarized in
Fig. 8. Thus, despite their accuracy, it is prohibitive to
apply ab initiomethods to all problems of the plasma-solid
interface. They should be applied to those processes where
such an involved treatment is without an alternative, in
particular, when important processes would be lost
otherwise, e.g., via an averaging or coarse graining
procedure.
Even though there is an impressive list of applications of

all four plasma-surface simulation approaches, until now
these have been developed essentially in isolation from
each other. At the same time there is a high need for smart
combinations of the different methods to cover the length
and time scales of the plasma-solid interface at a sufficient
accuracy and to capture all relevant physical and chemical
processes. We hope that the present analysis of each of
these methods will highlight their strengths and weak-
nesses and stimulate such combinations.

4 Mesoscopic simulation approaches: MD.
Acceleration and extension concepts

We start with the method that extends to the largest time
and length scales of those that are listed in the center of
Fig. 7: MD (for the discussion of KMC, see Sect. 3). This
method is based on empirical interaction potentials and
does not include quantum effects in the dynamics of the
particles, in particular no explicit electronic effects. This

Fig. 8 Approximate length and time scales accessible with
different simulation methods for plasma-surface applications that
are listed in Fig. 7. The shortcuts are the same as in Fig. 7 except
for DFT-MD, which is equivalent to BOMD, and QBE which
stands for Quantum Boltzmann equation. Note that the comparison
is only qualitative as different methods may apply to different
processes. Also, the physical time resolution is often much less
(larger the minimum scale) than the required time step that is
dictated by numerical stability. The ab initio approaches TDDFT
and NEGF resolve the electronic length and time scales and apply
to ultrafast processes. DFT-MD has a more limited resolution of
electronic relaxation processes. The upper limits of DFT, TDDFT
and NEGF are set by the required basis dimension and accessible
number of time steps. QBE resolves spatial details on the level of
100 inter-atomic distances and the relaxation time of the electrons
in the solid. The upper length limit is determined by the imposed
accuracy (level of coarse graining, pink arrow). MD propagates
only the heavy particles neglecting electronic degrees of freedom.
The accessible simulation dimensions can be increased via
parallelization. Simulation times are restricted by the number of
time steps and can, in some cases, be extended by additional
“acceleration” methods (blue arrows). On the plasma side, PIC-
MCC simulations resolve approximately one tenth of the electron
Debye length and one plasma period and may extend to
centimeters and milliseconds. Fluid simulations contain an
additional coarse graining with respect to the particle velocities
which limits their lower scale limits, compared to PIC, but extends
their upper limits. KMC may, in principle, extend plasma-surface
simulations to minutes and millimeters but is not considered here
due to its largely uncontrolled character for the present applica-
tions, see text. Figure adapted from Ref. [28]
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approach has to be clearly distinguished from ab initioMD
(or Born-Oppenheimer) MD where the electrons are time-
propagated as well using DFT simulations (see Sect. 6).
Nevertheless, such a semiclassical modeling is often
sufficient for the treatment of the dynamics of neutral
particles on a surface: Diffusion, adsorption and desorption
or many chemical reactions— a technique that is well
developed in surface science and in theoretical chemistry,
e.g., Ref. [40]. Similarly, MD simulations are well
established in LTP, e.g., to compute first principle
structural properties of dust particles [41] or the diffusion
coefficient in a strongly correlated magnetized plasma
[42]. MD simulations are also actively used in plasma-
surface simulations, e.g., [16,17], and recent applications
include cluster growth [43] and sputtering [13].
The semiclassical MD simulations solve Newton’s

equations for all particles exactly. The quality of the
results, obviously, crucially depends on the accuracy of the
input data, most importantly, the effective pair potentials or
FF. These quantities are usually derived from microscopic
quantum simulations or are adjusted to reproduce experi-
mental data. Typically MD simulations for atoms require a
time step of the order of 1 fs and can, in principle, treat
huge systems by using massively parallel hardware. For
example, Ref. [44] reported simulations of a system
containing 1011 atoms that reach times of the order of
several milliseconds. However, this is presently only
possible on the largest supercomputers or on dedicated
hardware, e.g., [45]. At the same time, even though
parallelization allows to reach larger system sizes, it does
not help to extend the simulation duration.
Despite these impressive records, it is clear that in the

near future MD simulations for plasma-surface processes
will remain many orders of magnitude short of system
sizes and length scales needed to compare with experi-
ments. In plasma physics, these are minutes and (at least)
micrometers, respectively. Therefore, additional strategies
are needed. One way is of course the use of additional
approximations leading to simplified models at the expense
of accuracy and reliability. Here, we are concentrating on
other methods that avoid simplifications of the equations of
motion and to retain the first principles character of the MD
simulations. The idea is to invoke additional information
on the system properties that allow one to effectively
accelerate the simulations and/or to extend them to larger
scales without losing accuracy.
There exists a variety of acceleration strategies including

hyperdynamics [46], metadynamics [47] or temperature
accelerated dynamics [48], for additional comments see
Sect. 6. A more recent concept is collective variable driven
hyperdynamics [49] that was reported to achieve, for some
applications, speed-ups of about nine orders of magnitude.
These methods have been successfully applied in surface
physics and chemistry, and a more detailed discussion of
these very diverse acceleration/extension developments, of
their respective strengths and limitations was presented

recently in Ref. [50].
The above methods are not easily applied to the

heterogeneous plasma-solid system. Here recently a
multi-scale simulation concept has been proposed that
overcomes the low-density problem of the gas phase, for
details see Ref. [13]. Another approach developed by two
of the present authors [43,51] uses a selective acceleration
of some relevant processes and, thereby, achieved speed-
ups exceeding a factor 109, see Sect. 4.1. The third
direction of developments we underline here does not aim
at accelerating the ab initio simulations but to extend them
to longer times by a suitable combination with analytical
models [52,53]. These methods will be called below
dynamical freeze out of dominant modes (DFDM) and are
briefly discussed in Sect. 4.2.

4.1 MD simulations employing selective process
acceleration (SPA)

The authors of Ref. [43] considered, as an example for
plasma-surface interaction, the deposition of gold atoms
onto a polymer surface. The MD simulations tracked each
individual atom, its diffusion on the surface, the emergence
and growth of clusters and, eventually, the coalescence of
the latter. The influence of the plasma environment was
treated statistically by taking into account the impact of
energetic ions that leads to the formation of surface defects
that trap incoming atoms and prevent their diffusion.
Varying the fraction of trapped atoms allows to mimic the
flux of ions to the surface. In the MD simulations the
isotropic Langevin equation of motion for all gold particles
with the mass m and spatial coordinates r = (r1, r2,∙∙∙)
were solved:

m€r ¼ –rU rð Þ – m

tdamp
_r þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mkBT

tdamp

s
R tð Þ, (1)

where the potential U describes the interaction between
gold particles. For this potential ab initio force field data
are being used (the MD simulations used the LAMMPS
package). Further, tdamp has the role of a damping
parameter, and R is a delta-correlated Gaussian random
process. This random force and the viscous damping
simulate the effect of the polymer on the heavy gold
particles. This is motivated by the fact that the interaction
between gold atoms by far exceeds the one between gold
and polymer, so details of the latter are of minor
importance. While the first term on the r.h.s. of Eq. (1)
favors cluster formation (gold atoms settle in the minima of
the total potential), the last two terms induce a diffusive
motion with the diffusion coefficient

D ¼ 1

m
kBTtdamp: (2)

Thus, it is clear that the utilization of the Langevin
dynamics allows one to control the speed of the surface
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diffusion and bulk by choosing a specific combination of
the temperature T and the damping parameter tdamp.
Beyond that, it is possible to add a spatial (or directional)
dependence to the diffusion coefficient if one lets the
damping parameters depend on the position of the particle.
Based on the above considerations, Abraham et al. [43]

developed a procedure to simulate the growth of nano-
granular gold structures on a thin polymer film. By
choosing appropriate ratios of the damping parameters,
one can make sure that the atoms spend most of the time in
the surface layer where they perform a random walk. The
use of Langevin dynamics is restricted to the polymer
surface whereas in the plasma, the dynamics of the gold
atoms are purely microscopic. This allows one to add
particles to the system by creating particles at the top of the
simulation box and assigning them an initial velocity
towards the substrate. Therefore, it is possible to perform
the simulation with values of the deposition rates Jsim and
diffusion coefficients Dsim that are much higher than the
values in typical experiments.
In Ref. [43], it was argued that the simulations yield an

adequate description of a real experimental deposition
process if the ratio Jsim/Dsim is equal to the ratio Jexp/Dexp

of the corresponding quantities in the experiment. The idea
behind that is that— at least at the early stage of the
deposition process— the growth should be essentially
determined by the average distance an atom travels on the
surface between successive depositions of atoms. Hence,
the absolute time of the process is assumed to be irrelevant.
The results presented in Ref. [43] were obtained with a
time step of 1 fs, and a damping parameter for the diffusion
in x- and y-directions of 1 ps. The temperature and the
deposition rate were set to match the conditions of the
experimental results in Ref. [54] for the sputter deposition
of gold on polystyrene. Using these parameters, the direct
MD simulation time for the growth of a thin gold film is
roughly 109 times shorter than the corresponding time in
the experiment. Or in other words, the duration of the MD
simulations could be extended by nine orders of
magnitude.
To verify the validity of such a dramatic shift of the time

scales and to obtain the applicability limits, comprehensive
tests of the method against experimental results were
performed, see also Refs. [30,55] for a discussion. In
particular, as one accelerates only selected processes, i.e.,
the deposition of atoms and the diffusion of atoms on the
surface, one has to make sure that the neglect of other
processes, e.g., the relaxation of a cluster structure, does
not lead to artifacts in the simulation results. In Ref. [43],
the method was tested by comparing several quantities
describing the evolution of the gold film morphology with
the results of time-resolved in situ grazing incidence x-ray
scattering experiments of Schwartzkopf et al. [54]. Indeed,
many of the observed features could be reproduced by the
simulations, for film thicknesses up to 3 nm. This thickness
corresponds to an impressive effective simulation time of

367 s which is directly suited for comparison with
measurements.
The present approach of selective acceleration of

dominant processes can be generalized to other systems
as well. A recent application concerned the deposition and
growth of bimetallic clusters on a polymer surface [51]
where the acceleration allowed one to study the very slow
process of demixing of the two metals. Applications of this
approach to various plasma processes should be possible as
well. In addition to the deposition of neutral atoms, the
method also allows one to describe the impact of ions and
the growth of charged clusters.

4.2 Dynamical freezeout of dominant modes (DFDM)

We now discuss an approach that does not accelerate MD,
as the ones mentioned above, but takes advantage of the
intrinsic hierarchy of relaxation processes existing in any
many-body system. When a system is excited, typically,
small scale processes and correlation effects will tend to
equilibrate fast whereas large scale effects such as particle
transport will occur on longer time scales. In between these
scales one expects the establishment of equilibrium (or
stationary) velocity distributions, for details and more
examples, see Refs. [50,56]. This means that during the
course of the evolution the information and detail required
to describe the entire process is systematically reduced.
Finally, in thermodynamic equilibrium the system would
be completely described by a few macroscopic variables
such as temperature and density.
This hierarchical character of the evolution is known for

a long time and also called “coarse graining”. It means that
a full microscopic description is only needed for the early
period of the evolution whereas, for later times, it is
sufficient to capture the dynamics of the relevant “modes”
or degrees of freedom. This has led to simplified models
such as kinetic equations, fluid equations or rate equations
where the full N-particle information is mapped onto a
limited number of quantities. Even though each of these
equations is an approximation to the full many-body
equations, these equations are accurate within their
respective relaxation stages and time scales.
Of course, kinetic equations, fluid models or rate

equations contain input parameters (such as collision
cross sections or collision integrals, transport coefficients
or reaction rates, respectively) that are usually derived by
applying suitable approximations to the many-body
problem. It is the accuracy of these approximations that
governs the accuracy of the model. Consider, as an
example, a master (or rate) equation

dpiðtÞ
dt

¼
X
j≠i

Γj↕ ↓i pj tð Þ –Γi↕ ↓j pi tð Þ
� �

, (3)

0£piðtÞ£1,  
X
i

piðtÞ ¼ 1,

210 Front. Chem. Sci. Eng. 2019, 13(2): 201–237



where i is a multi-index numbering the configurations the
sys tem can have at some stage of the relaxation which
occur with a probability pi(t). Гi! j are the transition rates
(probability per unit time) from state i to j. The first term on
the right hand side of Eq. (3) describes processes which
increase the probability to realize state i (“gain”), whereas
the second term describes the analogous loss processes.
Let us now return to our general question about the

accuracy of the model Eq. (3). Such an equation can often
be rigorously derived from the underlying classical or
quantum equations of motion, and its accuracy is only
limited by the accuracy of the transition rates Гi! j that are
typically calculated using various approximation schemes.
If, on the other hand, no approximations would be made
and a general form be permitted where Гi! j ! Гi! j (t;
{pk(t)}) may depend on time as well as on all pi for the
present and earlier times (memory) this would, in general,
result in an exact Eq. (3).
In fact, in Ref. [50] it was proposed to obtain the exact

expressions for Гa! b from first principle MD simulations.
Imagine that in the course of the evolution the system
reaches a state where only a small number of configura-
tions can be realized the description would much simpler
compare to the full N-body dynamics, even if the involved
rates are complicated. Moreover, it can be expected that, in
many cases, the functional form of the rates Гi! j ! (t;
{pk(t)}) will simplify in the course of the evolution, and
they even may converge to stationary values.
This procedure was demonstrated in Refs. [53,57] for a

simple example: The adsorption kinetics of argon atoms
on a platinum (111) surface. There it was shown that the
sticking probability of the atoms can be derived from an
equation of the type Eq. (3) with just three different states.
The transition probabilities between these states were
computed by first principle MD, and their time depen-
dence was analyzed. It turned out that, in fact, these
probabilities converge to constant values, Гi! j(t;
{pk(t)})! ΓEQ

i↕ ↓j, within approximately t = tEQ ≈ 20 ps, i.e.,
as soon as the adsorbate atoms have equilibrated with the
surface. Thus, using the first-principle transition prob-
abilities obtained from MD in the master equation (or rate
equation), its solution will be essentially exact, for times
t≥tEQ. This allows one to extend first principle-type
simulations to times long enough to compare with
experiments [50] without actually performing MD simula-
tions. The reason is that one was able to identify the
dominant collective modes that fully describe the system
at long times and emerge dynamically during the
evolution.
A similar approach was developed by Franke and Pehlke

[52]. They performed DFT simulations of the diffusion of a
1,4-butanedithiol molecule on a gold surface and also
mapped this on a master equation. Even though they did
not consider in detail ab initio results for the transition
probabilities, their results confirm that the type of

extension of accurate simulations can also be applied
with quantum simulations, instead of semiclassical MD.
The idea of mapping the microscopic dynamics onto a
small set of relevant degrees of freedom is also utilized in
the computation of the SEE coefficient. This also leads to a
system of coupled rate equations as is explained in Sect. 5.

5 Quantum Boltzmann equation

In the previous section the focus was on semiclassical or
even classical methods for describing the interaction of
atoms with surfaces, based on Newton’a equations of
motion for the constituents involved and their solution by
MD techniques. Not all surface scattering processes can be
treated in that manner. In particular, charge-transferring
processes require a quantum-mechanical approach. The
most prominent scattering process (cf. Sect. 2), which has
to be treated quantum-mechanically and, at the same time,
has great relevance for plasma modeling, is SEE from
surfaces/plasma walls due to impacting heavy species.

5.1 Quantum kinetic approach to SEE. Generalized
Newns-Anderson model

It has been known for a long time that SEE is an important
process in bounded plasmas, affecting the structure of the
plasma sheath, the overall charge balance, and the
operation modii of basically all types of low-temperature
discharges [58]. To quantify the process is, however, a
rather challenging task. Experimentally it requires sophis-
ticated instrumentation and theoretically it asks for the
solution of a scattering problem involving many-body
targets and projectiles [59–61]. It is thus not surprising that
little is known quantitatively about SEE from plasma-
exposed surfaces which, moreover, are usually also
insufficiently well characterized. The collection and
discussion of SEE data by Phelps and Petrović [12] is
still the main reference, cf. Sect. 2. Only recently the
plasma physics community initiated a number of new
investigations devoted to the issue [62,63].
In the following we focus on electron emission at low

impact energies where the atomic projectile remains
outside the surface and emission is driven by the transfer
of internal potential energy from the projectile to the target.
In principle there are two theoretical approaches to the
problem. The first approach attempts to describe the
processes from first principles, using DFT or quantum-
chemical techniques. There exist various facets of this
approach (see, for instance, the work of More and
coworkers [64] and the monograph [61]) depending on
how many electronic and lattice degrees of freedom are
kept at an ab initio level. Ideally, one keeps all. But this
sophistication can be hardly maintained in a realistic
description of plasma-surface interaction. The second
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approach, more modest in theoretical detail and to be
followed in this subsection, is to keep only the most
important degrees of freedom taking part in the scattering
process and to construct effective models for them.
Typically these are Anderson-Newns models [65–67]
where the collision trajectory of a projectile is prescribed
externally, leading to a time-dependent Hamiltonian for the
participating electrons. The matrix elements of the
Hamiltonian can be, of course, calculated from first
principles but it is more in the spirit of an effective
modeling to parametrize the matrix elements by physical
considerations. The resulting time-dependent Hamiltonian
is then fed into a quantum-kinetic treatment, based on
NEGF, which, if combined with pseudo-operator techni-
ques, has the advantage that all collision channels, which
may open-up when the projectile approaches the target
surface, can be treated simultaneously. The NEGF
approach is the same as listed in the fourth line of the
pink box in Fig. 7 and will be discussed in some detail in
Sect. 7. Here we will concentrate on the main steps that are
involved in deriving the quantum Boltzmann equation
from the NEGF equations and on the derivation of the rate
equations model for the relevant degrees of freedom.
The use of Anderson-Newns models for the description

of charge-transferring atom-surface collisions is well
established and has a long history, recent applications
[68–76] differ only in the way the matrix elements are
obtained and the number of channels included. Both of
course depend on the scattering process to be modelled. It
is beyond the scope of this paper to review it here. Instead,
we describe the Anderson-News type modeling developed
at the University Greifswald [71,72,75,76] taking a helium
ion hitting an aluminum surface as an example. The
description is necessarily sparse, details and data for other
metals can be found in the work of Pamperin et al. [68] to
which we refer as PBF.
Figure 9 summarizes the approach as applied to the

collision of a positive helium ion with an aluminum
surface. In accordance with the general spirit of the
Anderson-Newns model [65–67] the center-of-mass
motion of the ion, for simplicity assumed to be normal to
surface, is put on a prescribed trajectory. Due to the large
mass of the projectile, the motion is indeed to a good
approximation classical. It leads however to time-depen-
dent single-and two-particle matrix elements and in turn to
the necessity of using quantum kinetics to extract from the
model the SEE coefficient gðε

q
↕ ↓
Þ, where ε

q
↕ ↓
is the energy of

the emitted electron.

Fig. 9 (Color online) Illustration of the main ingredients of an Anderson-News model based quantum-kinetic analysis of the
neutralization of a helium ion on an aluminum surface characterized by a step potential with depth EF + F, where EF is the Fermi energy
and F the work function of aluminum. The collision trajectory leading to time-dependent matrix elements enforcing a quantum-kinetic
analysis is shown in (a) and the reaction channels included in the modeling are indicated in the (on scale) energy diagram (b) and the
reaction diagram (c). For simplicity, the projectile levels shown are the ones far away from the surface, level shifts and broadening due to
the interaction with the surface are not visualized. As indicated in (c), there are three routes to the projectile ground state, each one leading
to the emission of an electron. The helium ion may capture an electron from the metal by a single-electron transfer (SET), changing its
configuration from He+ (1s, 12S1/2) to either He

* (1s2s, 23S1) or He
* (1s2s, 21S0), which may either Auger de-excite to He0 (1s2, 11S0) or

attract another electron from the metal to form a He*– (1s2s2, 22S1/2) ion releasing an electron then by auto-detachment (AuD). In addition
to these two routes the He0 (1s2, 11S0) configuration may be also reached by Auger neutralization (AN) of the He+ (1s, 12S1/2) ion setting
also free an electron. Panel (d) finally depicts the three-level system which can be employed to represent the helium configurations taking
part in the collision. Depending on the process the levels act as ionization or affinity levels. Auxiliary bosons are used to assign the
functionality needed to the levels. Not included in the three level modeling, since it is unaffected by the collision, is the spin-up electron in
the 1s-shell common to all configurations listed in (d). For details see Ref. [68]
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The electronic degrees of freedom of the projectile and
the target are treated quantum mechanically, using a step
potential of depth EF + F to mimic the aluminum surface,
with EF the Fermi energy and F the work function, and a
few-level system to emulate the electronic states of the
projectile affected by the collision, that is, the ionization
and affinity levels which may take part in an electron
transfer. As indicated, there will be typically more than one
ionization and affinity levels involved. As a result, electron
emission can occur via many channels. In the case depicted
there are three main channels: AN, direct (DAD) and
indirect (IAD) Auger de-excitation, and AuD. All three can
be included in the present NEGF approach and the
quantum Boltzmann equation derived from it. It is sensible
to parametrize the model Hamiltonian such that, far away
from the surface, the energy levels of the projectile
coincide with the experimental ionization energies and
electron affinities of the isolated helium projectile. As it
comes closer to the surface it starts to interact with it
leading to level shifts and broadening (not shown in the
figure), as well as to electron transfer due to Auger-and
single-electron processes. For the results presented below
the matrix elements of the model Hamiltonian were
obtained from mean-field wave functions and physical
considerations, taking image charges [77,78] as well as
tunneling through potential barriers [79,80] into account in
case they arise. Details are given in PBF [68]. If instead of
the physics-guided manner the matrix elements are
obtained from first-principles, the quantum-kinetic treat-
ment of the Hamiltonian described below remains the
same.
The Hamiltonian describing the physics sketched in

Fig. 9 is best written down in the notation of second

quantization, that is, in terms of annihilation and creation
operators (cf. Sect. 7). Distinguishing between electron
states belonging to the step potential, the few level system,
and the unbound continuum, three types of Fermi operators

are introduced: cðyÞ
kσ
↕ ↓

, cðyÞ
qσ
↕ ↓

, cðyÞn annihilating (creating) an

electron with spin s in, respectively, a surface state j k↕ ↓i, a
continuum state j q↕ ↓i, and a projectile state jni. From a
calculation point of view it is advantageous to replace the

operators cðyÞn by pseudo-operators, eðyÞ, dðyÞ, and sðyÞn�

defined by

j000Þ ¼ ey jvaci , j011i ¼ dyjvaci , j100i ¼ sy1# jvaci ,

j010i ¼ sy2" jvaci,   j001i ¼ sy2# jvaci : (4)

They stand for whole electronic configurations of the
projectile and not for single electron states. The number of
electrons required for the electronic configurations repre-
sented by the pseudo-operators determines their statistics.
Is the number odd (even) the operators obey Fermi (Bose)
statistics. The labeling of the pseudo-operator is a reminder
that the projectile’s configurations involve the 1s and 2s
shell of helium. In spectroscopic terms, the configurations
included are the He+ (1s, 12S1/2) positive ion, the He

0 (1s2,
11S0) ground-state, the He* (1s2s, 23S1) triplet and He*

(1s2s, 21S0) singlet metastable states, and the He*– (1s2s2,
22S1/2) negative ion. Employing the reasoning developed
in [72,75,76], the Hamiltonian describing the neutraliza-
tion of a He+ (1s, 12S1/2) ion on an aluminum (or any other
metal) surface within the scenario summarized in Fig. 9
becomes [68],

HðtÞ ¼ ε01s#ðtÞsy1#s1# þ
X
�

ε*2s�ðtÞsy2�s2� þ ½ε –2s"ðtÞ þ ε –2s#ðtÞ�dyd þ
X
�

ω�ðtÞby�b� þ
X
k
!

�

ε
k
!

�
cy
k
!

�

c
k
!

�

þ
X
q!�

ε q!�
ðtÞcy

q!�
c q!�

þ
X
k
!

�

V SET

k
!

�
ðtÞcy

k
!

�

eys2� þ H:c:

� �
–
X
k
!

�

sgnð�ÞV SET

k
!

�
ðtÞcy

k
!

�

by�s
y
2 –�d þ H:c:

� �

þ
X

k
!

1 k
!

2 k#
�!

�

VAN

k
!

1 k
!

2 k
í�!
�
ðtÞcy

kí
�!

�

sy1#ec k
!

1#
c
k
!

2�
þ H:c:

� �
þ

X
k
!

k#
�!

�

V  DAD

k
!

kí
�!

�
ðtÞcy

kí
�!

�

sy1#c k
!

�
s2# þ H:c:

� �

þ
X
k
!

q!�

V IAD

k
!

q!�
ðtÞcy

q!�
sy1#c k

!
#
s2� þ H:c:

� �
þ
X
q!

VAuD

q! cy
q!"

sy1#d þ H:c:

� �
, (5)

Michael Bonitz et al. Integrated modeling of the plasma-solid interface 213



where we included auxiliary Bose operators bðyÞ� enabling
us to switch between projectile states with defects in their
internal energy [68]. The physical meaning of the various
terms is easy to grasp. For instance, the second last term
stands for IAD of the projectile (red arrows in Fig. 9(b)),
that is, the creation of the ground state of the projectile

ðsy1#Þ by creating an electron in an unbound continuum

state cy
q!�

� 	
and annihilating either a singlet ðs2#Þ or a

triplet ðss"Þ metastable state and an electron bound in the

surface cy
k

↕ ↓#

� 	
. The electron in the continuum is the

secondary electron released in the course of Auger de-
excitation.
The time-dependence of the Hamiltonian Eq. (5) reflects

the dependence of most of its matrix elements on the actual
position z(t) of the projectile in front of the surface. The
calculation of the matrix elements is analytically and
numerically rather demanding. In fact, most of the
computation time required for the quantum-kinetic model-
ing of SEE is allocated to the numerical evaluation of the
matrix elements (and the self-energies they give rise to).
Explicit expressions for the matrix elements worked out
along the lines developed in Refs. [72,75] are given in PBF
[68]. The time-dependencies of the energies ε01s#ðtÞ,
ε*2s�ðtÞ, ε –2s�ðtÞ, and ε

qσ
↕ ↓

ðtÞ are caused by long-range

polarization effects and short-range non-orthogonality
corrections. Assuming the projectile staying a few Bohr
radii in front of the surface, the latter can be neglected
while the former can be approximated by image shifts. The
time-dependencies of the Coulomb matrix elements

VAN

k
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1 k
!

2 k
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k
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�

ðtÞ f or DAD, and

V IAD

k
!

q!�
ðtÞ for IAD, as well as the time-dependence of the

SET matrix element V SET

k
!

�
ðtÞ arise from the overlap of

projectile and target wave functions which of course also
depends on the separation z(t) of the projectile and target.

5.2 Derivation of the quantum Boltzmann equation for SEE

Once the model is constructed it is analyzed within the
quantum kinetic approach pioneered by Langreth and
coworkers [81–83]. As a result one obtains a linear set of
ordinary first order differential equations for the probabil-
ities with which the projectile’s electronic configurations
occur in the course of the collision. In the case under
discussion, one obtains equations for the occurrence
probabilities of the ion, the ground state, the two
metastable states and the negative ion of the helium
projectile. Three steps are required to obtain the rate
equations. First, one has to set up two-time Dyson
equations for the projectile Green functions G, cf.
Eq. (12). Second, the self-energies S on the right hand
side contain all interaction effects and have to be
calculated. In the absence of strong electron-electron
correlations on the projectile, the non-crossing approxima-
tion suffices for that purpose. Finally, the time integrals
entering the self-energies and the Dyson equations,
Eq. (12) are evaluated within a saddle-point approximation
utilizing the fact that various functions are peaked around
the time-diagonal. For more details, see Refs. [81–83] as
well as Refs. [68,72,75,76]. Following this reasoning one
obtains the following system of rate equations,
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where n+(t), n↑(t), n↓(t), n‒(t), and ng(t) denote, respec-
tively, the occurrence probabilities at time t for the positive
ion, the triplet and singlet metastable state, the negative
ion, and the ground state of the projectile. Expressions for

the time-dependent rates Γ
>
<
:::ðtÞ, a discussion of the

physical content of the rate equations as well as a route
for obtaining the SEE coefficient γe and the energy

spectrum γe ε
q

↕ ↓


 �
of the emitted electron from the solution

of the rate equations are given in PBF [68].
To indicate the type of data which can be produced by

the quantum-kinetic modeling of SEE, Fig. 10 shows
numerical results for a positive helium ion hitting
perpendicularly an aluminum surface with Ekin = 60 eV
using the material parameters listed in PBF [68]. The left
panel depicts the instantaneous occurrence probabilities
n+(t), n – (t), n↑(t), n↓(t), and ng(t) as well as the
instantaneous probability ge(t) for emitting a secondary
electron. The energy spectrum of the emitted electron is
plotted in the right panel. The projectile starts in the He+

(1s, 12S1/2) configuration at a distance z = 40 aB, where aB
is the Bohr radius, moves along the trajectory shown in
Fig. 9(a) towards the turning point ztp = 2.27 aB, where it is
specularly reflected to move back to the distance z = 40 aB
to complete the collision. The probabilities for finding the
projectile at the end of the collision in any one of the
configurations included in the modeling can be read off
from the left panel. For instance, the probability for
returning in the ground state configuration He0 (1s2, 11S0)
is ng (tmax) ≈ 0.96 whereas the probability for surviving the
collision in the He+ (1s, 12S1/2) configuration is n+ (tmax) ≈
0.04. There is also a very small probability n↑(tmax) ≈ 10–5

to come back in the He* (1s2s, 23S1) triplet configuration.
The probability for electron emission, the SEE coefficient
ge = ge(tmax) ≈ 0.07. It has the correct order of magnitude
suggesting that by careful testing, benchmarking, and
comparison with experimental data the semi-empirical

approach can be advanced to a level where it can produce
very reliable data. The energy spectrum in the right panel
indicates that the secondary electron can have rather high
energies. It can thus become chemically very active in the
gas discharge. A detailed analysis shows that for the
aluminum surface SEE is dominated by AN. For other
metals, Auger de-excitation may become also important.
The relative importance of the two channels depends on
the line-up of the projectile’s affinity and ionization levels
with the Fermi level of the metal. It can thus be controlled
by a judicious choice of the metal and the projectile, that is,
in the plasma context, of the wall material and the
composition of the background gas.
The presentation of the quantum Boltzmann equation

approach for charge-transferring atom-surface collisions
was couched in a particular application: SEE. It can be,
however, also applied to other atom-surface scattering
processes affecting the electronic structure of the projec-
tile-target system. The pseudo-particle representation of
the projectile states opens the door for handling, within a
single Hamiltonian, complex collisions, involving more
than one channel. Numerically the approach is rather
involved, preventing thus a quick production of surface
parameters needed in plasma modeling. The main obstacle
is the calculation of the matrix elements. So far they have
been mostly obtained in a semi-empirical manner, guided
by physical considerations and experimental data. Using
ab initio techniques, such as DFT (cf. Sect. 6), instead may
eliminate some of the uncertainties of the matrix elements
but the numerical effort will remain the same or even
increase. Making the quantum Boltzmann equation-based
modeling of charge-transferring atom-surface collisions
numerically more efficient is one of the challenges for the
future.
Finally, we notice that the quantum Boltzmann equation

cannot resolve ultra-short time and length scales of the
solid surface that are related to electron correlations (cf.

Fig. 10 (Color online) (a) Instantaneous probabilities n+(t), n –(t), n↑(t), n↓(t), and ng(t) for the projectile to be at time t in the He+(1s,
12S1/2), He

* –(1s2s2, 22S1/2), He
* (1s2s, 23S1), He

*(1s2s, 21S0), and the He0 (1s2, 11S0) configuration together with the instantaneous
probability γe(t) for emitting an electron. The projectile hits the aluminum surface as a positive ion (solid black line) with a kinetic energy
Ekin = 60 eV and an angle of incidence with respect to the surface of φ = 90°. The thin vertical line denotes the turning point zTP = 2.27,
separating the incoming (left) form the outgoing (right) branch of the collision trajectory. The final probabilities, after the collision is
completed, which are also the numbers relevant for plasma modeling, are the values at z = 40 aB on the outgoing branch. (b) Energy
spectrum γeðε q↕ ↓

Þ of the emitted electron after the collision is completed

Michael Bonitz et al. Integrated modeling of the plasma-solid interface 215



Fig. 8). The extension of quantum kinetic theory into these
ranges can be achieved using the method of NEGF which
is discussed in detail in Sect. 7. There we will also present a
more accurate treatment of the solid surface that is
complementary to the present approach.

6 DFT-based ab initio simulations

6.1 BOMD

DFT based methods constitute the most widely applied
approach to calculate the electronic structure in physics
and chemistry. It can be combined with BOMD to simulate
the dynamics of atoms within molecules and solids [84].
Ab initio BOMD has been applied successfully by many
groups, e.g., Refs. [85–87]. The BOMD approach starts
from the Born-Oppenheimer (BO) approximation for the
coupled system of nuclei and electrons [88], where all non-
adiabatic coupling terms between the different BO surfaces
of the electronically excited states are neglected. Further-
more, the classical limit for the motion of the nuclei is
assumed, ignoring geometrical phases occurring around
conical intersections [88]. The equation of motion reduces
to a set of coupled Newton’s equations. Like in
semiclassical MD described in Sect. 4, in case of an
ensemble of N atoms the micro-canonical MD simulation
“boils down” to the integration of

Mi
€R i ¼ Fi ¼ –rRi

U0ðR1, :::, RN Þ, (7)

starting from some suitable initial conditions. U0 (R1, ...,
RN) denotes the ground state potential energy surface
(PES) of the system. Canonical ensembles can be
simulated by coupling to a Nosé-Hoover thermostat [89]
or Nosé-Hoover chain thermostat [84]. Alternatively, the
Langevin scheme can be used as detailed in Sect. 4.
As already pointed out, rare events pose a serious

problem to any MD scheme, and even more so to the very
CPU-time intensive ab initio based MD programs. Thus,
for the determination of reaction and diffusion energy
barriers, algorithms like the nudged elastic band method
(NEB, CI-NEB) [90,91] are in use. Together with
calculated vibrational frequencies, reaction and diffusion
rates can be estimated within transition state theory [92].
The rates can be entered into a Master equation approach
or KMC simulations as described in Sect. 4. In addition,
Meta-dynamics approaches, as described by Laio and
Parrinello [47,93] can help to escape local or global
potential energy minima and explore further regions of the
PES. A general difficulty when applying metadynamics is
the judicious choice of few collective variables for the
simulation.
While not without open basic problems, total energy

calculations based on DFT for the electronic ground
state— together with a suitable approximation to the

exchange-correlation (XC) energy functional— constitu-
tes today’s standard approach in electronic structure
theory— both in physics and in chemistry [84,94–97].
This is in general ascribed to, in case of many applications,
a favorable balance between the accuracy of the calculated
total energy differences and forces acting on the ions as
required for MD on the one hand and the (nonetheless still
very large) computational costs on the other hand. DFT
describes the exact mapping of the electronic ground state
of the interacting many-particle Hamiltonian onto the
ground state of a system of fictitious spin-1/2 particles not
interacting with each other, which are moving in an
effective potential that itself depends on the electron
density [98,99]. The crucial point for practical applications
is the required approximation to the XC energy functional.
A careful choice of this approximation for the problem in
question is essential for the accuracy of the obtained
results. Various approximations are available. A univer-
sally applicable approximation to the XC energy functional
giving chemical accuracy is lacking— this constitutes a
field of active current research [95–97,100]. In many
practical computations one of the generalized gradient
approximations GGA-PW91 [101] or GGA-PBE [102] are
applied. Other approximations comprise meta-GGAs
[103], hybrid functional, and many other approaches,
e.g., Refs. [95–97] for reviews. In view of MD simulations
relevant for plasma physics of, e.g., noble gas atoms
interacting with a metal surface, van der Waals forces
(which cannot be represented by semi-local XC functionals
like the local density approximation, LDA, or the GGAs)
have to be considered [53,100]. Furthermore, as soon as
open-shell atoms or other spin-polarized systems come
into play, Spin-DFT has to be used [94].
Widely used DFT total-energy computer programs (e.g.,

VASP [104–107], the Quantum Espresso package
[108,109] and various other programs) employ super-
cells, which are repeated periodically in all three spatial
directions, to simulate surfaces, clusters, etc., a plane-wave
expansion of the Kohn-Sham orbitals and special k-points
for approximate Brillouin zone integration [110]. The
electron–ion interaction is represented by pseudopotentials
[94] (e.g., norm-conserving [111–113], ultra-soft [114],
projector augmented wave (PAW) [115,116] pseudopoten-
tials). In this way only the valence band states have to be
computed, while the effect of the (frozen) core electrons is
accounted for by the pseudopotentials. Again, special
attention is required in case of MD simulations for plasma-
surface interactions: If the kinetic energy of a projectile is
so large that the inter-atomic separations become small
during a collision, the pseudopotential approximation may
become invalid and the interaction between the core
electrons may have to be accounted for explicitly.

6.2 TDDFT

An ion from a plasma interacting with a solid surface [117–
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122] results in inherently electronically non-adiabatic
dynamics—which is beyond the realm of electronic
ground state theory. Already the initial state, corresponding
to an ion far away from the surface, is electronically
strongly excited, although the individual parts of the
system, i.e., the solid and the projectile, may initially be in
their respective electronic ground state. Also the scattering
of faster than thermal atoms at a metal surface can result in
electronic energy dissipation, the description of which
requires a simulation that accounts for electronically
non-adiabatic effects (for an example see Ref. [123] for
2–10 eV H atoms impinging on an Al(111) surface).
However, the deviation from the BO-surface is distinctly
smaller in this case. In surface chemistry, electronically
non-adiabatic effects have been observed experimentally
(e.g., Refs. [124–127]) and described theoretically by
using various approaches including, e.g., electronic
friction [128–133], model Hamiltonians [134–138], or
TDDFT [139–143]. Furthermore, also ion-atom collisions
[144] and ions impinging onto a metal cluster [145,146],
colliding with carbon nanostructures [147], graphene
fragments [148], graphene or boron nitride (BN)
[14,149], the collision of Cl, Cl– with a MoSe2 monolayer
[150] as well as the electronic stopping of atoms or ions
moving through a solid [151–155] have been simulated
using TDDFT.
TDDFT [156–160] is based on the Runge–Gross

theorem [161]. Under certain restrictions to the single
particle potential, and given a fixed initial state jΨðt0Þi, the
electron density n(r', t'), t' 2[t0, t] of a finite interacting
many-particle system determines the time-dependent
single particle potential v(r, t) + c(t) apart from an
arbitrary function c(t) of the time [156,160]. The interact-
ing system can be mapped onto a system of fictitious spin-
1/2-fermions with the same density not interacting with
each other but moving in a time dependent effective Kohn-
Sham potential [156,162]

vKS r,tð Þ ¼ v r,tð Þ þ!d3r#nðr#,tÞ
r – r#

þvXCð½n�,½Φ0�,½Ψ0�Þðr,tÞ: (8)

The XC-potential involves memory, it depends on the
charge density history and the initial states Y0 and F0 of
the interacting and the Kohn-Sham system [156,157]. The
crucial step, which is limiting the range of applicability of
the respective approximate approach [163], is the approx-
imation applied to the time-dependent XC-potential.
Today, in most cases the adiabatic approximation is used
(together with an approximation to the ground-state XC
potential), i.e., the instantaneous electron density n (r, t) is
inserted into an approximate local (e.g., LDA or GGA)
XC-potential vapproxXC from ground state DFT:

vXC½n�ðr,tÞ � vapproxXC ½nð⋅,tÞ�ðrÞ: (9)

In the adiabatic approximation memory and initial state
dependence are neglected. A critical discussion of these
issues can be found in the article by Maitra [160] and the
references cited therein and the article by Provorse and
Isborn [163]. For the effect of different approximations to
the ground-state XC-potential, e.g., Refs. [144,164]. The
effect of the approximate XC-potential, e.g., on resonant
charge transfer requires careful consideration, and compar-
ison of time-dependent simulations of the many-body
system within TDDFT-MD with results obtained from a
many-particle NEGF-approach, as described in Sect. 7,
could provide additional insights to judge the accuracy.
The application of time-dependent current density func-
tional theory (TDCDFT) to stopping power and the effect
of non-locality is discussed by Nazarov et al. in Ref. [165].
Another approximation is required for the description of

the motion of the ions. The complete equations of motion
for the combined system of nuclei and electrons can be
written as a coupled system of equations, where the nuclei
are moving on the ground and excited state Born
Oppenheimer surfaces, depending on the electronic
excitation [88]. Tully’s surface hopping algorithm
[166,167] allows to simulate such time evolution stochas-
tically. However, as long as the trajectories of the nuclei do
not differ qualitatively but, instead, closely follow some
average trajectory, the motion of the nuclei can be
approximated by means of the much less expensive
Ehrenfest dynamics [84],

Mi
d2Ri

dt2
¼ – hrRi

V̂ ion�el R1, :::, Rnð Þi

–rRi
Vion�ionðR1, :::, RnÞ: (10)

The expectation value in above equation has to be
calculated with respect to the electronic wave function,
which follows, in principle, from the integration of the
time-dependent many-particle Schrödinger equation of the
electrons, or, in practical applications, the time-dependent
Kohn-Sham equations. Mi denotes the ion masses, Ri (t)
the ion positions, and Vion – ion and Vion – el the ion–ion and
ion–electron interaction potential energies.
Pseudopotentials [94] are in use in TDDFT-Ehrenfest

MD simulations [168]. This enormously reduces the
computational effort as compared to an all-electron
approach [169]. Galilei invariance is preserved if non-
local pseudopotentials are multiplied by an ion-velocity
dependent gauge factor [164]. In case the projectile has
some finite initial velocity, an initial boost has to be applied
to electronic states of the projectile [164,170] so that the
electrons have the same initial velocity as the nuclei. The
accuracy of TDDFT-MD simulations has been critically
evaluated recently by Yost et al. [151] for the case of the
electronic stopping power of a proton in Si. They report
deviations between the all-electron and the pseudopotential
approach and suggest a correction scheme. The differences
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arise at higher proton velocity (beyond 1 a.u.), and the
correction is larger at small impact parameter [151]. A
pseudoatommethod to account for core electron effects has
been applied to electronic stopping of, e.g., Li+ ions in
graphene for impact energies beyond 10 keV/u in Ref.
[149]. As the deviation from the all-electron case will
depend on the binding energy of the electronic states
assumed as frozen core states in the pseudopotential
construction, one should care about electron promotion
effects missing in the pseudopotential calculation [171]
when carrying through TDDFT-MD simulations including
high-energy head-on collisions.
TDDFT-Ehrenfest MD is implemented, e.g., in the

program octopus by Marques et al. [168,172,173]. In their
program, the Kohn-Sham wavefunctions are represented
on a real space grid and systems of different dimensionality
can be treated.
Applications of TDDFT-MD by many authors using

different codes can be found in the literature. Examples
have already been cited above, including electron stopping
of H in Al, e.g., Refs. [152,153,174], the interaction of Li+

with an Al cluster [145], the interaction of H/Al in Ref.
[123]. The H/He anomaly in the electronic stopping power
in Au at low kinetic energies [175] and the role of the Au d
electrons has been simulated by the authors of Ref. [154].
These applications refer either to electron stopping in bulk
materials or, in case of the ion-discharge processes at
surfaces, to resonant charge transfer, which is an inherently
single-electron effect— as opposed to AN, which is a two-
electron effect (for a discussion, see Sect. 5).
It has been pointed out in the literature before that the

energy transfer into electronic excitations can be simulated
only for a finite time in case of a finite system due to its
discrete energy spectrum [121,176]. Thus, e.g., in TDDFT-
MD simulations of a vibrating molecule interacting with a
metal surface [142,177] the size of the unit cell (the
number of atomic layers forming the metal slab or the
cluster size) limits the simulation time. Within a simplified
tight binding model for the case of a vibrationally excited
HCl molecule incident on an Al(111) slab this has been
exemplified by Grotemeyer [177]. A direct simulation of
open quantum systems, e.g., the article by D’Agosta and
Di Ventra [178] and the article by H. Appel in Ref. [157],
would be advantageous.
For Ar8+–Ar charge transfer collisions Nagano et al.

[164] observed that no Auger excited electrons occurred in
their TDLDA-simulations. Furthermore, as shown by
Ullrich for a model system in Ref. [179], when applying
the ALDA for the XC potential in TDDFT doubly excited
configurations are not accounted for. Based on the
calculation of an exact XC-potential, Kapoor [180] has
concluded that autoionization requires inclusion of mem-
ory effects in the XC-potential, which displays a rather
complicated structure. When calculating, e.g., the charge
transfer between He ions scattered at an Al-surface, the

two-particle character of the Auger transitions leading to
the charge transfer between projectile and surface has to be
accounted for, and other techniques are therefore used in
case of Auger transitions [181,182].
To summarize, DFT and TDDFT simulation methods

have undergone a very strong development since the
formulation of the underlying theorems. We have dis-
cussed a number of practical applications and important
approximations. However, we are not aware of direct
applications to plasma-surface interaction yet. Of course,
there have been many simulations of particular processes
such as ion stopping, ion neutralization or neutral
adsorption, but the influence of a nonequilibrium plasma
environment is still an open question. DFT and TDDFT
will, without doubt, play a key role in plasma-surface
simulations. Their strength will be mostly in testing
individual processes, rather than simulating the full
dynamics. This knowledge can then be used in other
simulations such as those using quantum kinetic equations,
cf. Sects. 5 and 7, e.g., as input for models describing the
dynamics of electrons in ions, atoms or molecules (such as
the Newns-Anderson model used in Sect. 5), as well as for
models of solids, such as lattice models used in Sects. 7
and 9.2.

7 NEGF-based ab initio simulations

We now return to the statistical approach to quantum
many-body systems. We have already seen in Sect. 5 that a
quantum generalization of kinetic theory allows for an
efficient description of plasma-surface interaction pro-
cesses such as SEE. The analysis of that section, however,
used a simplified treatment of the solid, assuming spatial
homogeneity and effective mass models and did not
resolve the electronic dynamics in the material. Here we
present a generalized quantum kinetic approach where
these effects in the solid can be included straightforwardly.
This will be demonstrated on the example of ion stopping
focusing on recent simulation results of Balzer et al.
[15,183]. At the same time, the NEGF approach is
computationally extremely expensive and presently does
not allow for a full quantum-mechanical treatment of the
electron dynamics inside the projectile as well. So here an
Ehrenfest-type dynamics will be employed, as was
discussed already in Sect. 6.2. This means that the present
model is— in terms of effects included and neglected—
complementary to both, the quantum Boltzmann approach
presented in Sect. 5 and to the DFT concept of Sect. 6.

7.1 Definitions and basic concept of NEGF

The method of nonequilibrium (real-time) Green functions
is a successful approach to quantum many-body systems
out of equilibrium, cf. Refs. [184,185]. The method is a
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straightforward generalization of classical kinetic theory
(e.g., Boltzmann equation) and of the quantum Boltzmann
equation approach overcoming the limitations of the latter.
These limitations include the restriction to times larger
than the correlation time and fundamental problems such
as incorrect conservation laws (e.g., conservation of kinetic
energy instead of total energy) and relaxation toward an
equilibrium state of an ideal gas (Fermi, Bose or Maxwell
distribution) instead of the one of an interacting system, for
a detailed discussion, see Refs. [56,186–188]. Generalized
quantum kinetic equations that are based on NEGF (or,
alternatively, on density operator theory [56,189]) over-
come these problems.
The NEGF approach has been successfully applied to an

impressively diverse array of systems, including nuclear
matter, by Danielewicz, Köhler and others, e.g., Refs.
[190,191], to optically excited semiconductors and quan-
tum dots by Bonitz et al. and others, e.g., Refs. [187,192–
196], to dense laser plasmas by Kremp and Bonitz et al.,
e.g., Refs. [197,198], to few electron atoms, Refs. [199–
201], and correlated fermions in lattice systems, Refs.
[202,203] and many other problems. In the present context
of plasma-surface interaction we expect that the NEGF
approach will allow one to study non-adiabatic effects, in
particular, relaxation processes in the surface that are
initiated by the impact of plasma particles.
The NEGF-method is formulated in second quantization

(for textbook or review discussions, see Refs.
[37,185,199]), in terms of annihilation (creation) operators

ci�ðcyi�Þ for electrons in a single-particle orbital jiiwith spin
projection s. Below we will consider a spatially
inhomogeneous lattice configuration where i labels the
spatial coordinates of individual lattice points. The creation
and annihilation operators are time-dependent via the
Heisenberg representation of quantum mechanics. The
central quantity that determines all time-dependent obser-
vables is the one-particle NEGF (we use ` = 1),

Gij�ðt, t#Þ ¼ – ihTCci�ðtÞcyj�ðt#Þi , (11)

where the expectation value is computed with the
equilibrium density operator of the system. For complete-
ness we mention that times are running along the Keldysh
contour C, and TC denotes ordering of operators on C (this
is merely a formal trick for the theory development, all
practical calculations are done for real-time quantities, for
details see Ref. [36]). For example, the time-dependent
electron density on site i follows from G via nis (t) = ‒
iGiis(t, t

+), where t+ ≡ t + e, with e> 0 and e ! 0. If the
site indices are taken different, i ≠ j, the Green function
describes time-dependent transitions of electrons between
two lattice sites. In similar manner one computes the
density matrix, currents, mean energies, optical absorption
or electrical conductivity from G.
The NEGF obeys the two-time Keldysh-Kadanoff-

Baym equations (KBE) [185],

X
k

½i∂tδik – hik�ðtÞ� Gkj�ðt, t#Þ ¼ δCðt – t#Þδij

þ
X

k !C
ds Σik�ðt, sÞGkj�ðs, t#Þ , (12)

where h contains kinetic, potential and mean field energy
contributions whereas correlation effects are included in
the self-energy S (here we do not consider spin changes
and we omit the second equation which is the adjoint of
Eq. (12)).
Without the right hand side, Eq. (12) would be

equivalent to a Vlasov equation or its quantum general-
ization (time-dependent Hartree-Fock, TDHF). The r.h.s.
contains correlation effects that are responsible for
relaxation, dissipation and include scattering of electrons
with electrons, ions or lattice vibrations (phonons). Notice
the time integral on the r.h.s. which incorporates memory
effects that are important to correctly treat correlations. The
standard Boltzmann equation (Sect. 5) is recovered by
evaluating this time integral approximately via a retarda-
tion expansion [56,204] or by a saddle point method as
done in Sect. 5. In this Section we will not consider this
long-time limit but concentrate on the fast ion stopping
dynamics in a solid.
The NEGF formalism is formally exact if the self-energy

would be known exactly. The approach is internally
consistent, obeys conservation laws and is applicable to
arbitrary length and time scales. Its accuracy is determined
by the proper choice for a single function— the self-
energy. For an overview on the treatment of weak and
strong correlations in solids and optical lattices, see Ref.
[37]. In the following we consider, as an example of
relevance to plasma-surface interaction, the NEGF
approach to the energy loss of energetic ions in a solid.

7.2 NEGF approach to ion stopping in nanomaterials

The energy loss of energetic ions in a solid (stopping
power) is an old problem that has been studied in great
detail. There exist extensive references and successful code
packages such as SRIM [205]. However, standard methods
assume linear response, i.e., the material is weakly
perturbed by the projectile and the response is computed
in perturbation theory. While this may be correct when
considering an extended area of the surface where the
effect of the projectile is small, on average, locally the
excitation may be strong. In the following we, therefore,
attempt to perform a space and time resolved analysis of
the projectile-solid interaction including electronic correla-
tion effects in the solid. This will be particularly important
for strongly correlated materials.
We consider a surface with strong electronic correlations

that is modeled by a Hubbard Hamiltonian Eq. (13) with
hopping amplitude J (hi,ji denotes nearest neighbors) and
onsite interaction strength U.
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The strength of correlations is measured by the ratio U/J
and is typically in the range from 0 to 10. The second line
of Eq. (13) contains the coupling of the lattice electrons

located at coordinate R
↕ ↓

i with a positively charged
projectile of charge ZP that is treated classically (Ehrenfest
dynamics) by solving Newton’s equation for the trajectory
rp(t) under the influence of all Coulomb forces with the
lattice electrons. The final term allows to improve the
model by accounting for modification of the hopping
rates due to the projectile according to Wij(t) = g[Wii(t)+
Wjj(t)]/2, where Wii is the magnitude of the Coulomb
potential of the projectile at lattice site “i” and g is a
phenomenological parameter of the order unity [15].
The KBE Eq. (12) with the Hamiltonian Eq. (13) have

been solved numerically for a two-dimensional hexagonal
lattice as is known, e.g., for graphene (Fig. 12(a)) of finite
size (the number of lattice sites L varies from 24 to 384) for
a broad range of projectile velocities [15], see Fig. 11. For
the correlation self-energy S several approximations were
used: No self-energy (this corresponds to the mean field or
Hartree approximation), second Born (second order in the
electron-electron interaction), the third order and the
T-matrix (strong coupling) approximation. The results
demonstrate good agreement with available data from
SRIM [205] and TDDFT [149] simulations for high and
intermediate impact energies, down to 10 keV which
confirms the choice of the self-energy. The strength of the
NEGF approach is that it also provides data for lower
energy, as are typical for LTP. Moreover, the simulations
are not restricted to spatially uniform systems but are also
directly applicable to finite systems such as graphene
nanoclusters, nanostructured surfaces. A particular inter-
esting example are small graphene “nanoribbons” that
have a size-dependent band gap, e.g., [4,5], giving rise to
promising electronic and optical properties. For an over-
view on plasma synthesis of nanomaterials, see Refs. [2,3].
In these systems, finite size effects play an important role
which is in particular true for the stopping power, as was
demonstrated in Fig. 11(a). Finally, the NEGF approach
also applies to strongly correlated materials the potential of
which for plasma applications has not been explored yet.
So far we have not clarified what is the energy loss

mechanism for the projectile— except for the fact that the
projectile produces, within the above model, purely
electronic excitations (lattice vibrations can be included
straightforwardly, but this will not be of interest here,
assuming that only times shorter than about 100 fs are
considered). In the following we use our time-dependent

and space resolved simulations to investigate the electronic
correlation effects that are excited by the projectile in a
graphene-type nanostructure more in detail. Of particular
interest is the local excitation of double occupancies
(“doublons”), diðtÞ=hn̂i"ðtÞn̂i#ðtÞi. These are pairs of
electrons (with opposite spin projection) that occupy the
same lattice site “i” and can be considered bound states,
despite their repulsive Coulomb interaction. If the initial
state of the lattice is “half filled”, i.e., there are as many
electrons as lattice sites, this system will behave as an
insulator, because any additional electron will have to sit
on an already occupied site. This, however, costs an energy
U, cf. the Hamiltonian Eq. (13). An analysis of the energy
spectrum reveals that this electron occupies an excited
energy band (U above the lower band). If an external
electric field would be applied, this electron would be
mobile, once it has overcome this energy gap. If the system
is now hit by an energetic ion, part of this energy could be
transformed into excitation of electrons to the upper
Hubbard band, i.e., to the formation of doublons and of a
conducting state.

Fig. 11 Energy loss of doubly charged helium ions in a graphene
sheet [15]. (a) Simulation results for U/J = 1.6, J = 3.15 eVand γ =
0.55 and for different cluster size L are compared with SRIM and
TDDFT simulations of Ojanperä et al. [149] for an infinite system.
The NEGF data (lines: Hartree approximation, red symbols:
Second Born self-energy) show good agreement and, in addition,
extend to lower projectile energies. (b) A honeycomb cluster with
L = 54 sites, U/J = 4, J = 2.8 eV, g = 0, is studied with different
self-energy approximations: Second Born, third-order and
T-matrix approximation showing a clear impact of correlations
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This hypothesis is tested on an example in Fig. 12 where
a projectile penetrates a honeycomb cluster in the center.
As a result, in the cluster the electrons are forced towards
the center, which is seen by a density increase on the
nearest site (B) and a corresponding decrease at the next
nearest site (A). Quickly after the projectile has passed
through the densities return to their initial values. At the
same time, the double occupation (a correlation effect) of
the site A, dA, is increased as well, which is due to a
transition of the whole electronic system to a higher energy
eigenstate. Most importantly, this excitation is stored in the
system even after the projectile has left, it only
redistributes equally among the sites A and B (cf. the
average that is shown by the green curve). The largest
effect is observed for energies of 120 eV, in the case of
protons (480 eV, for alpha particles) [183]. This way part

of the energy of the projectile from the plasma is stored in
non-trivial electronic excitations of the solid which might
find interesting applications in the future.
We note that these simulations are very CPU time

consuming. This allows to do simulations only for selected
impact parameters (no averaging over trajectories), as in
TDDFT simulations [149]. Also, long time scales (that
describe, e.g., the coupling of electronic and photonic
degrees of freedom) are not easily accessible. Also, a full
quantum treatment of projectiles with internal degrees of
freedom (atoms, larger ions, molecules) will require further
developments. In this respect, these NEGF simulations are
complementary to the quantum kinetic models of Sect. 5 or
TDDFT simulations, cf. Sect. 6.2.

7.3 AI-NEGF

The NEGF simulations of ion stopping were, so far,
restricted to lattice model systems, in order to system-
atically explore the role of electronic correlations and to
investigate finite size effects in nanostructures. In order to
extend this approach to a broad range of realistic materials
one can couple NEGF simulations to a Kohn-Sham basis
that is precomputed by a ground state DFT simulation, as
was discussed in Sect. 6. In fact, such an approach was
developed a few years ago by Marini and co-workers
within their Yambo code [38] and provides a suitable basis
for future improvements of the NEGF simulations towards
realistic material properties. The public equilibrium part of
the program is well suited to compute the dielectric
function, optical properties of materials and was success-
fully tested in Kiel for graphene [207]. In the following we
plan to extend the nonequilibrium part by including
stopping simulations as explained in Sect. 7.2.

8 Synergies of the surface simulation
approaches

Let us now discuss what kind of synergies exist between
the various surface simulation methods that were listed in
the central box of Fig. 7 and were discussed in Sects. 4–7.
These methods are very different in terms of accessible
length and time scales and the nature of physical
approximations, therefore, an efficient and reliable combi-
nation into a single single computer code (multi-scale
approach) does not seem realistic, at the moment. Never-
theless, it is very interesting to explore what synergies
these concepts may possess and how they may be
combined for a better understanding of selected relevant
surface simulation processes. Of particular interest are, of
course, such processes that can be treated with more than
one method which offers the potential of cross checks,
benchmarks and improvements of approximations. In
Table 1 we list such processes and discuss the potential
of the surface simulation approaches.

Fig. 12 Time-dependent response of a strongly correlated finite
honeycomb cluster (L = 12 sites, U/J = 10) to a charged projectile
penetrating through the center (point C in (a)). (a) Site averaged

double occupation, davðtÞ=
1

L

X
i
di tð Þ, for charge Z = 1 (dashed

lines), and Z = 2 (full lines). (b) The densities on sites A (full line)
and B (dashes) closest to the projectile, for the case Z = 2, after Ref.
[206]
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The table shows that there exist a large range of
applications of these methods to quite diverse topics. For
method development and improvement the best candidates
are topics where several methods have been applied in the
past and where, therefore, cross checks are possible.

9 Towards integrated plasma-surface
modeling

After reviewing the various simulation methods for surface
processes we now discuss possible ways how to integrate
them into a simulation of the plasma-solid interface. In the
first two parts of this section we consider a quantum kinetic
theory approach to charge transfer processes across the
interface. First, in Sect. 9.1 we consider the description of
the quasi stationary electric double layer that was
introduced in Sect. 3.1 and Fig. 6 and derive matching
conditions between plasma and surface. After this, in Sect.
9.2 we outline a time-dependent approach to electron
transfer between plasma ions and a solid, including
electronic correlation effects. Finally, at the end of this
section we briefly return to the coupling of plasma and
surface simulations, in Sect. 9.3, and to the issue of how to
keep track of surface morphology changes, cf. Sect. 9.4.

9.1 Integrated modeling of the electric double layer

In the previous sections we discussed the interaction of a
plasma with a solid surface in terms of elementary surface
collision processes. Similar to collisions in the bulk of the
discharge they are characterized by collision probabilities
(viz: sticking, reflection, and SEE coefficients) which have
to be determined either by independent measurements or
by separate quantum-mechanical calculations. In contrast
to bulk processes, however, where the surrounding plasma
does not affect the collision partners, in a surface collision
the plasma affects the target. The parameters used to
characterize a surface collision depend thus on the plasma.
Taking the plasma-induced modifications of the surface
into account requires a self-consistent modeling of the
mutual influence between the plasma and the solid. Such
an integral modeling approach is of course very demanding
involving, in general, processes and species acting on
different scales. In this section we will thus exemplify the
approach only for an idealistic situation, where the only
physical consequence of the plasma-surface interaction is
an electric response leading to the build-up of an electric
double layer at the plasma-solid interface, as discussed in
Sect. 3.1, cf. Fig. 6. First steps towards a self-consistent
description of this double layer, for a floating dielectric

Table 1 Selection of important plasma-surface processes, main surface science methods (as listed in Fig. 7) as well as their quality and limitations a)

Process Methods Pros Cons

Ion stopping MD Large system El. adiabatic, unknown accuracy of empirical forces

DFT Accounts for electronic structure El. adiabatic, small system, limited accuracy of approx. XC

Kinetic energy limits due to pseudopotentials

TDDFT Electronically non-adiabatic Unknown accuracy of approx. XC

Only electronic stopping from selected trajectories

NEGF Electronic correlations Finite system, Hubbard-type model

Ref. [15], Sect. 7.2 Classical ion (Ehrenfest dynamics)

AI-NEGF Accounts for electronic structure, Small systems, approximate electronic correlations

possible with Yambo, Sect. 7.3 [38] Not yet tested for plasma-surface applications

Ion neutralization QBE Correlations in projectile, Ref. [208] Model surface

TDDFT Accounts for electronic structure Unknown/limited accuracy of adiabatic approx. to XC

Electron sticking/absorption QBE Ref. [19] Model surface

SEE QBE Correlations in projectile, Sect. 5 Model surface

Atom sticking MD Refs. [53,57], Sect. 4.2 Classical, no electronic effects

QBE Ref. [209] Model systems

Cluster/layer growth MD Refs. [43,51], Sect. 4.1 Classical, no electronic effects

KMC Refs. [31,210] Phenomenological

Surface reactions DFT Accounts for electronic structure [211] El. adiabatic, limited accuracy of approx. XC

TDDFT Electronically non-adiabatic Small system, few selected trajectories

Unknown/limited accuracy of adiabatic approx. to XC

Sputtering MD Large system, Ref. [13] El. adiabatic, unknown accuracy of empirical forces

a) For applications discussed in this paper, the corresponding section number is given; “XC” denotes exchange correlation functional; “El. adiabatic”: Electronically
adiabatic
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surface, have been made by Bronold and Fehske [212]. In
this subsection we summarize and comment on their work.
The formation of an electron-depleted region on the

plasma side of the interface and an electron-rich region
inside or on top of the solid, depending on its electronic
structure, is the most fundamental manifestation of the
interaction of a solid surface with an ionized gas. It arises
because electrons in the plasma outrun heavy species
leading to a more efficient electron deposition due to
electron absorption than electron extraction by neutraliza-
tion/de-excitation of ions/radicals. That the electric
response of the plasma-solid interface leads to an electric
double layer, having a negative part inside the solid and a
positive part inside the plasma, is known since the
beginnings of gaseous electronics [213]. Ever since,
however, the focus of interest has been on the plasma-
based electron-depleted part of the double layer— the
plasma sheath— how it merges with the quasi-neutral bulk
plasma [214–218] and how it is affected by the emissive
properties of the surface [219–224]. The negative part of
the double layer found essentially no attention. Yet it is an
integral part of the electric response of the solid to the
plasma.
Usually, the theoretical descriptions of the electric

response of the plasma-solid interface assume that the
processes inside the solid occur on time scales too fast and
length scales too small to affect the plasma [225]. Based on
such a view, it is thus sufficient to replace the plasma-
facing solid by an object with a geometrical boundary and
probabilities for electron sticking/reflection, ion neutrali-
zation, and SEE [58]. Within such an approach [226–228]
it is of course impossible to investigate the plasma-induced
modifications of the electronic structure of the solid, which
in turn however may strongly affect the probabilities for
charge transfer. We consider this to be a particularly severe
drawback for the modeling of micro discharges on
semiconducting substrates [229,230]. Due to the continu-
ing miniaturization of these structures [231] the electron
transit times through the plasma sheath may become
comparable to the electron relaxation time inside the solid.
Between subsequent electron encounters the electrons
inside the solid can thus no longer equilibrate. It is hence
no longer viable to describe charge transfer across the
plasma-solid interface by a number of fixed surface
parameters in such situations. Instead charge-transfer has
to be considered as the linking part of a self-consistent
modeling of the charge dynamics on both sides of the
interface. As illustrated in Fig. 13, the self-consistent
integral modeling of the electric response of the plasma-
solid interface tracks electrons (e– ) and ions (i+ ) generated
by impact ionization inside the plasma to the inside of the
solid, where they recombine— after energy-and momen-
tum-relaxation— either radiatively by band-to-band tran-
sitions or non-radiatively via trap states as conduction band
electrons ðe –* Þ and valence band holes (h+). The plasma
source is thus linked to the plasma sink inside the solid. We

expect an understanding of this link to be central for the
progress of future efforts combining gaseous and semi-
conductor electronics [232,233].
To get an idea about how to organize the self-consistent

integral modeling of the electric response of the plasma-
solid interface, let us consider a dielectric solid facing a
plasma [212]. The modeling then is based on two sets of
spatially separated Boltzmann equations, one for the
electrons and ions inside the plasma and one for the
conduction band electrons and valence band holes inside
the solid (using an electron-hole picture inside the solid
simplifies the calculations). Defining a species index s = e,
i, *,h to denote electrons, ions, conduction band electrons,
and valence band holes, the Boltzmann equations for the

quasi-stationary distribution functions F
>
<
s ðz, E, K

↕ ↓Þ for
left and right moving particles can be generally written as
(measuring length in Bohr radii and energy in Rydbergs)
[212]
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, (15)

the velocity of the particles normal to the (planar) interface

at z = 0. Here, z, E, and K
↕ ↓

denote the distance from the
interface, the total energy, and the lateral momentum of the
particles. The functions Us(z) are shown in Fig. 14
(together with other quantities relevant for the description
of the electric double layer). They define the regions in z-E
space where the respective species move freely [212]. The
alignment of the electronic energies of the solid with the
ones of the plasma is controlled by the electron affinity c

and the energy gap Eg. The functions g
>
<
s and Φ

>
<
s denoting,

respectively, the rates for out-scattering and the in-
scattering collision integrals depend on the scattering
process.
The Boltzmann equations themselves are not sufficient.

They have to be augmented by matching and boundary
conditions for the distribution functions, the former
applying to z = 0 and the latter to the asymptotic regions
of the interface. For a dielectric plasma-solid interface
without interface/surface states the matching conditions for
the electron distribution functions become (E>0)

F>,<
e,* ð0,E,K↕ ↓Þ ¼ RðE,K↕ ↓ÞF<,>

e,* ð0,E,K↕ ↓Þ

þ½1 –RðE,K↕ ↓Þ�F>,<
*,e ð0,E,K↕ ↓Þ, (16)

while the hole and ion distribution functions are connected
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by ðE > Eg þ χÞ

F<
h ð0, E, K

↕ ↓Þ ¼ F>
h ð0, E, K

↕ ↓Þ þ αS<h ðE, K
↕ ↓Þ ,

F>
i ð0, E, K

↕ ↓Þ ¼ ð1 – αÞF<
i ð0, E, K

↕ ↓Þ: (17)

The function RðE, K
↕ ↓Þ is the quantum-mechanical

reflection coefficient for electrons due to the surface
potential which can be, for instance, modelled by a three-
dimensional potential step with a mismatch in the electron
mass arising from the difference between the effective
electron mass m*

e inside the solid and the electron mass me

in the plasma, α is the neutralization probability for an ion

at the interface, and S<h ðE, K
↕ ↓Þ is a function specifying the

accompanying hole injection into the valence band of the
dielectric. An illustration of the matching conditions,
coupling the distribution functions of the conduction band
electrons ðe –* Þ and valence band holes (h+) in the solid
with the distribution functions of the electrons (e–) and ions
(i+) in the plasma, is included in Fig. 13. The particular

form of S<h ðE, K
↕ ↓Þ, into which F<

i enters [212], depends on
the neutralization process. In case the neutralization
induces also SEE, the matching condition for the electron
distribution functions has to be augmented by a function

S>e ðE, K
↕ ↓Þ. With the Poisson equation for the electric

potential energy Uc(z) (again given in atomic units),

d

dz
ε zð Þ d

dz
Uc zð Þ ¼ 8π½�w zð Þ� – zð Þ – �p zð Þ� zð Þ�, (18)

where rw(z) = n*(z) ‒ nh(z) ‒ nD+ nA>0 and rp(z) = ni(z) ‒
ne(z)>0 are, respectively, the charge densities inside the
surface (assumed to contain donors and acceptors with
concentrations nD and nA) and the plasma, to be obtained
from the distribution functions by integration,

ns zð Þ ¼ ! dEd2K

ð2πÞ3
F>
s ðz, E, K

!Þ þ F<
s ðz, E, K

!Þ
vsðz, E, K

!Þ
, (19)

and the matching conditions forUc(z) at z = 0, Eqs. (14–17)
form a closed set of equations for the distribution functions
and the electric potential energy provided they are
augmented by boundary conditions far away from the
interface, at z = zb< 0 and z = zw>0 (see Fig. 14).
Essential for the self-consistent description of the

electric response is the implementation of the boundary
conditions far away from the interface. It depends on how
the interface, and hence the electric double layer, is
electrically connected to the outside. For an electrically
floating interface the double layer is embedded between
two quasi-neutral, field-free regions. The distribution
functions in these regions are of course unknown. They
are themselves the result of the electric response and can
thus not be used as boundary conditions for the Boltzmann
equations. A possibility to overcome this complication is
to enforce two inflection points in the profile of Uc(z)

Fig. 13 (Color online) Illustration of the electric response of a floating dielectric plasma-solid interface. On the right is shown the
traditional modeling treating the solid as a black box, characterized by surface parameters such as the electron sticking coefficient and the
ion wall recombination probability. The left depicts the processes actually taking place inside the solid when plasma is destroyed.
Electrons (e–) and ions (i+), generated by impact ionization in the plasma, hit the dielectric solid, thereby injecting conduction band
electrons ðe –* Þ and valence band holes (h+), which after relaxation may either recombine non-radiatively or radiatively. As a result,
electron depletion occurs in front of the surface leading to a positive space charge which in turn is balanced by a negative space charge
inside the solid (electric double layer). The self-consistent kinetic modeling [212] treats impact ionization in the plasma and recombination
in the solid on an equal footing by tracing the ambipolar charge transport across the interface, allowing for quantum-mechanical reflection/
transmission and charge transport/relaxation on both sides of the interface
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mimicking the quasi-neutral, field-free surroundings of the
double layer, see Fig. 14. The price to be paid comes in the
form of eight parameters: Four boundary densities (nb*,
nbh, nse, and nsi), for each of the charged species
considered, and four spatial coordinates (zb, z1, zp, and
zw), two of them denote the positions of the inflection
points (z1, zp), one the position of the particle reservoir in
the solid (zb), and one the position of the source (zw) in the
plasma. The adjustment of the distribution functions to the
interface can then be emulated without simulating the bulk
of the solid and the plasma.
The framework outlined indicates what is needed for an

integral modeling of the electric response. Besides
specifying collision processes on both sides of the
interface, matching and boundary conditions for the
distribution functions have to be worked out— based on,
respectively, the emissive properties of the plasma-solid
interface and its asymptotic on both sides. To gain first
insights into the self-consistent electric response of a
plasma-solid interface Bronold and Fehske [212] applied
the equations listed above to a collisionless, perfectly
absorbing interface. By ignoring the collision integrals, the

lateral momentum K
↕ ↓

could be eliminated from all
equations, including the matching conditions. In addition,
the solutions of the Boltzmann equations turned out to be
no longer explicit functions of z but only functions of E and
Uc(z). The first integral of the Poisson equation could thus
be obtained analytically, greatly simplifying the further
numerical treatment. The self-consistent embedding finally
led to four nonlinear algebraic equations for the potential
energies Uc(zb), Uc(z1), Uc(zp), and Uc(zw) which could be

solved numerically with moderate effort. Results for the
perfectly absorbing, collisionless interface— for para-
meters applicable to intrinsic TiO2 in contact with a
hydrogen plasma— are shown in Fig. 15.
In a collisionless theory recombination and generation of

electron-hole pairs inside the solid are excluded. Nothing
balances thus— strictly speaking— the permanent influx
of electrons and ions onto the interface. For a quasi-
stationary regime to develop it is necessary to introduce by
hand a recombination condition. The condition employed
in Ref. [212] utilized the fact that intraband energy and
momentum relaxation is much faster than interband
recombination. The electron and hole densities inside the
solid can thus be split into thermalized/trapped [nt�;hðzÞ]
and free parts [nj�;hðzÞ], with only the former acting as a
source in the Poisson equation, and the latter assumed to
cancel once integrated over a spatial strip extending from
the inflection point z1< 0 inside the solid to the interface at
z = 0,

!
0

z1
dz�jwðzÞ ¼ !

0

z1
dz ½ nj*ðzÞ – njhðzÞ� ¼ 0: (20)

With this postulate the collisionless theory provided in
total eight equations for the eight parameters mentioned
above. A self-consistent description of the electric
response, indicated by a self-consistent embedding of the
electric double layer between two quasi-neutral, field-free
regions, could thus be realized without taking collisions
into account.
The absence of collisions can be at most justified on the

plasma side, where electrons are strongly depleted and

Fig. 14 Notation used for the description of an electric double layer at a floating dielectric plasma-solid interface with negative space
charge inside the solid and positive space charge in front of it. Shown are the edges of the conduction (U*) and valence (Uvb) bands, the
edge for the motion of valence band holes (Uh), the potential energies for electrons (Ue) and ions (Ui) on the plasma side, and the energetic
range, specified by the ion’s ionization energy I and its broadening G, in which hole injection occurs due to the neutralization of ions at the
interface. Source, reservoir, and quasi-neutral regions are indicated as they will arise in the course of the calculation (adopted from Ref.
[212])
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hence nearly collisionless, and ions are only subject to ion-
neutral collisions which however have to be considered
only in particular situations [234–236] or when a very
precise description of the plasma sheath is required [237].
Hence, on the plasma side ignoring or including collisions
is essentially a question of how accurate one wants to
describe the plasma sheath. On the solid side of the
interface, however, neglecting collisions makes the theory
conceptually incomplete. Without recombination, either
radioactively or non-radioactively, both involving colli-
sions between conduction band electrons and valence band
holes, with the latter mediated by trap states (see Fig. 13),
no quasi-stationarity can be achieved because nothing
balances the injection of conduction band electrons and
valence band holes from the plasma. The carrier
concentration inside the solid would just grow indefinitely.
Future work has thus to include collisions, at least on the
solid side of the interface. The ad-hoc condition Eq. (20)
could then be replaced by a consistent truncation of the
perturbation theory treatment of charge relaxation and

recombination. Work in this direction is in progress.
In this subsection we discussed a general framework

extending the kinetic modeling of the charge dynamics of
the plasma to the inside of the solid. Within such an
approach the electric modification of the plasma-solid
interface— the buildup of the electric double layer— can
be described self-consistently, treating the plasma-based
positive and the solid-based negative part of the double
layer on an equal footing. In particular for hybrid
electronics, using arrays of micro discharges integrated
on semiconducting substrates, it may be necessary to adopt
this type of integral modeling. In discharges used for
materials processing, chemical and structural responses of
the interface, involving the formation of adsorption layers
and/or the sputtering of the outer layers of the interface, are
of course intimately coupled to the electric response. To
include them into the framework we just described is in
principle possible. Staying at the level of Boltzmann
equations is rather advantageous at this point. For each
species of interest one has to add a Boltzmann equation
with appropriate collision terms and matching/boundary
conditions. Ways to treat rough and disordered interfaces
are also conceivable. The numerical effort however will be
rather high. An integral modeling, taking the electric,
chemical, and structural response of the plasma-solid
interface self consistently into account will be possible
using high performance computing.
The limitations of the present approach are mostly due to

the simplified treatment of the solid. The related processes
in the surface material require ab initio modeling. In the
next section such an approach that is based on NEGF will
be outlined. At the same time, the treatment of the plasma
particles will be substantially simplified compared to the
present treatment. So both methods have complementary
features.

9.2 Integrated modeling of ion-surface interaction

In the previous subsection the traditional plasma physics
approach that assumes that the processes inside the solid
occur on too short (small) time (length) scales to affect the
plasma [225]. However, if the plasma impact is spatially
localized and due to rare events (such as the impact of a
projectiles) substantial deviations from such an approach
have to be expected. It is, therefore, of interest to consider a
space and time resolved description which, in principle
allows to verify the above hypothesis or, on the opposite, to
capture processes that are missed by it. While the former
approach can be understood as based on space and time
averaging over the scales of the solid—which is
essentially a mean field description, the latter concept
takes into account correlation effects and fluctuations
around mean values, e.g., [238].
Here, we develop a quantum kinetic description of the

coupled electron-ion dynamics across the plasma interface

Fig. 15 Upper panel: Edges for the conduction and valence
bands (solid red and blue lines), the free hole motion (dashed blue
lines), and the potential energies for electrons and ions on the
plasma side (also indicated by solid red and blue lines) for an
intrinsic TiO2 surface in contact with an hydrogen plasma. Shaded
regions indicate respectively the reservoir and source which have
been set up to provide the correct physical boundary conditions for
the double layer. Lower panel: Density profiles rw(z) = [n*(z) ‒
nh(z)]q(‒z) and rp(z) = [ni(z) ‒ ne(z)]q(z). By definition they are
both positive outside the shaded regions, that is, in the regions
which are physically relevant. The interface is collisionless on both
sides and perfectly absorbing. Material and plasma parameters are

c = 4.8 eV, Eg = 3.3 eV, m*
e = me, mh = 0.8 me, ε = 6, I = 13.6 eV,

G = 2 eV, kBT* = kBTh = 0.2 eV, kBTe = 10 kBTi = 2 eV. Due to the
somewhat unrealistic temperatures of the charges on both sides of
the interface (required to stabilize the numerics) the Debye
screening length on the solid side lwD ¼ 2:2� 10 – 6 cm is
comparable to the Debye screening length on the plasma side lpD ¼
1:6� 10 – 6 cm. Due to the absence of collisions the numerical
values, however, should not be taken literally. A collisional theory
would produce different density and potential profiles
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generalizing the methods described in Sect. 7. We start
from the second-quantized many-body Hamiltonian for the
electrons in the interface and separate the system into a
plasma (p) and solid surface part (s) (we denote W = {p, s}
and do not write the spin index explicitly),

Hinterface ¼
X
αβ2Ω

X
ij

Hαβ
ij ðtÞcαyi cβj

þ1

2

X
αβgδ2Ω

X
ijkl

W αβgδ
ijkl cαyi cβyj c

g
k c

δ
l : (21)

Here, the operator cαyi (cαi ) creates (annihilates) an electron
in the state i of part a. The one-particle Hamiltonian H(t)
contains the electron’s kinetic and the time-dependent
potential energy, and W accounts for all possible electron-
electron Coulomb interactions within and between the two
parts.
Considering individual energetic plasma ions, which

penetrate into the solid and undergo scattering and
stopping in the surface layers, we describe the system

Eq. (21) by a one-particle NEGF Gαβ
ij ðt, t#Þ, as introduced

in Sect. 7.1, but here with an additional 2�2 matrix
structure (α, β ¼ fp,sg),

Gαβ
ij ðt, t#Þ ¼ – ihTCcαi ðtÞcβyj ðt#Þi, (22)

�αβij ðtÞ ¼ – iGβα
ji ðt, tþÞ , (23)

e.g., Refs. [36,200], and the time-diagonal elements
provide the density matrix Eq. (23), as discussed in
Sect. 7.1. The diagonal elements, �ppij ½�ssij �, refer to the
plasma part, describing the dynamics of free electrons and
electrons bound in the ion (to the solid part, describing
electrons in bound states of the solid surface). Moreover,
the density matrix component �psij is related to charge
transfer processes between plasma and solid and will be of
special interest in the following.
The equations of motion for the NEGF are the general-

ization of Eq. (12) to the interface,

i∂tG
αβ
ij ðt, t#Þ –

X
δ2Ω,k

Hαδ
ik ðtÞGδβ

kj ðt, t#Þ ¼ δαβij δCðt, t#Þ

þ
X
δ2Ω,k

!
C
dtΣαδ

ik ½W ,G�ðt,tÞGδβ
kj ðt , t#Þ, (24)

where the self-energy Sαβ(t, t') describes the interaction
between the electrons and with phonons. Even though a
complete solution of the KBE Eq. (24) for real materials
and with a full quantum treatment of the plasma electrons
is out of reach, these equations provide the rigorous
starting point for the development of consistent approx-
imations. In the following we show how it is possible to
include the electronic states of the ion via an embedding

self-energy approach [200], where resonant (neutralization
and ionization) processes can be studied. While this
embedding approach is based on a formal decoupling of
the surface and plasma parts of the KBE, it retains one-
electron charge transfer in the Hamiltonian H sp, cf.
Eq. (27), see below. A closed description of the solid can
be maintained if correlations in the plasma part and the
feedback of the solid on the plasma can be neglected, i.e.,
for Ssp = Spp = 0. This is usually well fulfilled, except for
atmospheric pressure plasmas where small correlation
corrections should be taken into account. Then, the KBE
(11) for the plasma part simplify toX

k

fi∂tδik –Hpp
ik ðtÞg gppkj ðt, t#Þ ¼ δijδCðt, t#Þ , (25)

where, with the solution gpp(t, t') we denote the NEGF of
the electrons inside the plasma ion, and the time
dependence of Hpp(t) accounts for possible parametric
changes of the energy levels (e.g., as function of the
distance of the ion from the surface).
The main result is a closed equation for Gss(t, t'):X

k

fi∂tδik –H ss
ik ðtÞgGss

kjðt, t#Þ ¼ δijδCðt, t#Þ

þ
X
k

!
C
dtfΣct

ikðt,tÞ þ Σss
ik ½Gss�ðt,tÞgGss

kjðt , t#Þ, (26)

with the charge transfer (or embedding) self-energy that
involves the charge transfer Hamiltonian

Σct
ij ðt,t#Þ ¼

X
kl

H sp
ik ðtÞgppkl ðt,t#ÞHps

lj ðt#Þ, (27)

H sp
ij ðtÞ ¼ !d3rφsi ð r↕ ↓ÞðT þ V Þφpj ð r

↕ ↓

;tÞ : (28)

Equation (26) shows how the many-body description of
an isolated (but correlated) solid is altered by the presence
of the electronic states of a plasma ion, with the latter
giving rise to an additional self-energy Sct(t, t'). While, for
Sct = 0, the KBE Eq. (26) conserves the particle number
(for a conserving approximation of the self-energy Sss,
such as Hartree-Fock, second order Born or GW), the
inclusion of the embedding self-energy explicitly allows
for time-dependent changes of the particle number in the
solid and thus accounts for ion charging and neutralization
effects. For the practical solution of Eq. (26), the charge
transfer Hamiltonian Hsp(t) has to be computed by
selecting the relevant electronic transitions between solid
and plasma and computing the matrix elements of the
kinetic and potential energy operators T and V, with the
electronic single-particle wave functions fs(fp) in the solid
(ion).
To test whether this approach can be applied to the

plasma-solid interface we use the same concept as for the
computation of the stopping power in Sect. 7.2. We use, as
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a model, a nanostructured solid represented by a chain of
20 lattice sites at half filling (i.e., containing 20 electrons).
The charge transfer self-energy Eq. (27) is parametrized
by a time-dependent Gaussian coupling term, γ(t) =

γ0e
– ðt – t0Þ2=ð2τ2Þ that models the approach and elastic

scattering of a projectile. In Fig. 16 we analyze how the
charge transfere changes upon variation of the amplitude
g0 and interaction duration t. Interestingly, the charge
transfer depends non-monotonically on the amplitude
(Fig. 16(a)) and, at large couplings, undergoes strong
oscillations. On the other hand, increasing the duration of
the interaction (Fig. 16(c)) enhances the charge transfer.
With this we have formulated the general NEGF

framework for integrated plasma-surface modeling. This
approach is largely complementary to the one developed in
Sect. 9.1: There the electronic double layer and charge
transfer processes along the interface were studied. Here
we focused on resonant electron transfer processes
attempting an accurate description of the solid. However,
the plasma particles were treated on a simplified level.
Ultimately, a combination of both approaches will be
needed.

9.3 Coupling plasma and surface simulations

Returning to the overview given in Fig. 7, the coupling
between surface and plasma simulations proceeds via the
fluxes of particles, momentum and energy. Fluxes of
neutrals, electrons and ions from the plasma, Jpa , have to be
provided by plasma simulations and serve as an input for
surface simulations. Vice versa, surface simulations,
ultimately have to provide the energy or momentum
resolved fluxes, Jsa, of atoms, electrons and ions that leave
the surface.
In the previous sections we have discussed examples of

particle fluxes that are produced by surface science
simulations. The first example are the fluxes of neutral
gas atoms that are scattered from a metal surface and which
are obtained from a combined MD-rate equations model as
discussed in Sect. 4.2. The result of these simulations is the
sticking probability in dependence of impact energy and
angle of incidence and lattice temperature, Rst (Ein, qin; Ts),
[57]. Furthermore, these simulations also yield the energy
distribution of the reflected atoms. These results can be
directly used in PIC-MCC simulations that trace the

Fig. 16 Example calculation illustrating the embedding scheme. An initially half-filled tight-binding chain (20 sites, nearest-neighbor

hopping J, inverse temperature bs = 100 J–1) is coupled via a time dependent parameter gðtÞ=g0e
– ðt – t0Þ2=ð2τ2Þ to an external energy level ei

= + J giving rise to the transfer of charge. The initial occupation of the energy level is given by nσ = 0.269 (corresponding to an inverse
temperature of bi = 1 J–1) and n� =1 – n�. Furthermore, Nσ(t) = Siniσ(t) denotes the total density on the chain
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dynamics of (fast) neutrals, in addition to electrons and
ions. Based on the sticking probabilities, a Monte Carlo
procedure can be used to determine if the particle is
reflected back into the plasma or if it is adsorbed on the
surface. In the former case, the energy distribution of the
reflected atoms provides valuable information on the
collision process.
The second example is SEE which is of key relevance,

as we discussed in Sect. 1, cf. Fig. 4. In this paper (Sect. 5)
we have presented quantum kinetic results for the energy
resolved SEE coefficient. The present approach is expected
to be more accurate and potentially more general than
previous models and thus may serve as a valuable input for
PIC-MCC simulations.

9.4 Taking into account plasma-induced surface
morphology changes

The surface simulations presented above used an idealized
solid in order to explain the basic concepts of the different
methods. Real solids, of course, may have a surface that is
far from ideal and include steps, atom chains, nanoparticles
or adsorbate layers, as was sketched in Fig. 6. Such surface
have been extensively studied in surface physics and
chemistry using DFT simulations. But here the limitations
of the system size as sketched in Fig. 8 are a critical factor
for such ab initio approaches. Alternatively, MD simula-
tions with reactive FF can be used and allow for much
larger simulations, provided the electronic structure does
not have to be updated.
These issues become even more important for the

plasma-solid interface when one attempts to cover the
surface modifications introduced by the impact of plasma
particles. In Sect. 4.1 simulations of metal cluster growth
on a polymer substrate were described. Using selective
process acceleration the MD simulations could be
extended to several minutes. The resulting plasma-induced
adsorbate layer strongly differs from the original “clean”
surface and can be used to re-compute the electronic
structure of bulk and surface states via DFT as indicated in
Fig. 7. Furthermore, as was discussed in Sect. 2, such a
modified (“dirty”) surface reacts very differently on the
plasma contact leading, in particular, to strongly enhanced
SEE. This could be investigated in detail, e.g., by means of
TDDFT (Sect. 6.2) using the pre-computed surface
morphology as the starting point. Alternatively, this
information can be used as input for quantum kinetic
simulations as described in Sect. 5 which requires to
modify the employed model of the solid. Moreover, the
MD simulation of neutral atom scattering, cf. Sect. 4.2 can
be repeated using the plasma-modified surface as an input.
This will directly impact the plasma properties via the
modified fluxes Jsa, as discussed in Sect. 9.3.

10 Conclusions and outlook

In this paper we considered the interaction of LTP with a
solid surface, discussed the broad variety of physical and
chemical processes (Fig. 6) and argued that the mutual
interaction between both sides requires to develop closely
coupled plasma-surface simulations. We presented an
overview on a research project that is under way at Kiel
University, in collaboration with scientists from Greifs-
wald that aims, among others, at developing such
simulations. Such an approach has the potential for
major advances of this field because most of the currently
used models are phenomenological using surface coeffi-
cients that are poorly known, both experimentally and
theoretically. Moreover, these parameters— even if they
exist—may carry an (unknown) dependence on the
surface conditions or the plasma parameters. We discussed
the simulation approaches that are required to treat the
plasma and the solid side of the interface and then listed the
methods that are suitable to simulate particle, energy and
momentum fluxes across the interface, cf. Fig. 7. We
highlighted four groups of methods: Semiclassical
approaches such as MD and KMC, quantum Boltzmann
equation-based models and ab initio approaches that are
either based on DFT or on NEGF.
In Sect. 4 we discussed two examples of semiclassical

MD that use accurate FF to simulate surface processes
involving neutral plasma particles. The main challenge
here is to extend these simulations that typically use a time
step on the order of one femtosecond to experimentally
relevant times of minutes [50]. This can be achieved via
selective process acceleration—which was demonstrated
for the metal cluster growth on a polymer surface. Here
synchronized acceleration of metal atom diffusion and
deposition allows to extend the simulations by more than
nine orders of magnitude up to several minutes [43]. The
second approach that was discussed was dynamical
freezout of collective modes (DFCM) [50,53]. Here MD
simulations were used to reduce the dynamics of atom
desorption on a metal surface to a small set of collective
modes that obey coupled rate equations. These rate
equations completely describe the sticking behavior at
time scales larger than a few tens of picoseconds. There are
various ways how to extend the present idea. If the surface
is inhomogeneous, a straightforward generalization would
be to include the space dependence into the densities and
the rates. Then, the rate equations turn into hydrodynamic
equations. Furthermore, the effect of a plasma environ-
ment, such as characteristic particle fluxes or an adsorbate-
covered surface, are straightforwardly included into our
scheme, as discussed in Ref. [53].
However, semiclassical MD has a limited sphere of

applicability. In particular for the description of electrons
and ions crossing the interface, semiclassical MD fails, and

Michael Bonitz et al. Integrated modeling of the plasma-solid interface 229



quantum approaches are necessary. This concerns the
neutralization of low-energy ions, e.g., [75] and their
stopping in the solid, as well as the electron dynamics
across the interface, e.g., [18]. Here nonequilibrium
quantum methods such as the quantum Boltzmann
equation, DFT and nonequilibrium Green functions
simulations, e.g., [14,15,35] are the methods of choice
which we discussed in Sects. 5–7. In the present article we
attempted at giving a comprehensive overview on these
methods regarding their existing applications to and future
potential for accurately simulating plasma surface interac-
tion.
At the same time, these methods have been developed,

so far, almost independently of each other, but we hope that
the present work will stimulate future comparisons and
combinations. Each of these quantum methods, in
particular TDDFT and NEGF, is computationally extre-
mely expensive, and still each of them has significant
limitations, for an overview and examples, cf. Table 1.
Interestingly, TDDFT and NEGF are highly complemen-
tary, so it will be important to develop suitable combina-
tions that allow one to overcome bottlenecks. Here we
mention a recently proposed hybrid scheme [239], as an
example.
Another important goal will have to be to use the results

of TDDFT and NEGF as input to simpler approaches such
as the quantum Boltzmann equation, e.g., Ref. [56].
Moreover, these simulations can also be extended to longer
times using the coupling to a reduced system of rate
equations (DFDM) as was explained in the context of MD
simulations above. In fact, in Sect. 5 for the computation of
the SEE coefficient also a system of rate equations was
derived that allows to capture the relevant degrees of
freedom (electronic states of the helium projectile).
Finally, to properly capture the influence of the plasma

on the solid, the above surface simulations have to be
linked to fluid or kinetic simulations of the plasma, as
indicated by the arrows in Fig. 7. Ultimately, an integrated
modeling of the plasma and the solid surface will be
required1) to overcome the trial and error character of many
experiments and to achieve a predictive modeling of the
relevant processes. In Sect. 9 we presented two possible
approaches that are based on the quantum Boltzmann
equation and NEGF, within an embedding approach,
respectively. Even though these have been rather simple
examples and model systems, they indicate the way how
such an integrated modeling can be constructed in the
future.
We expect that our results will not only be of relevance

for “traditional” materials embedded in a plasma such as
metals or semiconductors but also for new materials. Of
particular interest, in the near future, could be nanomater-
ials, are such as BN structures or carbon nanotubes or

graphene sheets and nanoribbons. For these nanomaterials
both finitie size effects and electronic correlations will be
of particular importance [4,5] and the array of methods
outlined in this article should be, in their combination,
suitable to describe plasma-surface interaction with such
exciting novel materials.
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