
A lightweight and cost effective edge intelligence
architecture based on containerization technology

Mabrook Al-Rakhami1,2 & Abdu Gumaei3 & Mohammed Alsahli2 &

Mohammad Mehedi Hassan1 & Atif Alamri1 & Antonio Guerrieri4 & Giancarlo Fortino4,5

Received: 21 December 2018 /Revised: 27 February 2019 /Accepted: 6 May 2019

# Springer Science+Business Media, LLC, part of Springer Nature 2019

Abstract
The integration of Cloud computing and Internet of Things led to rapid growth in the edge
computing field. This would not be achievable without combining the data centers’ managing
systems with much more restrained technologies. One significantly effective and lightweight
solution to this issue is presented by the Docker technology. It is able to manage virtualization
process and can therefore be used to distribute, deploy and manage cloud and edge applications
assigned into the clusters. In our study, this technology was represented by the Raspberry Pi
devices, which are convenient thanks to their low cost, robust applicability and lightweight
nature. Our application scenario focuses on identification of the human activities. In this paper,
we suggest and evaluate an architecture on the basis of the distributed edge/cloud integration
paradigm. We explain all of its advantages which lie in the combination of affordability and
several other benefits provided by the fact that data processing is conducted by the edge devices
instead of the central server. To recognize and identify human activity, the Regularized Extreme
Leaning Machine (RELM) was engaged in our architecture. Our study presents detailed
information about our use case scenario and the experimental simulation we performed.

Keywords Edge intelligence . Edge computing . Human activity recognition . Docker .

Containers, regularized extreme leaningmachine

1 Introduction

Contemporary network architectures and computing models are mostly focusing either on the
local and exclusive computing or implementation of the shared centralized resources [29].
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Cloud computing is nowadays the most prevailing model in the field of smart devices and
similar sensors adopting devices, known together as the Internet of Things (IoT) [26, 32]. This
model is keen to use centralized shared resources and addresses the raising popularity of smart
apps by integrating exclusive resources and the data obtained from them.

Newly emerging operational applications and information technologies are - unlike the IoT
devices - very demanding when it comes to the latency and bandwidth. Their requirements for
the optimized transport network and processing of data performed as close to the end devices
as possible is also rapidly increasing [12, 14].

Some of the limitations that complicate the commercial use of cloud models in computing
such as latency and jitter effects [28], distance to the server [1], location awareness of the
application [10], data security and privacy [6], and support of mobility [22] cannot be resolved
by adoption of the hyper-scale cloud computing technology [25]. This discrepancy between
the architecture providing data storage and processing and the networks that would allow this
architecture to access the content, creates obstructions that interfere with its potential to attract
new markets and be applied in newly emerging use cases such as VR, robotics, e-health care
technologies and automation in various fields [3].

Table 1 Cloud computing and edge computing

Cloud Computing Edge Computing

Time consuming processing of applications and data in
the cloud.

More effective decentralized data processing on the
edge of the network.

Since data is being sent solemnly through the cloud
channels, the demands on the bandwidth are
significant.

Data is collected at specific access points which
decreases importance of the bandwidth.

Depending servers with remote location are causing
scalability issues and slow response.

Problems with response delays and scalability can be
avoided by visibility of small edge servers for the
users.

Figure 1 Docker client-server architecture
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All of these aforementioned use case scenarios are very demanding on the ability to gain
and handle large amounts of information within a short timeframe. This subsequently places
high anticipations on the architecture’s capability to transfer large bundles of data from their
sources in just a millisecond. It’s very reasonable to predict that contemporary networks will
not be able to live up to these high expectations for very long. Newly developed 5G networks
are able to provide much shorter transfer delays and their bandwidths are also broadening [16].
But most of the current development in this field is related to the geographical localization of
the network’s optimizations [11].

In our previous work [5], we proposed the idea to build and integrate Docker containers
within the edge and pinpoint the Edge Intelligence’s potential in the vertical-specific scenarios
of use. Our current study extends this idea further and focuses on the utilization of Docker

Figure 2 Basic scheme in an e-health system, adopted from [5]
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technology into the recognition of human activity. We expect our architecture to provide
significantly shorter delays in communication and decision-making as well as decrease the
costs related to these processes thanks to adoption of lightweight and economical platform.

These are some of the abilities our edge intelligent computing model boasts:

& Because our architecture is using ML algorithms and eliminating any unnecessary com-
munication with cloud, it is able to provide more effective and quick decision-making.
Unwanted delays are decreased thanks to avoiding of unreasonable roundtrips;

& This framework is able to take advantages of the RELM application, which is known to be
conveniently simple and fast in regard to the training process;

& Decreased use of public wide area networks and utilized local algorithms and caching
result in less costly communication. None of the data that is not crucial will be transferred
over to cloud;

& Application’s, network’s and user’s requests can be balanced better when the edge or core
infrastructure can be flexibly amended in order to address interim issues and maintenance;

& Our computing model can utilize decisions related to the pre-processed data and adopt
alarms traded between several edge devices.

As far as we know, no other economic-aware computing model has attempted to implement
the Docker technology (which is nowadays rapidly gaining popularity) and the edge intelli-
gence before. The system we present builds, analyzes and empirically proves the pioneering
concept of Human Activity Recognition. We thoroughly examine this use case on various
levels and with various approaches in mind.

The remaining parts of the paper are organized as follows: Section II - Theory and
background of concepts related to our paper. This information is important in order to
understand the Docker technology and the concept of edge intelligence. Section III - presen-
tation of our own framework and description of all of its important components. Section IV -
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Figure 4 Model of the proposed infrastructure

Table 2 Characteristics of the participants

Subject Genre Age Height Weight #Instances

A Female 46 y.o. 1.62 m 67 kg 51,577
B Female 28 y.o. 1.58 m 53 kg 49,797
C Male 31 y.o. 1.71 m 83 kg 51,098
D Male 75 y.o. 1.67 m 67 kg 13,161
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Description of our empirical experiments and evaluation of our framework’s performance in
the use case of human activity recognition scenario. Section V - Conclusion and introduction
of the further extension of the research.

2 Theoretical background

2.1 Edge computing

Edge computing is in many regards opposite to cloud computing. The data is processed here in
the decentralized manner at the network’s edge [2, 15]. This computing model is able to
connect storage services, intelligent devices and cloud. To illustrate differences between the
aforementioned computing models, Table 1 provide a brief comparison. [27].

Edge computing allows processing of large amounts of data close to the internet of things
devices such as sensors in the network. This provides increased quality of the services and
helps to prevent issues with delays and latency. The overall consumption of the networks can
also be decreased and another advantage lies in upgraded security. These are the most
important demands placed on the edge computing:
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& In some of the processes, literally every millisecond counts. Elimination of latency is
therefore more than welcomed. Latency can be avoided when data is processed by the
device as close to the point of their aggregation as possible.

& Huge amounts of generated data in the network of sensors require effective management
of the available bandwidth.

& Security remains one of the largest concerns. Data must be safe and secured both during
the transfer and in the static state.

& Data must be always available and integrated, because it is often crucial for the safe
operation of systems related to the security and general infrastructure of the human society.
The network has to be reliable in every situation.

& Internet of things devices are highly versatile and can be deployed for data collection in
many different environments and ggeographical conditions.

& Good localization of data processing is important for improvement of the response time.
This is especially critical in cases when extremely fast responses are required. However,
the past data is stored and processed in the cloud.

There are many scenarios that can take advantage of the edge computing. Mostly, it is being
used to collect real-time data related to the IoT devices integrated into the network that are
depending on the provided data in their decision-making. Aside of its effectiveness and
versatility, edge computing also has its weaker points that need to be attended, secure public
use and offloading / partitioning of the tasks being just two of them [31]. Another concern lies
in the probable lack of insight on the complete data when some parts of it are processed on the
edge.

2.2 Edge intelligence

Edge intelligence (EI) comprises edge computing that is supported with machine learning
algorithms and advanced networking abilities. The implication is that a number of information

Table 3 Dataset subjects training and testing

Subject No. of training instances No. of testing instances

Debora 4000 1000
Katia 4000 1000
Wallace 4000 1000
Jose Carlos 3200 800
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Standing up 0 1 1 207 0

Walking 0 9 19 1 164

Figure 7 Confusion Matrix of RELM for Debora
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technology and operational technology industries are gravitating to the edge of the network.
The result is that issues such as cybersecurity, self-learning, real-time networks and tailored
connectivity can all be adequately dealt with. There is no doubt that the leading technological
innovations to the needs of startups and new markets are container technology and machine
learning. Deploying these technologies to the edge ensures the organizations can leverage the
power of EI. Following a thorough analysis of such developments, we can come to the
conclusion that:

& Although containerization is crucial for EI, and there are currently no exact Standards in
the area, various related open-source programs are developed, such as the Open container
initiative and the aforementioned Docker.

& The EI’s success, in general, depends on Common Data Models for Edge Computing
Node (ECN) communication.

& Micro Data Centers (MDS) are about to gain in importance. Among many other reasons,
this will be caused by their capability to achieve low latency, process huge amounts of
data, and avoid their forwarding to the cloud servers.

& Upgraded wireless networking technology will be able to provide the edge data centers
and allow industry-specific services to be implemented by software-defined principles of
networking and virtualization.

& The best user interface is no user interface. This can be now achieved, as the manual input
of data becomes unnecessary with IoT and the decisions are being made by machine
learning and artificial intelligence.

2.3 Docker technology

The Docker platform allows deployment of application and all of its dependent parts auto-
matically within the containers - characteristic autonomous environment typical for this
technology [9]. Docker is lightweight and enables quick and smooth arrangement of the
containers, which are all completely independent, divided from one another and provided
with separate network interfaces. The aforementioned division of containers creates environ-
ment not very different from the virtual machines. But it also spares user from the use of
overhead guest OS (operating system). The client/server architecture1 built on the Docker
where the Docker client connects to the Docker daemon can be seen on the Figure 1. Both

1 https://docs.docker.com/engine/docker-overview/
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Figure 8 Confusion Matrix of ELM for Debora
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parties of this connection (which is provided through RESTful API) can function in remote
and local systems alike.

The minimal overhead for Docker is created by sharing of the kernel with the host operating
system. This distinguishes the system from virtual machines, which use hypervisors to run the
kernel of the guest OS. [24]. But there are even more features which are making Docker
technology more convenient than virtual machines for the purpose of running various appli-
cations. Its containers are, for example, great for development of dynamic cloud-based
applications which are scaling with load or adding/removing various features on the user’s
demand. The containers are managed via the Linux kernel namespaces and control groups.
This allows isolation of separate processes, which are led to believe that they are all running on
separate operating systems with memory and processor dedicated to them only. This limitation
of resources results in achieving only insignificant overhead.

2.4 Human activity recognition

The technology of human activity recognition is usable and desirable in many different fields
and environments ranging from security to e-health care. It’s ability to identify activities of
different individuals by evaluating this specific person in the given situation and surroundings
[20] can be, for example, invaluable for surveillance and rehabilitation on a remote basis [21].

By observing the human body in the relation to the gravity, this technology can identify any
movement of the body and recognize the activity it represents. Both full body and partial
(limbs/head only) movements and positions can be observed and analyzed. Observed activity
is consequently evaluated as static (lying, standing, sitting) or dynamic (walking, jumping,
running). Initially, the technology recognized activities through various image and video
processing technologies. However, these are all quite limited in cases of imperfect light
conditions. Another concern relates to the privacy of users, who may feel uneasy about
constant presence of cameras. Intelligent body sensors such as accelerometers can resolve this
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easily [7]. And that is also reflected by the rapid development that currently can be seen in this
field.

Wearable and comfortably lightweight body sensors are being upgraded and evolved in
recent years as never before [23]. The most recent inertial sensors can collect data related to
human activity very effectively and conveniently. Our paper focuses on their use in the field of
health care - particularly, we analyze its potential in care for non-critical patients who do,
however, need permanent monitoring.

In order to evaluate this, we first need to understand and discuss the contemporary
services in this field. Generally, services provided to this type of outpatients (Figure 2)
work on the basis of data collecting provided by various devices and sensors. These
technologies aggregate important measurements and forward them to the dedicated
caregiver located somewhere else. This data transfer usually happens through Internet,
if no constraints related to its availability are present. After reaching its final destination,
the data can be rigorously inspected and acted upon. This systematic scheme can provide
patients with constant monitoring that can be very helpful as a prevention of overseen
issues and changes in the patient’s state. This system also collects large amounts of data
that can be useful for achieving more integral and objective diagnostics. Generally, this
modification will also allow health care to be less costly, more efficient and provide
faster response [4].

2.5 Regularized extreme leaning machine (RELM)

Extreme Learning Machine (ELM) are neural networks of feedforward type. This architecture
is similar to the Multilayered Perceptron Network (MLP), but presents a much faster learning
phase [17, 19]. More specifically, the ELM network consists of an input with p characteristics,
a hidden layer with q neurons and an output layer with c neurons, all neurons with sigmoidal
activation functions. The output of the i-th neuron, yi (t), i = 1, ..., c, is given by:

Sitting
Sitting 

down
Standing Standing up Walking

Sitting 196 0 0 0 0

Sitting down 0 190 4 1 4

Standing 0 0 204 0 0

Standing up 0 1 3 201 0

Walking 1 7 6 10 172
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yi tð Þ ¼ tanh ∑
q

k¼1
mik tð Þtanh ∑

p

j¼0
wkj tð Þx j tð Þ

 !
−θk tð Þ

" #
ð1Þ

where xj(t) is the j-th component of the current input vector, wkj is the weight that connects the
jth entry to the kth hidden neuron, and mik is the weight that connects the kth hidden neuron to
the i-th output neuron. We still define x0 = +1 and the weights wk0 correspond to the thresholds
of the hidden neurons. The parameter θk is the threshold of the ith output neuron. The ELM
network training is performed through three steps: 1) random initialization of the weights of
the hidden neurons, 2) accumulation of the outputs of the hidden neurons and 3) calculation of
the weights of the exit neurons.

In ELM, one of the parameters that needs to be well chosen is the number of neurons in the
hidden layer to obtain a good inter-compromise / overfitting compromise. To circumvent this,
Deng et al., [13] proposed a regularized version of ELM. Although this approach results in
good generalization, the obtained network is dense and generally requires more storage space
and processing time for new samples for applications with large volumes of data [18].
Moreover, in these applications, the ELM in its regularized version may suffer from memory
limitation and an intense cost-computation for the inversion of large matrices. For binary
classification, the extension of the R-ELM is straight. For multi-class classification problems,
approaches using classifier-vs-rest can be adopted. However, a large number of classes usually
results in a higher cost of ownership in the training phase. Although the use of RELM
generally results in a more compact network, it suffers from the same problems as ELM with
regularization for learning tasks with larger data volumes.

3 Proposed framework

In the following section, we explain our proposed framework in full detail. This framework is
consisting of network of sensors and central server that controls them, as can be seen in
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Figure 3. The data load in the framework is classified and distributed towards the edge micro-
computers to lower the server’s demand on resources providing its functionality. A model for
this framework can be seen in Figure 4, where huge amounts of cached data is stored on the
edge where it will be processed by edge nodes. Results will be forwarded to the remote side
directly, where they will be notified and stored. Each group of sensors is paired with its
dedicated Raspberry Pi which serves as a bridge between the sensors and central server. This
server is equipped with repository for these micro-computers and it can pull the latest image of
the trained classifier.

In our framework, all components use RESTAPI for communication. This allows them to
further abstract every layer and achieve better implementation and extension. This system can
be used with any kind of sensors with classifier images being pushed through the network
solemnly. The edge manager allows API specification to be amended anytime through the
menial description of the network. Edge provisioning and orchestration allows to manage
several automation services with the same kinds to ensure effectiveness. It can be considered
as a middle-layer between edge infrastructure and the server to fetches service and resources
management capabilities to containers. Moreover, it enables the management of containers to
ensuring each has enough resources for based on its needs.

Our design is run by Docker and there are Docker images built on the central server and
consequently deployed on the edge in order to classify the given data. This platform allows
every image to be sent with all demanded dependency and requirements of the environment.
The deployment process is automatized through the Docker registry service located on the
server. This registry contains Docker images which represent micro-services provided by the
edge computers and the central server. Any computer which is connected to this network can,
therefore, pull and use any of the available micro-services. One possible limitation is linked to
the different computing power requirements of each of these services. This registry also allows
the computers on the edge to validate currently running image instance and check if it is not
corrupted or amended.
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Our focus lies on the scenario of human activity recognition. This requires the system to be
capable of measuring highly variable physiological activities and measurements of different
patients. The component providing human activity recognition must be able to function upon
the data gathered by the wearable sensors. By implementing algorithms used in machine
learning, our framework is also expected to improve processing of data and decision-making.
According to specific abilities and statuses of patients, smart alarms can be set to perfectly suit
their needs. In our experimental test, the Docker image contains the RELM deployed to
classify activities by processing the data forwarded by the body sensors.

4 Experments and results

In this section we briefly describe the used dataset and results of our architecture’s experi-
mental testing.

4.1 Dataset

For experimental testing of our framework, we used the publicly available dataset called
Ugulino [30]. Our experimental team consisted of four persons wearing accelometers placed
on their abdomens, right arms, left tights, and right ankles. Five types of activities were
observed in our experiment: sitting, standing, the movements of standing up from the sitting
position/ sitting down from the standing position, and walking. All four members of our team
engaged into these activities separately in the timeframe of 2 h. Each of the subjects
contributed with twelve values, as sensors measured their activities in the x, y, and z directions.
The continuous flow of data was consequently separated into the one-second-long windows
with 150 ms overlaps. To provide as accurate measurements as possible, we calibrated the
accelerometers before and also after the performing of experiments. We achieved 165,633
instances of the gathered data in total. Here are some samples of the given instances:
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Users; Gender; Age; HowTallInMeters; Weight; BodyMassIndex; X1; Y1; Z1; X2; Y2; Z2;
X3; Y3; Z3; X4; Y4; Z4; activity.

Class.jose_carlos;Man;75;1,67;67;24,0;8;114;-174;-36;86;-112;13;170;-130;-172;-106;-
123;walking.

For better convenience, we changed activities labels for the basic integrals as follows: 1
(sitting), 2 (sitting down), 3 (standing), 4 (standing up), 5 (walking). The indexes were later
extracted in order to separate sets of testing and training data. Table 2 shows some dataset
details while Figures 5 and 6 depict the data frequency belonging to each category and each
subject based on activity class (standing up, sitting down, walking, sitting, standing).

Thousand of each activity instances were randomly chosen gather data subset for each of
the engaged subjects. Since the total count of standing up / sitting down activities of one of the
members was rather low, we chose only 500 instances for this subject. That means that each of
the other subjects’ datasets consist of 5000 instances, while this specific subject’s dataset is
containing only 4000 instances. One-fifth of these datasets was used for testing. Remaining
data was applied in the training. Number of instances used for testing / training per each
subject can be seen in Table 3.

4.2 Experimental results

All experiments were performed on Raspberry pi 3 and with 2 x 16GB and 8 x virtual central
processing units on Digitalocean2 . After connecting the Raspberry pi, we simulated collection
of the patients’ data through sensors monitoring physiological activities. We rented two
Digitalocean servers which were used in order to simulate huge amount of sensors connected
into the micro-computer. We left the Docker status on default setting during all of our
experiments to collect metrics of all of the working containers (running instance of the Docker
image). To assess our framework, three main measures were used: testing / training time,
accuracy, bandwidth utilization / network scalability. Below, we present results of these
experimental measurements.

4.2.1 Accuracy

In this subsection, we measure the activity classification accuracy of RELM classifier
proposed in our architecture compared to SVM [8] and traditional extreme learning
machine (ELM) classifiers. RELM algorithm has enough flexibility to transform the data
from low dimensions to high dimensions by adding any number of hidden neurons, while
the SVM is limited in this regards. This means that RELM classifier has better gener-
alization than the limited regularization constraints of SVM.

2 https://www.digitalocean.com

Table 4 Parameters setting of SVM

Parameter Value

Kernel Function Linear
Box Constraint Level 5
Multiclass Method One-vs-All
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To calculate the accuracy, the confusion matrix of testing dataset after training each
classifier model is first computed. Figures 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17 and 18 show
the confusion matrices of each subject for the RELM, ELM and RELM classifiers. Before
applying the classification task, the parameters of these classifiers are initialized as mentioned
in Tables 4 and 5.

In all confusion matrices, the number of instances in dark blue cells represent the instances
of each activity which are correctly classified. Thus, the accuracy is computed as:

Accuracy ¼ TP þ TNð Þ
TP þ FPþ TN þ FNð Þ ð2Þ

Where TP and TN are the true positive and negative rates; whereas FP and FN are the false
positive and negative rates.

Table 6 demonstrates the accuracy of proposed RELM compared to other classifiers.
We can see that RELM is more accurate for human activity recognition than One-versus-All

linear SVM and traditional ELM classifiers.

4.3 Training and testing time

Training and testing time is very critical in the case of big data coming from huge
number of sensors. Therefore, in our study, the time of training and testing for each
classifier is also evaluated for showing the efficiency of proposed RELM classifier
against SVM proposed in [18]. An initial experiment using MATLAB R2015a on a
laptop Core (TM) i7 with Windows 10 (×64), Intel(R) CPU of 2.0-GHz, and 8-GB RAM
is performed. The training and testing time in second of each classifier model is reported
in Table 7.

From Tables 7, we notice that the training time of RELM is almost small and acceptable
compared to the SVM. Moreover, the testing time of ELM and RELM is almost equal and
lower than the testing time of SVM.

Table 5 Parameters setting of ELM and RELM

Parameter Value

Number of Hidden Nodes 400
Activation Function Sigmoid
Regularization Set of RELM {−3,-2.99,-2.98,…,3}

Table 6 Accuracy for SVM, ELM and RELM

Classifier SVM ELM RELM
Subject (No. of instances)

Debora (4000 instances for training and 1000 instances for testing) 91.9% 89.5% 96.9%
Katia (4000 instances for training and 1000 instances for testing) 98.3% 96.3% 98.5%
Wallace (4000 instances for training and 1000 instances for testing) 92.8% 83.4% 95.5%
Jose_carlos (3200 instances for training and 800 instances for testing) 85.0% 73.9% 90.625%
Avg. 92.0% 85.8% 95.38%

World Wide Web (2020) 23:1341–13601354



4.4 Network scalability and bandwidth utilization

In every experiment, the classification request to micro-services was created by our simulated
sensors and sent to the Raspberry pi or simulated micro-computer. The tool that was used for
creating these requests was built on the Docker platform and scaled according to the demand.
The experiments were performed by stressing the connected computers, as can be seen in
Tables 8 and 9 and Figure 19.

Table 8 pinpoints the successful implementations on a Raspberry pi and also shows the
systems restraint. The green fields represent Raspberry pi’s successful experiments and the
yellow ones depict server experiments. The experiments were not marked at all in cases when
the classifier wasn’t able to conduct complete classification in less than one second. In cases
when the classifier couldn’t classify even single request, these experiments were considered
unsuccessful. Requests per second figure represents the amount of requests each sensor sends
to the service per one second (for example, if the sensor sends data every 200 ms, it means that
per single second, 5 requests are sent). The average size of request data is 0.82 KB without the
TCP/IP headers on every sensor request.

In regard to the bandwidth utilization, our experiments reveal a maximal network’s
bandwidth utilization with minimal size of the data traded between both sensors and micro-
computers and micro-computers and server. Figure 9 shows comparison of the network
bandwidth under distinct configurations for micro-computers and sensors. The average size
of the sensor to backend micro-computer requests is 0.83 KB. The number of update requests
coming from the sensor is 5.

It should be noted here that in case that the number of connected sensors for one backend is
50 there are two micro-computers, it would result in 100 sensors connected to two separate
computers.

Table 7 provides comparison of the server’s utilization for bandwidth with the anticipated
network bandwidth in scenario including the micro-computer connected to one server. The
average request size sent from micro-computer to server is 0.62 KB. Average size of request
sent from sensor to backend micro-computer is 0.83 KB. Number of update requests from
sensor to backend is 5 per second. Number of update requests from micro-computer to server
is 5 per second. The single server with amount of connected micro-computers is marked in
yellow. The red columns illustrate the inability of micro-computers to cope with the update
requests from 1000 / 2000 sensors when the experimental amount of micro-computers.

In our experiment, a single micro-computer was able to manage up to 470 sensors and
every sensor could update its value every 200 ms (5 times per second). This creates 1.95MBps
bandwidth. In case that the sensors would be connected with a server, the internet would be
idle with their updates, aside from the lost packets and the server’s remote connection.
However, when the sensors are connected with a single micro-computer with ability to classify
their updates and forward the data to the server (and that would take 3.1KBps), it would make
a huge difference in the number of required updates. Furthermore, the micro-computer could

Table 7 Training and testing time for SVM, ELM and RELM

Classifier
No. of instances

SVM ELM RELM

Training on 4000 instances 48.23301 0.131870 9.747786
Testing on 1 instance 0.0066 0.0000871 0.0000869

World Wide Web (2020) 23:1341–1360 1355
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also classify the data altogether and report the status for all engaged sensors in one bundle of
data.

5 Conclusion

Its beyond doubt that the way we use omnipresent IoT computing devices and gather and store
our data will have to change in the near future. The innovation can come from the field of the
edge computing - the decentralized model which looks away from the centralized cloud and
focuses on the edge of the network instead. This computing model operates with the resources
and storage at the edge of the network and it deploys services of IoT on the edge devices to
lower processing costs and overcome the issues with latency.

Our paper aims to identify potential and advantages of the Edge Intelligence by testing it on
the vertical-specific use scenarios. We implemented a scenario of Human Activity Recognition
and utilized the Docker platform on Raspberry Pi. Our main motivation was to propose a new
architecture that would allow use of the intelligent edge application built upon inexpensive,
effective and lightweight container technology. The benefits would include lower delays,
increased effectiveness in communication and faster decision-making. Our future work will
focus on the practical implementation of this simulated framework. Furthermore, we will
introduce more possible use cases and perform advanced measurements to provide data for
comparison with other similar systems. Hyper parameter optimization is also an open direction
to be investigated, is it differ from application to application, accordingly, regulated extreme
learning parameter optimization should be tested. Proposed framework should give researchers
an opportunity to shape, extend and upgrade this solution to amend it for use in different
scenarios and to suit individual needs.
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