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Abstract
A large amount of high-quality data are collected through autonomous vehicles, 
CCTVs, guidance service robots, and web map services (Google Street View). How-
ever, the data collected through them include personal information such as peoples’ 
faces and vehicle license plates. Currently, personal information contained in data 
is de-identified using methods such as face blur, pixelation, and masking. Conse-
quently, it loses value as data for artificial intelligence (AI) learning. Therefore, in 
this study, we propose a model to generate a fake face that maintains the basic struc-
ture of the human face. There are several methods for generating faces. One is to 
generate them using a generative adversarial network (GAN) model. The GAN is 
an AI algorithm used for unsupervised learning and is implemented by a system in 
which two neural networks compete. However, because GAN operates as an input of 
a random noise vector, it is difficult to obtain results for the desired face angle and 
shape. Therefore, pre- and post-processing is required to generate a fake face that 
maintains the basic structure and angles; however, the calculation is complicated, 
and it is difficult to generate a natural image. To solve this problem, we propose a 
method for generating a fake face that maintains the basic structure and angle of the 
real face by applying a facial landmark. Using the proposed method, it was possible 
to generate a fake face with a different impression while maintaining the basic struc-
ture and angle of the face.
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1 Introduction

Recently, innovative technologies such as autonomous vehicles and chatbots have 
attracted attention in the field of artificial intelligence (AI). The development of 
such AI offers a method for solving existing problems. Although with the machine 
learning method, good recognition rate has been achieved in specific situations, this 
approach is limited by its inability to solve diverse and complex problems. However, 
with the advancements in hardware, fast calculations are now possible, and deep 
learning technology is being rapidly developed to solve such problems. Computer 
vision processes images and videos [1, 2]. It began in the 1960s with the study of 
AI and robotics. During the research that Hubel and Wiesel conducted in the field 
of electrophysiology, the question they posed was ‘What is the visual processing 
mechanism in primates and mammals?’ that is, how do primates and mammals visu-
ally process images? To this end, they studied the brains of cats [3]. Electrodes were 
inserted into the visual cortex of a cat’s brain, and the study focused on the simplest 
cell to determine what stimulated the neurons in the cat’s brain. The results showed 
that even if the shape of the neurons responsible for the cat’s vision was the same, 
the response of the cat’s brain changed based on the direction of the stimulus. Neu-
rons in an animal’s visual cortex respond to outline representations in specific areas 
within the visual field of view. Thus, they conclude that the human brain appears to 
process visual information hierarchically. In 1982, Fukushima [4] created a neural 
network that behaved like a brain, based similarly on the theory above. This implies 
that research on computer vision using artificial neural networks has been conducted 
for decades. However, the problem of gradient loss [5] associated with information 
loss in the neural learning process has not yet been solved; hence, research has not 
yet proceeded in this area.

As mentioned above, with an increase in the depth of networks, learning is not 
performed because of the extinction gradient problem, which is a prominent issue. 
This problem can be solved in deep networks through various methods such as the 
advent of backpropagation learning methods and changing the activation function. 
Based on these ideas, Yann-LeCun [6] published LeNet-5 in 1990, which trains con-
volutional neural networks (CNNs) to recognize a database of handwritten digits 
(Modified National Institute of Standards and Technology (MNIST)) using back-
propagation, which is the starting point of the CNN network architecture. These 
techniques have been applied in various fields such as for object detection and 
semantic segmentation. Subsequently, owing to the development of new hardware, 
GPUs, and numerous deep learning studies, Krizhevsky developed AlexNet [7] in 
2012, which is a model that is significantly larger than the existing CNN models. 
It was trained on the ImageNet dataset with a high-performance GPU, and sig-
nificantly outperformed existing best-performing models. Since then, inspired by 
AlexNet, many studies on CNNs have been actively conducted, the layers of CNN 
models have been deepened, new model structures have been studied, and models 
with satisfactory performance are continuously emerging.

Privacy is one of the important issues in the information society that enables 
technology and services. Communication, multimedia, biometrics, big data, 
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cloud computing, data mining, internet, social, etc. each can potentially be a 
means of invasion of privacy. The main reason for the increasing privacy con-
cerns in today’s network society is the advent of new technologies such as street 
view, social network, and big data. And as the scale of surveillance increases, 
the number of CCTVs is steadily increasing, and as a result, privacy is becom-
ing more and more vulnerable [8]. Faces are the main identifier for multimedia 
content that needs to be de-identified for privacy reasons. Facial recognition data 
has traditionally been collected, processed, and stored by dedicated recognition 
systems, but advances in mobile and camera technology today make it easier to 
capture and share facial recognition data online. Numerous face images are being 
uploaded to various social media platforms. These images can be easily used to 
identify and match people by inferring sensitive information about individuals or 
profiling selected users [9].

Advances in AI require large amounts of high-quality training data. The rapid 
increase in Internet use in recent years has resulted in the amassing of a considerable 
amount of usable data. In addition, a large amount of data, collected through auton-
omous vehicles, data collection vehicles, CCTV, and Street View, can be used as 
high-quality learning data. However, images collected from various sources, obtain-
ing by using cameras, include personal information, such as faces and car license 
plates. Currently, there are restrictions on data collection and distribution under the 
Personal Information Protection Act, hindering the development of related indus-
tries. In the case of Street View, faces are blurred and obscured to de-identify per-
sonal information. As a result, unlike the original video, it is visually unnatural, and 
its value as AI learning data is diminished. For example, AI cannot train an object 
called ‘person’ on an image where a person’s face is blurred. Therefore, it cannot be 
used as essential learning data for autonomous vehicles or CCTV control systems.

Figure 1 shows an example of anonymizing personal information in Street View. 
Because a person’s face is classified as personal information, the faces in the image 
have been blurred. As shown in Fig. 1, the value of collected data as training data 
is lost when faces are blurred. In addition, because the de-identification of large-
capacity big data is performed manually, significant time and financial costs are 

Fig. 1  Example showing anonymization of personal information
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associated with this task. Furthermore, work efficiency is reduced and mistakes can 
occur. Street views can provide high-quality training data for autonomous vehicle 
research. However, because the faces are blurred, the image is no longer a human 
subject and cannot be used as training data.

To solve these problems, we aim to de-identify personal information while main-
taining the value of the image data collected as data for AI training. This can be 
accomplished by generating a nonexistent face with a different appearance while 
maintaining the basic structure of the human face, i.e., the shape of the face, posi-
tions of the eyes and mouth, and angle of the face. Generating a face in this man-
ner creates a natural image. Because the classification is maintained and only the 
appearance changes, it can be used as data for training various AI. Therefore, a 
generative adversarial network (GAN) model was applied to generate a face with a 
different appearance, while maintaining the basic structure and angle of the human 
face.

2  Related work

2.1  Face de‑identification

The removal of sensitive and private information contained in videos and images is 
a challenging task. Currently, research on the de-identification of facial information 
in images is ongoing, and in general, all the sensitive information is removed by 
changing the original image. However, it is difficult to remove all the personal infor-
mation using this method.

Until recently, the face de-identification technology of computer vision was able 
to de-identify faces, which are personal information in images, using approaches 
such as intuitive black box, blurring, pixelation, and masking. The black box method 
is a method of replacing a black or white square box in the face area after face rec-
ognition and face location check in the image. Blur is a simple way to use a Gauss-
ian filter to soften the faces in an image. Pixelation is to reduce the resolution of 
a face area [8]. These methods are commonly used owing to their simplicity and 
ease of use. However, although sensitive personal information has been successfully 
removed, useful information from data is also removed, resulting in a loss of their 
value as data for AI learning. In addition, deep learning CNN-based recognition 
models can successfully identify faces with high accuracy from de-identified data 
using these techniques, leaving the risk of privacy exposure [10, 11]. This approach 
also contributes to privacy, but makes all other information contained in the image 
somewhat useless. Therefore, there is a need for a technology that can balance the 
usefulness of biometric information and privacy [9].

To solve this problem, Newton et al. [12] proposed the k-Same algorithm, which 
is the first privacy protection activation algorithm. It determines the similarity 
between faces based on a distance metric and generates a new face by averaging the 
image components, which can be either the original image pixels (k-Same-Pixel) or 
eigenvectors (k-Same-Eigen). Although this procedure theoretically limits the recog-
nition performance to 1/k, the resulting image sometimes contains ghost-like objects 
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owing to minor alignment errors [13]. Since then, various methods of the k-Same 
algorithm have been proposed to naturally improve de-identified face images 
[14–18]. However, these methods have limitations in that the level of privacy protec-
tion is lowered when there is an image sharing similar biometric characteristics, and 
the de-identified face may be similar to the original image or seem unnatural.

With the introduction of GANs [19, 20], active research is being conducted in the 
field of image generation, which has demonstrated various possibilities. GANs allow 
for the creation of new images that are indistinguishable from the actual data distri-
bution. Therefore, this is an effective method for facial recognition.

Chen et  al. [21] proposed the privacy-preserving representation learning vari-
ational GAN (PPRL-VGAN) that uses variational autoencoders (VAE) with GAN, 
and argued that their approach balances privacy and data usefulness. This method 
can control de-identification using a condition vector for ID. However, because this 
control vector is a one-hot encoded vector, the scope of de-identification using it is 
limited.

Ren et  al. [22] used GANs to de-identify privacy-sensitive information (i.e., 
human faces) in video data. They trained a face modifier to remove privacy-sensi-
tive information, while the action detector attempted to maximize the spatial action 
detection performance. Thus, de-identification was performed by hiding personal 
information and modifying the pixel level of the video frame.

Li et  al. [23] proposed the use of hostile disturbances to protect the sensitive 
information in images from humans and AI. In the privacy-preserving attribute 
selection (PPAS) algorithm, de-identification was performed by manipulating the 
attributes such that the distribution of facial attributes was close to the actual distri-
bution. Wang et al. [24] introduced a discriminator and de-identified it by manipu-
lating the attributes using a two-step method.

DeepPrivacy [25] de-identifies faces from the original by directly removing iden-
tifiable regions of the face and generating new faces based on sparse pose estimation. 
In addition, they introduced FDF (Flicker Diverse Faces), a diverse dataset of human 
faces, including unconventional poses, occluded faces, and vast variability in back-
grounds. The FDF data set consists of 1.47 million human faces with a minimum 
resolution of 128 × 128 with face key points and bounding box annotations for each 
face. And the proposed model is a conditional GAN that generates images based on 
the surrounding of face and sparse pose information. The 7 key points of the face are 
used to describe the pose of the face. And to reduce the parameters of the network, 
the pose information is preprocessed into a one-hot encoded image. As a learning 
method, progressive growth training techniques are applied. However, this solution 
can generate unrealistic images with high occlusions and irregular poses.

Zhongzheng Ren et  al. [22] applied adversarial training in which two compet-
ing systems fight, and the result was to perform pixel-level corrections to de-iden-
tify human faces with minimal impact on motion detection performance. There is 
a problem that the face generated using the method can identify a person, and since 
this method cannot control the generation process, all IDs are mapped to the same 
fake ID.

Sun et al. [26] proposed a head inpainting obfuscation technique. They proposed 
the generation of facial landmarks and conditioned head inpainting in the image 
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context for the smooth hypothesis of rational head poses. As a method of generating 
a de-identified face by modifying the landmark of the face, which is different from 
the face in a real image and often results in unnatural-looking results.

Maximov et al. [27] proposed the conditional identity anonymization generative 
adversarial network (CIAGAN), an image and video de-identification model based 
on conditional generative adversarial networks. CIAGAN harnesses the power of 
generative adversarial networks to create photorealistic images. They proposed a 
new identity discriminator to train CIAGAN to control the identity generation pro-
cess and ensure anonymization. In this proposed method, CIAGAN de-identifies a 
face based on the desired ID from a face image. It also uses facial landmarks and 
identifies the one-hot vector to remove the identifying characteristics of human 
faces. The method also provides full control over the de-identification process, 
ensuring both anonymity and diversity.

IdentityDP, proposed by Wen et al. [28], is a face de-identification method that 
combines a data-based deep neural network (DNN) with a differential privacy (DP) 
mechanism. It consists of three steps. The first step is to extract the entangled high-
level identity attribute representation and train the network to reconstruct the origi-
nal face. The second step generates a perturbed identity representation based on the 
novel Laplace ε-IdentityDP mechanism. The third step is to generate an anonymous 
face from the perturbed identity representation and original attribute representation 
through a frozen network.

Cho et al. [29] proposed a face de-identification method based on a deep genera-
tive model that separates the encoder’s output vector into identity-relevant parts and 
the remainder representing face attributes. It solves the face attribute-related vectors 
from the latent vectors and efficiently transforms the identity-related vectors into 
new identities. However, the output of the proposed method is degraded compared 
to the actual image, and discontinuity of the plane boundary appears.

Zhan et  al. [30] proposed a model that can de-identify while maintaining as 
much as possible the facial attribute information of the original video, such as facial 
expression, gender, hairstyle, and whether or not glasses are worn. Multi-attribute 
retention uses shallow face attribute information and deep face attribute information 
and adopts different processing strategies according to face attribute information 
based on the uniqueness of the face attribute information.

Kuang et  al. [31] proposed a de-identification generative adversarial network 
(DeldGAN) for face de-identification. DeldGAN anonymizes a face by seamlessly 
replacing a given face image with another synthetic but realistic image. This arti-
cle consists of two steps. First, we obfuscate the original ID by anonymizing the 
input face. And the anonymized face is synthesized using a designed de-identifica-
tion generator. However, there are potential risks of background attacks and often 
unnatural consequences.

Zhang et al. [32] proposed a Domain Embedded Multi-Model Generative Adver-
sarial Network (DEGAN) for Face Inpainting. Face Inpainting extracts features 
from images to restore and generate hidden and invisible parts. In this paper, they 
aim to generate images similar to reality using features extracted from image data 
by applying GAN. A face region domain (face mask, face part, landmark image) 
is inserted into the latent variable space as a guide by a variable autoencoder. Only 
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facial features are placed in the latent variable space. It then combines the latent var-
iables contained in the face region into a generator for inpainting the face. Finally, 
the global discriminator and the patch discriminator determine whether the finally 
generated distribution is close to the actual distribution.

Li et al. [33] proposed a solution called SF-GAN (Secret Face Generative Adver-
sarial Network) that does not lose face attribute information. The proposed model 
effectively de-identifies faces while maintaining as much information as possible on 
the facial properties of the original image, such as facial expressions, gender, hair-
style, and whether glasses are worn. They use a face segmentation network to retain 
thin facial attribute information to preserve facial attributes, and feature extraction 
to retain deep facial attribute information. However, the result produced is similar to 
the original face and is unnatural.

2.2  Generative adversarial network (GAN)

GAN [19] is a training method that was first introduced by Ian Goodfellow in his 
2014 paper. Based on the continuous development of the DNN model, various stud-
ies on the GAN model are being actively conducted and they are showing interesting 
results and diverse possibilities. GAN is a deep learning model that is mainly used 
to generate images similar to datasets. Classification models work by extracting and 
classifying features from data. The output of a typical machine learning model is 
the prediction of an object or interval prediction of a continuous random variable. 
Its purpose is not to generate a shape, but to find the highest probability of it. In 
contrast, GAN generates data. In other words, the shape of the data is generated. The 
shape of the data implies the distribution or variance; generating a data distribution 
does not generate a function that finds a result but rather generates the data in its 
actual shape.

The characteristic of GAN is that it is adversarial. Opposing objective functions 
between the generator and discriminator networks lead to an adversarial relation-
ship. The generator (G) generates new data, and the discriminator (D) compares the 
generated image with the sample data. The discriminator can easily identify if the 
first data generated by the generator is fake; however, with an increase in training 
and data generation, the difficulty for the discriminator to make the distinction also 
increases. In this case, the adversary arises because the goal of the generator is to 
identify the generated image as a real image, whereas the goal of the discriminator 
is to identify a fake image as fake. That is, learning converges when the generator 
learns how to generate a near-realistic image from a random noise vector and the 
discriminator cannot distinguish between the real image and the image generated by 
the generator. In GAN, the generator and discriminator structures are in the form of 
neural networks. A simple GAN model structure is illustrated in Fig. 2.

As mentioned previously, GANs have adversarial principles. The generator and 
discriminator compete with each other to make the fake images appear real. GAN 
learning trains a discriminator with a real image, which is the training data, to find 
the distribution of the training data, and uses a random noise vector as an input to 
the generator to generate a fake image. It initially produces very crude images, but as 
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the distribution approaches the distribution of the training data, it produces images 
that are similar to real ones. Finally, the generated image (i.e., the fake image) is 
distinguished from the real image by the discriminator and the generator learns to 
generate a more realistic fake image through error backpropagation. If this method 
is repeated, the discriminator and generator recognize each other as hostile, leading 
to the learn of each. Consequently, the generator can generate a fake image that is 
similar to the real image; thus, the discriminator cannot differentiate between the 
real and fake images. That is, GAN generators compete with each other by trying 
to lower the discriminant probability, whereas the discriminator tries to increase the 
discriminant probability.

Equation  (1) represents the objective function of the GAN. This function is 
learned using V(D, G) in the min–max problem method, as shown in Eq.  (1). 
X ~ Pdata(x) is the probability distribution data for a real image and z ~ Pz(z) is an 
image sampled from noise using a Gaussian distribution. In general, z is commonly 
referred to as a latent vector, meaning a vector in dimensionally compressed latent 
space. D(x) is the discriminator and a value between 0 and 1 indicates the true prob-
ability. D(x) outputs 1 if the image is real, and 0 if it is fake. The discriminator 
D(G(z)) of the second term has a value of 1 if the data generated by G and G(z) are 
determined to be genuine, and a value of 0 if they are determined to be fake. Train-
ing D to maximize V(D, G) is the process by which the discriminator learns to cor-
rectly classify real and fake image. Minimizing V(D, G) is irrelevant, as it is omitted 
because there is no G in the first term. For the second term to be minimal, D(G(z)) 
must be close to 1. This means that the discriminator trained the generator to gener-
ate a fake image that is sufficiently realistic to be identified as a real image. Thus, 
learning a discriminator to maximize V(D, G) and learning a generator to minimize 
V(D, G) is the min–max problem method.

Conditional GAN (cGAN) [34] is a method of applying certain conditions to 
the original GAN. For example, in MNIST, which recognizes handwritten digits to 

(1)
min
G

max
D

V(D,G) =Ex∼pdata(x)

[
logD(x)

]

+ Ez∼pz(z)

[
log (1 − D(G(z)))

]
.

Fig. 2  GAN model structure diagram
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generate the desired number you can add a label (one-hot vector) that corresponds 
to the class of the number. However, this is possible in many forms other than class 
labels.

Figure  3 shows the structural diagram of the cGAN model. The cGAN model 
comprises addition of the condition c to the generator and discriminator of the GAN 
model. Equation (2) is the objective function of the cGAN.

Since the introduction of the GAN learning method, several studies have been 
conducted. Among them, image-to-image translation [35] uses GAN, which deals 
with interdomain changes in the images. In other words, it is a type of generative 
model that maps input and output images using an image dataset. This field converts 
black-and-white photographs into color photographs, and daytime landscapes into 
nighttime landscapes. The existing image translation problem was solved by apply-
ing a CNN. However, it is difficult to design effective losses when training a CNN. 
For example, if a commonly used CNN is trained to reduce the Euclidean distance 
between the target and prediction result, the model outputs a blurry image. This is 
because CNN solves the problem based on loss. Rather than finding the optimal 
answer for each pixel, it attempts to reduce the loss in all the pixels of the image. 
This is because predictions are made using safe values rather than accurate values. 
GANs have been used to address this problem. Phillip Lsola is the author of Pix-
2Pix, a paper presented at UC Berkeley’s 2017 Computer Vision and Pattern Recog-
nition (CVPR) [36]. It detailed converting black-and-white images to color images 
and approaching the conversion through several CNN-based techniques. Because 
color images can be easily collected and paired, black-and-white images can be eas-
ily generated; consequently, the author collected paired data and applied GAN-based 
learning to the problem. The generator uses an image as the input and outputs a new 
image. The discriminator uses two inputs: real and generated images in pairs. When 

(2)
min
G

max
D

V(D,G) =Ex∼pdata(x)

[
logD(x|c)

]

+ Ez∼pz(z)

[
log (1 − D(G(z|c)))

]
.

Fig. 3  cGAN model structure
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two inputs are provided to the discriminator simultaneously, it compares the pairs 
to determine whether the image is fake or real and learns from this process. For 
image translation problems, the generator has a symmetric encoder–decoder struc-
ture, such as semantic segmentation, and upsamples the downsampled feature map 
to the decoder via encoder pooling. The discriminator was based on the PatchGAN 
[37]. The input image was decomposed into N × N resolution patches to determine 
whether each patch was real or fake. The output of the discriminator is the average 
of the true values of all patches. It understands the details of an image by learning to 
identify patches, rather than the entire image.

Figure  4 shows an image–image transition model structure wherein the source 
image is converted to the same style as the target image. For example, if a black-
and-white photograph becomes the source image and a color photograph becomes 
the target image, learning progresses, and inserting a black-and-white photograph 
converts it into a color photograph. Similarly, general landscape paintings can be 
converted into Van Gogh paintings.

There are three main types of GANs currently in use: GAN, cGAN, and image-
to-image translation. These models are compared using a human face image. Image 
generation and translation models using GANs have advanced significantly and 
many studies on the generation of nonexistent fake faces are in progress. Boundary 
equilibrium generative adversarial networks (BEGAN) [38] and style-based genera-
tor architecture for generative adversarial networks (StyleGAN) [39], which show 
satisfactory performance in face generation models, have been presented. However, 
these face generation models are GAN structures based on random noise vectors as 
inputs. The facial images generated by these face-generating models are high-quality 
images that cannot be compared to those of real people. However, the disadvantage 
of face generation models that use random noise vectors as input is that they can-
not generate the desired face angles and shapes because the input values are noisy. 
Because this study aims to generate a nonexistent face while maintaining the angle 
and shape of a human face in a real image, pre- and post-processing is required to 
apply the above method.

There are two main image-to-image translation models: Pix2Pix [36] and Cycle-
GAN [40]. In face generation and image-to-image translation, paired and nonpaired 
datasets are required to train the two models. However, it is difficult to construct a 

Fig. 4  Structure of the image–image translation model
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human face image. As image-to-image translation tends to retain its original shape, 
it produces the same image as the input image.

Figure  5 shows a representative GAN-based face generation and transforma-
tion model. (a) Presents faces generated using the original GAN. (a) Generates 
a fake face image similar to the real image by reflecting the distribution of the 
training image through the GAN from the random noise vector. Therefore, the 
angles and shape of the face cannot be generated as desired and the face is gener-
ated randomly. (b) Shows the conditional GAN (cGAN) [34], which is a method 
of applying a specific condition to the basic GAN. Conditions can also take many 
forms besides the vectors. In (b), a fake face is outputted by learning the sunglass 
label as a condition. Accordingly, faces wearing sunglasses are generated. How-
ever, because (b) also generates a face by inputting a random noise vector and 
condition, the angles and shape of the face cannot be generated as desired and a 
conditional random face is generated. (c) Presents an image-to-image translation 

Fig. 5  Comparison of GAN-based face generation models
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model that takes a real facial image as the input and translates the style of the 
image. With regard to the input face, the output preserves the face shape and 
angles, as well as the impression, so that the face does not change. (a) And (b) 
generate nonexistent fake faces. However, because the angles and shape of the 
face are randomly generated, this is unsuitable for the generation of a fake face 
that maintains the angle and shape of the real face. The shape and angles of the 
real face are maintained in (c). However, because face information is maintained 
without change, it is not suitable for this study because the target face information 
cannot be de-identified. Therefore, as shown in Fig. 6, we propose a landmark-
based (L)-GAN that generates a fake face by sufficiently altering the image to 
ensure privacy while maintaining the angles and shape of the original face.

Our method is based on the structure of image translation and it is used as 
a condition for the L-GAN model by detecting and extracting facial landmarks 
[41] that can determine the angles and shape of the face from the real face image. 
Unlike the one-dimensional conditional vector of the existing cGAN, the basic 
structure of the face (position and direction of the eyes, nose, mouth, etc.) is con-
ditional using two-dimensional spatial characteristics. Then, for the formation of 
a fake face, random noise images and facial landmark images were concatenated 
and input into the L-GAN. As shown in Fig.  6, it is possible to generate faces 
with altered appearances while maintaining the basic facial structure of the land-
mark image. This method is different from the deepfake [42] techniques. Deep-
fake is a facial image synthesis technology that uses a GAN to synthesize the face 
of another person onto the human face in the original image. The method pro-
posed in this study aims to generate fake faces by de-identifying facial informa-
tion based on landmarks rather than real human faces. In this paper, we propose a 
facial L-GAN model to effectively de-identify facial information.

Fig. 6  L-GAN concept diagram
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3  System design and implementation

The fake face generation system using the facial landmark image proposed in this 
study consists of two steps. Figure 7 shows a conceptual diagram of the proposed 
system. The real face image is input into the facial landmark detector to detect 
human facial landmarks and the coordinates are extracted to visualize the land-
mark coordinates as a blank image of the same size as the input. Subsequently, the 
facial landmark image and real face image are input into the L-GAN model and it is 
trained to generate a fake face.

3.1  Facial landmark detection and extraction

Facial landmarks [41] are also known as facial feature points. Facial feature point 
detection tracks facial features and is primarily used for face alignment [43]. This 
technology predicts the locations of facial landmark feature points by extracting and 
learning features from numerous faces. Facial features, including the jaw line, eyes, 
nose, eyebrows, and chin are the subjects of the analysis.

Facial landmarks include the eyes, nose, mouth, eyebrows, and chin, which deter-
mine the appearance of a person’s face. Facial landmarks are useful because they 
are key features of many facial analysis methods and algorithms. Examples of facial 
landmarks include face recognition, face alignment, facial expression recognition, 
face deformation, drowsiness detection, eye-blink detection, and head angle esti-
mation. Facial landmarks localize feature points representing the unique locations 
of facial components such as eyes, nose, mouth, eyebrows, mouth, and jawline, as 
shown in Fig. 8. The facial landmark detection process detects faces in images and 
the feature points of the face within the detected area. Face recognition uses Dlib 
[44], which can be utilized by applying various machine learning algorithms. In 
Dlib, the histogram of oriented gradients (HOG) [45] function can be utilized for 
face detection or a trained CNN can be applied. In addition to face detection, it can 
be used to detect a wide variety of objects. Next, a landmark feature point of the 
face is detected within the detected facial region. Facial feature points are detected 
through a facial landmark detector included in Dlib. The facial landmark detector 
extracts features from numerous faces and learns to predict the location of feature 
points. Face detection is performed before facial landmark detection. After detecting 
a face, it is easier to identify components within the facial area (Table 1).

Fig. 7  Overall system structure
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As shown in Fig. 9, the facial landmark algorithm collected 68 coordinates from 
the facial image. If the landmarks of the face are detected accurately, it is possi-
ble to estimate the rotation angle of the head and the shape and basic structure of 
the face. In addition, the facial landmark detection comprises detection of features 
representing the components of the face and the basic structures and angles of the 
eyes, mouth, and nose are used as conditions for maintaining the shape of the face 
image generated through the L-GAN. That is, it maintains the shape and angle of the 
original image using the landmark. In the existing cGAN, the condition was a one-
dimensional vector; however, in this study, a two-dimensional matrix representing 
the spatial features of the face was adopted.

In this study, OpenCV [46] and Dlib were used for facial landmark detection and 
extraction, and the facial landmarks were extracted, as shown in Fig. 10.

When a face image is inputted, face detection is performed after converting the 
image to grayscale to suppress noise. Face detection is performed because it is easier 

Fig. 8  Sixty-eight facial landmark coordinates visualization

Table 1  Facial elements with 
specific coordinates

Face components Landmark 
coordinates

Jawline 1–17
Right eyebrow 18–22
Left eyebrow 23–27
Nose 28–36
Right eye 37–42
Left eye 43–48
Mouth outline 49–61
Mouth inner 62–68
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to find components in the face after finding the detected face region. The facial fea-
ture points are then detected and predicted using a pretrained AI system. Finally, 
only landmark coordinates of the detected face are extracted. The landmark coor-
dinates are expressed in a blank image of the same size as the input image, as a 
two-dimensional matrix, and are visualized. That is, the condition of the L-GAN is 
composed of an image with two-dimensional spatial characteristics, unlike the one-
dimensional condition vector of the existing cGAN, and contains information such 
as the basic structure and angle of the face.

3.2  L‑GAN model

In this study, we propose the L-GAN model for effective de-identification of facial 
information. We describe the L-GAN model that generates an image of a face while 
maintaining the angle and shape of the faces contained within the previously pro-
cessed data. Figure 11 shows the structure of the L-GAN model.

The preprocessed face landmark image and the real face image are each com-
posed of pairs that are input into the L-GAN. A random noise image (z) and condi-
tional face landmark image (L) are input into the generator to generate a new image. 
The discriminator receives the real image (Y), image generated by the generator 
(G(L, z)), and conditional image (L).

Fig. 9  Facial landmark example

Fig. 10  Facial landmark detection and extraction process
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Then, it determines whether the G(L, z) image is real or fake. In this process, 
the discriminator makes a decision by considering the conditional image, which 
is effective in generating an image based on a landmark. Through this process, 
the image relationship is learned; thus, an image that is similar to the real image 
can be generated from the conditional image. In addition, because G(L, z) is 
generated from L and z, the basic structure and angle (based on the landmark) 
are maintained to generate a face with an altered appearance.

Equation (3) is the objective function of the L-GAN. The objective function 
of the L-GAN is learned by solving the min–max problem using V(D, G). In the 
first term, D(y|l) is a discriminant that outputs a value between 0 and 1, which 
implies that the probability of receiving the condition and real data is true. 
D(y|l) outputs a value close to 1 if the data are true, and close to 0 if the data are 
fake. The discriminator D(G(z|l)) of the second term has a value close to 1 when 
the data G(z|l) generated by generator G is indistinguishable from the real data. 
It has a value close to 0 if it is determined to be fake. D is a learning process to 
maximize V(D, G) that forces the discriminator to classify data as either real or 
fake. Minimizing V(D, G) means that the first term is omitted because it is unre-
lated to G; thus, the second term must be minimized. For the second term to be 
minimal, D(G(z|l)) must be close to 1. This means that the generator is trained 
such that the discriminator can generate a fake image that is perfect enough to 
classify the fake image as a real image. Therefore, learning the discriminator in 
the direction of maximizing V(D,G), and learning the generator in the direction 
of minimizing V(D,G), is the min–max problem learning method.

(3)
min
G

max
D

V(D,G) =Ey,l

[
logD(y|l)

]

+ Ez,l

[
log (1 − D(G(z|l)))

]
.

Fig. 11  L-GAN model structure
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3.2.1  Generator and discriminator model

Because the input is essentially an image in the generator model, the model has 
an encoder–decoder structure. However, in the basic encoder–decoder, dimen-
sions are first reduced and then expanded. Accordingly, the features of the image 
received by the encoder are expressed as a compressed vector and the decoder 
generates a result of the desired size; however, the features of the input image are 
largely lost in this process. Therefore, in this study, we use a U-Net structure that 
can transmit detailed information of the input image to the decoder by adding a 
symmetric skip connection to the encoder–decoder to maintain the face landmark 
information. In addition, using a skip connection has the advantage of solving the 
vanishing gradient problem during the backpropagation process. Figure 12 shows 
the encoder–decoder and U-Net structures. The discriminator applies the Patch-
GAN structure. The traditional GAN discriminator looks at the entire image to 
identify real and fake patches, whereas PatchGAN divides the image into areas of 
N × N size to determine whether each patch is real or fake. This approach is supe-
rior because there are fewer parameters to consider and is consequently faster.

Fig. 12  Encoder–decoder and U-Net architecture
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4  Experiment and analysis

4.1  Datasets

In this study, we trained a model and tested its performance using the CelebA data-
set [47]. CelebA contains data released through International Conference on Com-
puter Vision (ICCV) in 2015 and is the most commonly used dataset for face gen-
eration using GAN. It consists of approximately 230,000 celebrity face images. 
Forty binary labels were used for each face. Information about characteristics such 
as youthfulness, masculinity, hair color, hairstyle, and jewelry was tagged. However, 
this study did not use binary labels for these features or images alone. The training 
and test sets consisted of 190,000 and 12,000 pieces, respectively. Figure 13 shows 
some images from the CelebA dataset.

The dataset for the system training proposed in this study must contain pairs 
of facial landmark images and real images. Therefore, a training dataset was con-
structed by applying the facial landmark detection and extraction method to the Cel-
ebA dataset. As shown in Fig. 14, the landmark image of the face and the real image 
were paired and used as input data for the L-GAN model.

4.2  Training

In this study, the L-GAN model was trained by applying a U-net structure [48] 
generator and a PatchGAN structure discriminator. To avoid representing the same 

Fig. 13  CelebA dataset examples
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distribution as the training data, both the random noise image and landmark image 
were input into the generator. A paired training set was used to train the model. The 
model parameter values were trained by applying 200 epochs, batch size of 64, and 
learning rate of 0.0002.

The server hardware and software environment in which the model training 
was performed. High-performance hardware is required for GAN learning, and in 
this paper, three GPUs (RTX 3080) and AMD Ryzen 2950 × CPU, were used for 
learning.

Figure 15 shows an image generated during the learning process. First, the image 
generated during third epoch maintains the facial landmark feature point input as a 

Fig. 14  Example of the training dataset configuration

Fig. 15  Images generated during L-GAN training
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condition and it can be confirmed that the face is generated according to the corre-
sponding feature. In epoch 150, a fake face image is generated while maintaining the 
basic structure and angle of the landmark.

5  Results and analysis

The method proposed in this study extracts facial landmarks that can determine 
the basic structure and angle of a face from a real face image. Through the L-GAN 
model, we aimed to generate a nonexistent fake face that de-identifies facial infor-
mation with the basic structure and angle of the real face.

To evaluate the performance of the proposed method, the number of feature 
points of facial landmarks was compared, and 36, 68, and 106 feature points were 
extracted, verified, and compared, respectively. Figure  16 shows a comparison of 
the generated images according to the number of facial landmarks. A total of 36 
facial landmark feature points were detected and extracted for the jawline, eyebrows, 
and nose, providing sufficient information to determine the shape and angle of the 
face. However, if these 36 landmarks are used as a condition in the L-GAN and a 
fake face is generated, there is no information about the eyes, mouth, etc.; thus, the 
generated face image is unnatural and poorly expressed. All basic facial structures 
including the jawline, eyes, nose, mouth, and eyebrows, were detected from 68 land-
mark feature points. Similarly, 68 landmark feature points were generated by de-
identifying the information on the basic structure and face angle. Finally, 164 land-
mark feature points were expressed in detail by collecting additional feature points. 
As a result, there was a disadvantage in that the generated face appeared the same as 
in the real image, and the goal of de-identification was not achieved.

Next, the images generated for the encoder–decoder and U-Net structures, which 
are the generator structures, were compared. When landmarks are extracted from 
real facial images and trained with a generator, the generated image loses some 
information of the basic structure of the face and becomes blurry. However, learn-
ing and experimenting with the generator of the U-Net structure can ensure that the 
basic structure and the angle of the face are well expressed and clear (Fig. 17).

Fig. 16  Comparison of generated images based on the number of landmarks
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The dataset used in L-GAN was applied to the other models. The dataset con-
sisted of landmark images extracted from real images and experiments were per-
formed on the CycleGAN and Pix2Pix models. Figure 18 shows a comparison of 
the models applied to the dataset used in this study. The CycleGAN model is pri-
marily used for style translation. In addition, learning was arbitrarily performed in 
the real and landmark image domains by applying the dataset in pairs. The result of 
CycleGAN is that the basic structure and angle of the face based on the landmark 
are not maintained, and the face cannot be generated properly. Pix2Pix is a model 
that is primarily used for image conversion and only landmark images, given as 
experimental conditions, are input into it. As a result, the basic structure and angle 
of the face based on the landmarks were lost. Furthermore, because no arbitrary 
image was input, a face similar in appearance to the original image was created and 
blurred. The last image was generated by the L-GAN proposed in this study. The 
basic structure and angle of the face were maintained to generate faces with different 
appearances.

As shown in Fig. 19, faces with various impressions and appearances are gener-
ated by de-identifying face information, while maintaining the basic structure and 
angle of the face according to landmark conditions.

Figure 20 shows the results of the images generated according to various land-
mark angles. New faces were generated according to the angle and shape of the 
faces expressed in the landmark.

Fig. 17  Comparison of generated images for generator structures
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An experiment was conducted on the detection rate, which is an important func-
tion that the face de-identification method should have. We want the detector to have 
a high detection rate for new faces generated by the trained L-GAN system. We 
compared it with traditional de-identification methods.

Pixelation is a method of clustering pixels in a face region in a color space and 
then replacing the clusters with an average value. We set the cluster to 8 × 8 and 
16 × 16 and proceeded with the experiment. Blur conducted an experiment by apply-
ing the method proposed by Ryoo et  al. [22] by downsampling the face region to 
a low resolution and then upsampling again. When downsampling the face region 

Fig. 18  Comparison of image generation results of multiple models with facial landmark dataset applied

Fig. 19  L-GAN face image generation result
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to a low resolution, the experiment was conducted with 7 × 7 and 19 × 19 settings. 
A mask is a method of erasing by masking the entire face. We masked the face by 
filling the entire area with black. Figure  21 shows various face de-identification 
methods. From left to right, the actual image, pixelization (4 × 4, 8 × 8), blur (7 × 7, 
19 × 19), mask, and the face image generated by our method are in order.

We evaluated the above traditional de-identification method and the detection 
accuracy of de-identified faces with our method. The face detector was evaluated 
using the classical method Dlib [44] and the deep learning-based Dual Shot Face 
Detector (DSFD) [49] model. To evaluate the performance of the detectors, we use 
the percentage of detected faces. Table 2 shows the face detection accuracy of the 
existing de-identification method and our method. In Table 2, the face recognition 
rates of de-identified images generated by L-GAN are shown in bold. In de-identi-
fied images generated by L-GAN, face detection rates were 97.6% in Dlib and 97.2% 
in DSFD. The blurring method has a low detection rate and cannot detect faces at all 
in pixelated and masked images.

Since L-GAN generates a face based on the facial landmarks in the original 
image, the structure and shape of the original face are the same. Therefore, there 

Fig. 20  Image results generated according to landmark angle

Fig. 21  Comparison with traditional de-identification methods
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is a feature that the facial expression of the face is also preserved. We compared 
the face generation results with DeepPrivacy, which is a representative method 
for de-identification. Figure 22 shows the results of DeepPrivacy and our model. 
The first column is the original face image. The second column is the face gen-
erated by DeepPrivacy and the third column is the result of the L-GAN. Faces 
generated by DeepPrivacy differ slightly from the actual face structure and shape. 
And you can see that the facial expression is different from the original face. On 
the other hand, it can be confirmed that the image generated by the L-GAN has 
the same structure, shape, and facial expression of the face as the original image 
and has been de-identified.

An experiment was conducted to check whether the face generated through 
L-GAN was de-identified. Figure  23 shows the results of identifying an indi-
vidual using a face recognizer on the generated face image. Testing was per-
formed using four IDs. In the case of an actual image, an individual’s ID is rec-
ognized and in the case of a generated image, it is detected as ‘unknown.’ Here, 

Table 2  Results of detection 
accuracy of de-identified faces

Models Dlib DSFD

Original 99.5 99.8
Pixelization (8 × 8) 2.2 2.5
Pixelization (16 × 16) 0.2 0.1
Blur (7 × 7) 90.2 39.3
Blur (19 × 19) 54.1 0.2
Mask 0.0 0.0
Ours 97.6 97.2

Fig. 22  Comparison of our 
method with DeepPrivacy
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‘unknown’ is a case in which the softmax result value of all recognized IDs is less 
than 0.6. Therefore, it was confirmed that the face generated through L-GAN was 
de-identified.

6  Conclusion

In this paper, we proposed an L-GAN model that generates fake faces by de-iden-
tifying real face information while maintaining the basic structure and angle of 
real faces in images. The existing face generation GAN model generates a face by 
receiving an arbitrary noise vector; thus, it is difficult to generate the desired face 
angle and shape. The method proposed in this study detects, extracts, and visual-
izes facial landmarks to maintain the basic structure and angle of a real human face. 
Unlike the one-dimensional condition vector of the existing cGAN, a nonexistent 
fake face of a different shape is generated while maintaining the basic structure and 
angle of the face under the landmark image condition with two-dimensional spatial 
characteristics.

In this study, the number of feature points (36, 68, and 106) of facial landmarks 
was compared to evaluate the performance of the proposed method. Tests and com-
parisons were performed after learning according to the number of each feature 
point and the best performance was obtained when the number of facial landmark 
feature points was 68. The structure of the L-GAN generator was compared with 
the encoder–decoder structure, which is the basic structure, and the U-Net structure 
was proposed herein. In the encoder–decoder structure, the detailed information of 

Fig. 23  Results of identifying an individual using real and generated faces
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the input image is often lost. Conversely, if the U-Net structure is applied, detailed 
information of the input image can be transmitted to the decoder through the skip 
connection; thus, the face is generated without the loss of feature points of the face 
landmark. Finally, the training dataset presented in this study was applied to other 
models and compared. The training results for CycleGAN and Pix2Pix were com-
pared with the method proposed in this paper. The proposed method substantially 
maintained the basic facial structure and angle and created a de-identified nonexist-
ent fake face.

The method proposed in this study is dependent on training data. In particular, 
it relies heavily on real face images. However, in this study, both the face and back-
ground were included in the real face image. The background is not clean because it 
is significantly influenced by the model when generating the face image. Therefore, 
good performance can be expected from future research if the area of the face is seg-
mented and configured as training data, without including the background.
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