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Abstract
Currently, constant innovations in service-oriented architectures lead to extending 
the Cloud services with promising solutions such as Fog computing. As the Cloud-
Fog environment still remains in its infancy stage, several issues remain among the 
considerable challenges to be handled. One of the key issues in a Cloud-Fog envi-
ronment is the scheduling of business processes tasks, i. e. selecting the suitable 
Cloud-Fog resources to support the execution of the business processes tasks while 
considering budget and temporal constraints. Indeed, these constraints are generally 
contradictory. Indeed, the use of cheaper resources increases the execution time and 
vice versa. Furthermore, minimizing the energy consumption is among the promi-
nent considerations when dealing with Cloud-Fog environment. Hence, finding 
out the trade-off set of optimal solutions is required considering minimizing cost, 
time and energy consumption. To address such an issue, we propose, in this paper, 
a Multi-Objectives Particle Swarm Optimization (MOPSO) algorithm based on a 
non-dominance sort to handle the scheduling problem of time-aware business pro-
cesses with many conflicting objective functions. Our algorithm aims to optimize 
three conflicting objectives namely, the makespan (total execution time), the mon-
etary cost and the energy consumption while taking into account budget and tempo-
ral constraints of the business process. The output of our MOPSO algorithm repre-
sents a set of Pareto optimal solutions from which the user can select the best one. 
The elaborated experimentation illustrates the good performance of the proposed 
algorithm.
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1 Introduction

During the last decade, Cloud computing technology has witnessed an exponen-
tial interest and an explosion of its popularity regarding the various kind of ser-
vices it offers [1–3]. This expansion is motivated by the ever-increasing use of 
the Internet of Things systems (IoT) that require access to the data storage from 
any geographical location with an internet connection [4, 5]. Despite the great 
number of Cloud benefits and advantages, the centralized nature of this paradigm 
leads to some shortages [6]. The large data volumes transmitted from IoT devices, 
whose number is will be forecast to more than 25.4 billion by 2030, cause net-
work congestion. Moreover, cloud data centers are physically distant away from 
data sources so that data transmission takes too long time to reach the Cloud. 
Consequently, the cost of Cloud resources consumption as well as the bandwidth 
use is getting more and more expensive. Meanwhile, recent applications have 
been exposed to real time constraints. Therefore, a computing paradigm conveni-
ent to tackle the issue of variety, rapidity, and volume of the data generated by 
IoT devices is needed.

The adoption of the Fog as an extension of the Cloud environment is among 
the proposed solutions. Fog computing is located basically between the Inter-
net of Things (IoT) devices and the Cloud servers. Furthermore, the Fog com-
puting is characterized by its distributed nature and it is constituted mainly by 
devices that are closer to the end users terminals [7]. More specifically, the Fog 
devices are supposed to handle a considerable amount of service request process-
ing steps such as data filtering and analysis before being transmitted to the Cloud 
resources. Fog computing has become a popular paradigm, which provides com-
puting resources for end-users’ applications [8]. It can solve several shortages of 
Cloud Computing based systems such as the poor support of the user’s mobility, 
unexpected delays and heavy communication [9].

Due to the different types of Cloud and Fog computing resources, efficient 
assignment of tasks to resources has become a major challenge. It is difficult to 
make an appropriate decision when mapping tasks to resource types consider-
ing multiple objectives that are often contradictory. This problem has become 
complex for business processes which impose dependencies and order constraints 
between tasks. In that respect, some works have focused on optimizing the times-
pan or resource consumption on Fog-Cloud systems. In some other papers, 
researchers have focused on finding a balance between resource cost or time span 
and energy consumption. In [10–15], authors have only considered the traditional 
objectives, such as resource cost and makespan (total execution time). However, 
to the best of our knowledge, previous works have not yet handled three objec-
tives at the same time under deadline and budget constraints. Also, few authors 
have paid attention to temporal constraints associated with tasks during schedul-
ing business processes [16, 17]. In our previous work [18], we have addressed the 
scheduling problem for timed-constrained business processes while taking into 
account only one objective (resource cost reduction). To do so, we have compared 
two algorithms based on two optimization methods: the exact method and the 
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meta-heuristic method. The first one adopts an exact optimization method which 
provides an optimal assignment of tasks to resources. However, the second solu-
tion is based on the meta-heuristic particle swarm optimization (PSO) which gen-
erates a good solution with no guarantee of optimality, but with the benefit of a 
shorter computation time. The main shortcoming of [18] is the consideration of 
only the resource cost issue. A scheduler that minimizes the resource of an appli-
cation can have a long makespan or may consume considerable energy which are 
very important metrics in Fog-Cloud computing [19, 20]. Indeed, Fog-computing 
devices are energy constrained, since they are mainly battery powered and cannot 
be connected to the main electric grid. This is the case of wide areas desert or 
polar marines where computation is needed to process data coming from sensors 
and drones [19].

Our contributions consist of the following : 

1. Using the multi-objective optimization approach to generate Pareto optimal solu-
tions for our scheduling problem. We propose a multi-objective Particle Swarm 
Optimization (MPSO) algorithm for time-aware business processes in Cloud-Fog 
environment based upon a non-dominance sorting procedure.

2. We consider two conflicting objectives (the makespan and the total resource cost), 
as well as the energy consumed by the scheduler.

3. The MPSO algorithm takes into account crucial parameters; the deadline, the 
budget and the duration constraints of tasks.

The simulation experiments show that our algorithm delivers better results in terms 
of computation time, cost and makespan trade-off as well as the respect of deadline 
and budget constraints.

The remainder of this paper is organized as follows: In Sect. 2, we show a moti-
vating scenario based on the collaboration between Cloud and Fog computing. 
Sect. 3 describes the assumptions considered on application and resource levels. In 
Sect. 4, we briefly introduce the approach of multi-objective optimization and PSO 
algorithm. In addition, we detail our proposed algorithm. In Sect. 5, we describe the 
experimental settings of our evaluation and we discuss the experimental results. A 
review of the related literature is presented in Sect. 6. Finally, the last section con-
cludes the paper and outlines some future works.

2  Motivation scenario

Nowadays, organisations embrace time-based competition as a strategy to gain 
competitive advantage in today’s economy. This strategy focuses on time manage-
ment, especially delivery lead time, to quickly respond to customers’ requirements. 
Respecting customers’ promised delivery time (i.e., process deadline) is crucial to 
attract more customers. Consequently, respecting all the orders on time (i.e., respect-
ing process deadlines) is harder given the increased number of customer orders, 
uncertainties in available resources and delivery processes, or other unpredictable 



8156 F. Fakhfakh et al.

1 3

events. Otherwise, organisations will assume the poor on-time delivery and will be 
charged with higher tardiness cost, and thereby the firm’s long-term competitive 
advantage is threatened.

In this work, we assume that controlling the execution of process tasks in Cloud 
and/or Fog will have significant effects on avoiding the late deliveries of processes 
(i.e, avoiding deadline violations).

For example, the online retailer service of Amazon is not only sensitive to the 
selling price, but also to the promised delivery lead time.

Indeed, it launched the Amazon’s Prime Air project,1 in which the firm revealed 
its somewhat audacious plan to make deliveries by drone. On December 7th, 2016, 
the firm announced the completion of the first Amazon Prime Air delivery, with a 
shipment lasting only 13 minutes from order to delivery.

When ordering goods that weigh less than 2.6kg, and being close to an Amazon 
depot, Amazon can offer the Prime Air drone delivery service. In this case, the pro-
cess needs to migrate some tasks from Cloud to Fog to respond to the drone real-
time needs, reaching thus the specified lead time.

To illustrate the features of the proposed approach, we introduce a toy process to 
exemplify the drone delivery process of Amazon. The process starts by collecting 
delivery instructions and starts the pick up process. It tracks the drone with sensing 
its position, receiving its current position, maintaining a logbook of drone flying/
delivery activities. Also, this process handles received information, sends instruc-
tions to avoid accidents or violations, and updates drone position. Finally, it notifies 
the customer about the product arrival. Each task of this time-aware business pro-
cess has a temporal duration constraint defined by the designer.

The combination of a huge network of warehouses, excellent transportation, and 
most importantly the use of information technology such as Cloud and Fog com-
puting, makes Amazon online retailer the most efficient compared to major com-
panies in the world. In the case of Amazon’s local distribution system, distribu-
tion tasks may benefit from both Cloud and Fog computing capabilities to ensure 

Table 1  Tasks of drone shipping business-process

Task Description

T1 Collect and verify delivery instructions
T2 Start pick process by robot-smart warehouse
T3 Sense drone position
T4 Receive current position and further information sent by drone
T5 Maintain a logbook of drone flying/delivery activities
T6 Process received information
T7 Send instructions to avoid accidents or violations
T8 Update drone position
T9 Notify the customer about product arrival

1 https:// www. engad get. com/ 2016/ 12/ 14/ amazon- compl etes- its- first- drone- power ed- deliv ery/.

https://www.engadget.com/2016/12/14/amazon-completes-its-first-drone-powered-delivery/


8157

1 3

Multi‑objective approach for scheduling time‑aware business…

rapid fulfillment to consumers. In this work, we consider M types of computa-
tional resources R ={R1 , R2,..., RM } which consist of Cloud and Fog resources. The 
description of the process tasks are presented in Table 1. Each task can be assigned 
to one of the available resource types. The mapping result can only be determined 
after applying our scheduling algorithm that will be introduced in Sect. 4.

3  Problem formulation

In this section, we introduce the main concepts and assumptions related to our appli-
cation, resources and scheduling model. Our goal is to assign the tasks of a time-
aware business process to Cloud and Fog resources in order to optimize three con-
flicting objectives while satisfying a set of constraints. Our Cloud-Fog computing 
system consists of three layers in a hierarchical network (see Fig. 1). The bottom 
layer includes IoT devices, which are used as users interface that transmit requests 
from users. The middle layer is formed by a set of Fog nodes with computing, stor-
age and network capabilities. The different Fog nodes receive the users’ requests, 
process them and transmit results to the upper layer (Cloud layer). The upper layer 
hosts a set of heterogeneous Cloud resources of a Cloud service provider.

3.1  Application model

A time-aware business process model is represented by a directed acyclic graph 
(DAG), denoted G = (T,E), where T = { T1 , T2,..., TN } is the task set and E is the 
edge set defining the precedence constraints between tasks (see Fig. 2). N denotes 
the number of tasks of the business process. The task Ti is identified by its index 
i. An edge ei,j = ( Ti , Tj ) ∈ E means that Tj cannot be executed until Ti is completed. 
As shown in Fig. 2, task T8 can only be executed when all of its predecessors ( T3 , T5 
and T7 ) have been executed. However, parallel tasks of the business process can be 
executed concurrently. For example, T2 , T4 and T6 are three concurrent tasks that can 
be executed at the same time. The task Ti without any predecessor is denoted Tstart 

Fig. 1  Cloud and Fog computing architecture
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and the task Tj without any successor is denoted Tend . Each edge ei,j has its weight 
value wi,j ( wi,j ∈ �+ ) which designates the amount of data that must be transferred 
from Ti to Tj . As our scheduling algorithm requires a single start and a single exit 
task, we always add two dummy tasks ( Tstart and Tend ) to the beginning and the end 
of the graph, respectively. These dummy tasks do not require any resource. They 
have zero execution time and they are connected with zero weight to the actual start 
and exit tasks.

In our work, each process has a deadline constraint (D) which is defined as 
the time constraint imposed by the user on a process. Deadline is defined as the 
time constraint during which all process tasks must complete their execution. The 
designer can specify whether this constraint is critical depending on the application. 
Also, we define temporal constraints associated with tasks to limit their execution 
time on the processing node. We notice, DCi the duration constraint of the task Ti . 
Table 2 provides a summary of the symbols used in this paper.

3.2  Resources model

The resources model can be expressed as a set of M computational resources R 
={R1 , R2,..., RM } which consists of Cloud and Fog resources. Let Rc and Rf  denote 
the set of Cloud resources and the set of Fog resources, respectively. Hence, R 
= Rc U Rf  . Each computational resource type Rt (t ∈ {1, 2, ...,M} ) is characterized 

Table 2  Descriptions of Symbols

Symbols Descriptions

G The directed acyclic graph
T The set of tasks in a business process
N The number of tasks of the business process
T i The task identified by its index i
E The edge set defining the precedence constraints between tasks
ei,j = ( Ti , Tj) The task Tj cannot be executed until Ti is completed
T
start

The beginning task of the graph
T
end

The end task of the graph
wi,j The weight value of the edge ei,j
DCi The duration constraint of the task Ti
D The deadline constraint of the business process

Fig. 2  An illustrative DAG T2

T1

T3

T4 T5 T8

T6 T7

T9
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by its price per unit of time denoted Ct . We assume that each resource can only 
execute one task at the same time. In addition, we adopt the hourly pricing model. 
Then, resources are purchased according to the number of usage hours.

• The total execution time of a business process consists of two parts: the exe-
cution time of tasks and the communication time. 

 (i) The execution time of the task Ti running either on a Cloud or Fog 
resource Rt is denoted as dt

i
 ( t ∈ {1..M} ). Ti must satisfy its duration 

constraint DCi . 

 (ii) The communication time between the two successive tasks Ti and Tj is 
defined as follows: 

where BW represents the bandwidth between the resources assigned 
respectively to Ti and Tj and ( wi,j ∈ �+ ) is the amount of communica-
tion data transferred between these two tasks. The resources in the Fog 
and Cloud layers are fully connected by a virtual network that connects 
the two layers over the Internet. The bandwidth between the two Fog 
resources Rfog

i
 and Rfog

j
 is marked by BWfog

ij
 . On the other hand, the 

bandwidth between the two Cloud resources Rcloud
i

 and Rcloud
j

 is marked 
by BWcloud

ij
 . Finally, the bandwidth between a Fog resource Rfog

i
 and a 

Cloud resource Rcloud
j

 is marked by BWinter
ij

 . It is noted that the super-
script indicators in the names of variables are used to distinguish 
between the variables appropriate to each layer.

• The Start Execution Time ( SETi ) and the Finish Execution Time ( FETi ) of the 
task Ti running on the resource Rt are defined by the Eqs. (3) and (4). 

 We assume that the start execution time of the first task Tstart is equal to zero. 
Otherwise, it represents the maximum of the sum of the finish execution time of 
all the preceding tasks Tj of Ti , the execution time (duration) of Ti and the com-
munication time between Tj and Ti . The finish execution time of a task Ti is com-
puted as the sum of its start execution time and its execution time. 

• The execution cost of the task Ti running on the resource Rt is denoted as Ct
i
 . It 

is defined as the product of the number of the required hours to execute Ti on 
Rt ( Nbh

t

i
 ) by the unit price of Rt ( Ct ). 

(1)dt
i
≤ DCi

(2)CTij =
wi,j

BW

(3)SETi =

{
0 if Ti = Tstart
max{FETj + dt

i
+ CTji}, (Tj, Ti) ∈ E otherwise

(4)FETi = SETi + dt
i
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3.3  Scheduling model

This work aims to find a schedule to execute a time-aware business process on 
Cloud and Fog computing resources such that the overall makespan, execution cost 
and consumed energy are minimized while respecting a set of constraints. In what 
follows, we explain the objectives and the constraints of our scheduling model.

3.3.1  Makespan

The first objective Obj1 is to reduce the makespan in such a manner that each task 
is executed before its duration constraint and the process completes its execution 
before the deadline D.

The makespan is defined as the maximum of the finish execution time of all business 
process tasks as follows:

3.3.2  Execution cost

The total cost of resources required to run a process is the sum of resource costs 
of all the tasks. The objective Obj2 is to execute a process with least amount of 
money so that the total resource cost does not exceed the specified user budget. The 
user budget represents the financial cost specified by the user to execute its business 
process.

3.3.3  Energy consumption

We estimate the energy consumed by a business process based on its power con-
sumption and its execution time on the resource. The power consumption is divided 
into dynamic and static components. According to [14, 21], the dynamic power 

(5)Ct
i
= Nbht

i
× Ct

(6)Obj1 = Min(makespan)

(7)makespan ≤ D

(8)makespan = Max(FETi), i ∈ {1, ..,N}

(9)Obj2 = Min

(
N∑

i=1

(Ct
i
)

)

(10)
N∑

i=1

(Ct
i
) ≤ B
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( Pdynamic ) is the dominant and expensive component of energy while the static power 
( Pstatic ), consumed by the different resources when the system does not execute any 
workload, has relatively smaller value.

In our model, the power consumption is represented as:

 To execute the tasks of a business process in an energy efficient manner, we have 
adopted Dynamic Voltage Frequency Scaling (DVFS). In this case, the dynamic 
power is computed as [22]:

where A is the number of switches per clock cycle, C is the total capacitance load, V 
is the supply voltage and f is the frequency.

The power consumed by the task Ti on the resource Rt is calculated as :

Vi , fi are the voltage supply and frequency of the processor on which task Ti is 
executed.

The energy consumed during the execution of a task Ti on the resource Rt is cal-
culated as [22]:

 where Vi is the supply voltage of the resource Rt (processor) on which task Ti is 
executed and dt

i
 is the execution time of task Ti on the resource Rt.

The energy consumed by executing business process tasks over available 
resources is given by:

The objective Obj3 is to execute a business process with minimum energy; this 
can be achieved by reducing the sum of energy consumed by the process tasks as 
follows:

4  Scheduling time‑aware business process tasks

In this section, we present an overview on multi-objective combinatorial optimiza-
tion and the Particle Swarm Optimization algorithm. After that, we detail our pro-
posed algorithm to solve the multi-objective problem of scheduling time-aware busi-
ness processes in a Cloud-Fog environment.

(11)P = Pdynamic + Pstatic

(12)Pdynamic = A × C × V2 × f

(13)P(Ti,Rt) = A × C × V2
i
× fi + Pstatic

(14)EC(Ti,Rt) = P(Ti,Rt) × dt
i

(15)Energy =

N∑

i=1

EC(Ti,Rt)

(16)Obj3 = Min(Energy)
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4.1  Multi‑objective optimization

The Multi-objective Optimization aims to simultaneously optimize multiple con-
flicting objectives by minimizing or maximizing them [23]. A Multi-objective Opti-
mization Problem (MOP) [24] with m decision variables and k objectives can be 
formally defined as follows:

where:

• f1(x), f2(x), ..., fk(x) are k different conflicting objectives
• X = (X1,X2, ...,Xm) is the search space of the problem.

In MOP, there is no single optimal solution since multiple conflicting objectives 
are implied. In fact, it is not possible to determine whether a solution is better than 
another. So, the concept of Pareto Dominance is adopted to compare the solutions. 
Some of the Pareto concepts [25] used in MOP are presented in what follows: 

Pareto dominance For two decision vectors x1 and x2 , dominance (denoted by ≺ ) 
is defined as follows: The decision vector x1 is said to dominate x2 if and only if, 
x1 is as good as x2 for all the objectives and x1 is strictly superior to x2 in at least 
one objective.

Pareto optimal set The Pareto optimal set Ps is the set of all Pareto optimal deci-
sion vectors. It is defined as: where the decision vector, x1 , is said to be Pareto 
optimal when it is not dominated by any other decision vectors, x2 , in the set.

Pareto optimal front The Pareto optimal front Pf  is defined as the image of the 
Pareto optimal set in the objective space.

4.2  Particle swarm optimization

PSO is a swarm-based intelligence algorithm [26] derived from the behavior of 
animals such as a flock of birds looking for a source of food. The main idea 
of PSO consists in searching an optimization solution by sharing information 
between the members of a group which is commonly called “population”. PSO 
begins with a set of potential solutions which are initialized randomly. Each 

(17)Min(f (x)) = Min(f1(x), f2(x), ..., fk(x))

(18)x1 ≻ x2 ⇔ ∀fi(x1) ≤ fi(x2) ∧ ∃jfj(x1) < fj(x2)

(19)Ps = {x1 ∈ X, |∄x2 ∈ X, x2 ≺ x1}

(20)Pf = {f (x) = (f1(x), ..., fn(x))|x ∈ Ps}
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solution, called particle, has two parameters that are position and velocity. The 
position of a particle Pi is affected by its optimal position denoted as pbest and 
the best position of the whole population denoted as gbest. The performance of 
a particle X is evaluated based on the value of its fitness function F(X) which is 
specific to the studied problem. At an iteration k of the algorithm, the position 
and the velocity of a particle are updated according to the following equations:

Updating Position Vector

where xik and xik+1 indicate respectively the current position of a particle Pi at 
the iteration k and k+1. 

Updating Velocity Vector

where c1 and c2 designate the acceleration factors, r1 and r2 are two random 
numbers within [0, 1] and w represents the inertia weight. pbesti is the best posi-
tion of the particle Pi and gbest represents the position of the best particle in a 
population.

The choice of PSO algorithm, in our work, is justified by its fast convergence 
and its fewer parameters to tune [27]. It has no overlapping and mutation cal-
culation like genetic algorithms. In addition, at each iteration, only the most 
optimistic particle can transmit information onto the other particles. Further-
more, PSO has obtained a great success in dealing with the scheduling problems 
[28–30].

In order to provide a mapping solution of all process tasks to the appropri-
ate resource types, we represent a particle as a process and its resources. The 
dimension of a particle is defined as the number of the process tasks. The range 
in which a particle can be positioned is determined by the indexes of the avail-
able resource types. Table 3 shows an example of a mapping between the tasks 
of our motivating example and the resource types (We consider 6 resource types 
R ={R1 , R2,..., R6}). Thus, the corresponding particle can be seen in Table  4. 
The value of this particle in each dimension represents the index of the resource 
type.

(21)xi
k+1 = xi

k + vi
k+1

(22)vi
k+1 = w × vi

k + c1 × r1 × (pbesti − xi
k) + c2 × r2 × (gbest − xi

k)

Table 3  Mapping between tasks 
and resources types Task T1 T2 T3 T4 T5 T6 T7 T8 T9

Resource type R3 R1 R2 R1 R3 R4 R4 R2 R5

Table 4  The particle corresponding to the business process

3 1 2 1 3 4 4 2 5
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4.3  Proposed algorithm

In order to solve the multi-objective problem of scheduling time-aware business 
processes, we have proposed a Multi-Objective Particle Swarm Optimization 
(MOPSO) algorithm. The latter is based on a dominance sorting procedure. Our 
scheduling problem is based on a fitness function F(X) which consists of three 
objectives.

where obj1, obj2 and obj3 are the objective functions already defined in Eqs. (4), (5) 
and (13).

In such a method, the weights Ws  (0 ≤ Ws  ≤ 1) of objectives are dynamic weights 
which are iteratively adjusted by the algorithm. They usually decrease from a large 
value (e.g., 0.9) in the beginning to a small value (e.g., 0.1) in the final iteration to 
control the exploration of possible solutions.

During each iteration of the algorithm, a schedule solution of a particle may be 
unfeasible due to the constraints violation. There are two types of constraints: the 
temporal constraints that impose temporal behavior of tasks and the deadline of 
business process, and a budget constraint. A particle solution is considered as fea-
sible if it satisfies all these constraints. Otherwise, it is called unfeasible. Thus, the 
idea is to give a penalty to the fitness values of unfeasible solutions of particles. 
So, the fitness values of unfeasible solutions will be reduced compared to those of 
feasible solutions. This process can reinforce the presence of the feasible solutions. 
Equation (24) shows the definition of our fitness function.

where:

• vi(X) = 1 if the task Ti ( i ∈ {1, ..,N} ) of the particle X does not satisfy its dura-
tion constraint, otherwise, it takes 0.

• DC i(X): is the duration constraint of the task Ti in the particle X
• di(X) : is the duration of the task Ti in the particle X
• vD(X) = 1 if the particle X does not satisfy its deadline constraint, otherwise, it 

takes 0.
• vB(X) = 1 if the particle X does not satisfy its budget constraint, otherwise, it 

takes 0.
• makespan(X) is the total execution time of the particle X
• cost(X) is the financial cost of the resources used for the particle X
• D and B represent, respectively, the deadline and budget constraints of the busi-

ness process

(23)F(X) = W1 × obj1 +W2 × obj2 +W3 × obj3

(24)

Fitness(X) =

{
F(X) × 0.5 + 0.5 if there is no constraints violation

F(X) × 0.5 + 0.1 × P(X) otherwise.

(25)P(X) =

N∑

i=1

DCi(X) × vi(X)

di(X)
+

D × vD(X)

makespan(X)
+

B × vB(X)

cost(X)
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In order to determine the penalty function (equation 25), we have relied on some 
existing papers in the literature [31, 32]. Each part of this function takes into account 
a constraint. More specifically, we consider three constraints that we transform to 
penalties. The first part of this function is intended for the duration constraint of 
each task. The second part deals with the deadline constraint of the business pro-
cess. Finally, the third part deals with the budget constraint of the resources cost. 
In our proposed algorithm, the more a particle violates the defined constraints, the 
more it is penalized.

The details of our scheduling algorithm are described in Algorithm 1. 

Algorithm 1 starts by initializing the iteration number to 0 (line 3). In addition, it 
sets the particle dimension equal to the number of process tasks and it initializes the 
particles by randomly assigning the tasks to the resource types (line 4). After that, 
the values of the fitness functions are computed (line 5).

During each iteration of the algorithm, the particles stored in the archive are 
sorted in an ascending order according to the value of the total fitness function 
Fitness (line 9). Also, their corresponding pbest are updated (line 11). Then, new 
velocity and position of each particle are computed (line 13) and the position of the 
best particle gbest is determined (line 15).

The archive content is updated in every iteration (line 18). Once the maximum 
iteration number is reached, the archive containing the Pareto optimal solutions is 
returned accordingly (line 21).
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In order to convert the particle’s position into a schedule, we introduce the pseudo 
code of Algorithm 2. This algorithm takes a set of inputs:

• T: is the set of business process tasks
• R: is the set of available resources
• P: is a particle which represents a mapping of tasks to resources
• d[T× R]: is a matrix in which the rows represent the tasks and the columns rep-

resent the available resources. It contains the execution time of all tasks on the 
different resources R.

• CT[T× T] : is a matrix which contains the communication time between tasks.

The computaion of the start execution time values of business process tasks is based 
on Eq. 3, which assumes that the first task Tstart begins its execution at t = 0 (line 3). 
After that, a task Ti can start running as soon as their predecessors (parents) tasks 
complete their execution and the output data is transferred (line 6). 

5  Evaluation

In this section, we describe the experimental settings of our time-aware business 
processes, resources and algorithms. After that, we present the simulation experi-
ments2 that we have conducted to evaluate the efficiency of the proposed algorithms.

5.1  Experimental setup

The different experiments were performed on a laptop that has 64-bit Intel Core, 2.6 
GHz CPU, 8 Go of RAM and Windows 7 as OS. The experimental results are based 
on a dataset that consists of a set of randomly generated business processes with 
different sizes, this will be presented in next subsection. Concerning the tasks of 
business processes, we generated a set of data randomly. The size of data transferred 
from a task to another is ranging from 200 to 1600 MB.

2 The datasets used during the current study are available from the corresponding author on reasonable 
request.
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For implementing our algorithm based on PSO, the population size (number of 
particles) is set as 50 and the dimension of each particle is equal to the number of 
process tasks. We define the acceleration factors c1 = c2 = 2 and the inertia value 
w = 0.5 (These parameters are already explained in Sect. 4.2). The number of itera-
tions needed for the convergence depends on the number of tasks of the used busi-
ness process.

In order to determine the operation levels for DVFS, we have relied on the work 
of Yassa et al. [33] which considers that each resource Ri ∈ R is DVFS-enabled. In 
other words, it can operate on various voltage scaling levels (i.e., at different clock 
frequencies). For each resource Ri ∈ R , a set of voltage-scaling levels is randomly 
and uniformly distributed among the three sets of voltage-scaling levels shown in 
Table 5. After determining the number of voltage levels supported by the different 
resources, relative speed and frequency of the resources are determined. We assume 
that resources consume energy during the periods of inactivity. In other words, when 
a resource is idle, it is assumed that the lowest voltage is supplied [34]. For comput-
ing the energy of created schedule, we use Equation (15) as detailed in Sect. 3.

In order to evaluate the performance of our algorithm, we generate the values of 
the Budget B and the Deadline D constraints as follows:

where MinB is the minimum cost obtained by mapping each task to the cheapest 
resource, MaxB is the maximum cost obtained conversely and k1 is a budget ratio in 
ranging from 0 to 1.

where MinD and MaxD represent respectively the minimum and maximum makespan 
obtained by mapping time-aware business process tasks to resources. k2 is a dead-
line ratio ranging from 0 to 1.

5.2  Experimental results

This section shows simulation results and analysis of our proposed algorithm. To 
measure the efficiency of our algorithm, we compare its results with two other exist-
ing algorithms called Non-dominated Sort Genetic Algorithm (NSGA-II) [35] and 
SPEA2 (Strength Pareto Evolutionary Algorithm) [36], which are adapted and sim-
ulated to handle the multi-objective scheduling problem for time-constrained pro-
cesses in a Cloud-Fog environment. In each experiment, we execute each scenario 
100 times while using different sizes of data and we report the average value of 
these executions.

5.2.1  Evaluation of the computation time

In this experiment, we report the execution time required to schedule time-aware 
business process tasks to resources using the three mentioned algorithms. We pre-
sent our evaluation in the case of two scenarios: increasing the number of tasks and 

(26)BudgetB = MinB + k1 × (MaxB −MinB)

(27)DeadlineD = MinD + k2 × (MaxD −MinD)
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that of resource types. The results are depicted respectively in Fig. 3 and Fig. 4. We 
notice that, when the number of tasks and resources types are small, the computation 
time is very low using NSGAII and our algorithm, comparing it with the computa-
tion time of SPEA2 algorithm. However, when the number of tasks and resource 
types become considerable, our algorithm is the most efficient one. Indeed, the 
additional computation time of NSGAII algorithm and SPEA2 algorithm exceeds 
respectively 15% and 30% compared to the computation time of our algorithm. As 
can be seen from Fig. 3, the best improvement rate of computation time can be more 
than 25% compared to SPEA2 and more than 14% compared to NSGAII. In addi-
tion, we notice from Fig.  4 that the improvement rate of computation time while 

0

2

4

6

8

10

12

14

0 20 40 60 80 100

)s(
e

mit
noitatup

mo
C

Number of tasks

SPEA2 NSGAII Our algorithm

Fig. 3  Evaluation of the computation time while increasing the number of tasks

0

2

4

6

8

10

12

0 5 10 15

)s(
e

mit
n

oitat
u

p
m

o
C

Number of resource types

SPEA2 NSGAII Our algorithm

Fig. 4  Evaluation of the computation time while increasing the number of resource types



8170 F. Fakhfakh et al.

1 3

increasing the number of resource types reaches 25% compared to SPEA2 and 11% 
compared to NSGAII.

5.2.2  Evaluation of non‑dominated solutions

Figures  5,  6 and  7 show the comparison between the non-dominated solutions of 
our algorithm and the two well-known multi-objective algorithms namely the Non 
dominated Sorting Genetic Algorithm II (NSGA II) and the Strength Pareto Evolu-
tionary Algorithm (SPEA2). These figures represent a subset of the identified pareto 
front solutions related respectively to the cost/time, energy/time and energy/cost 
objectives. The illustrated results are obtained after applying the three algorithms on 
a business process composed of 80 tasks.
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As illustrated in these figures, the pareto front solutions identified after apply-
ing our algorithm have better results i.e. minimum values of business process 
execution’s cost, time and energy consumption.

5.2.3  Evaluation of time and budget constraints

To evaluate our algorithm in terms of meeting the user-defined constraints, we 
show in Table 6 the percentage of business processes which meet their budget 
and time when executed using the three algorithms. Here, we can see that our 
algorithm not only achieves less makespan in in terms of low cost as compared 
with SPEA2 and NSGAII algorithms, but it also satisfies the user-defined con-
straints. When scheduled using our algorithm, 91% of business processes were 
executed within the time constraints and 88% met the specified budget. As can 
be seen from Table  6, the improvement rate in terms of respecting constraints 
reaches about 5.5% compared to NSGAII algorithm and 11% compared to 
SPEA2 algorithm. This shows that our proposed algorithm outperforms the two 
competitive algorithms in terms of the studied metrics.
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Table 6  Percentage of business processes meeting the user-defined constraints

Within time con-
straints

Out of time con-
straints

Within budget Out of budget

Our algorithm 91% 9% 88% 12%
NSGAII 86% 12% 82% 18%
SPEA2 80% 20% 77% 23%
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6  Related work

Many research studies have dealt with the problem of resource allocation for busi-
ness processes as it is a challenging and an up-to-date issue [17, 37–41]. However, 
only few works have addressed this problem in an environment based on the col-
laboration between Cloud and Fog computing.

In [12], the authors proposed an algorithm aiming to optimize the financial cost 
of Cloud and Fog resources while taking into account the network condition. In 
addition, a task reassignment strategy which refines the output of the proposed algo-
rithm is presented to satisfy the deadline of the business process.

The approach proposed in [11] introduced a dynamic scheduling heuristic for 
multiple real-time IoT processes. This heuristic attempts to schedule the tasks which 
need high computation and low communication requirements in the Cloud. Yet, the 
communication intensive tasks which need low computational demands are sched-
uled in the Fog. During scheduling, the possible gaps of Cloud and Fog resources 
are used to reduce the financial cost and satisfy the user-defined deadline.

The main objective of the scheduling algorithm proposed by Xu et al. [10] is to 
seek a tradeoff between execution time and resource cost of a business process in a 
Cloud-Fog environment. To do so, they used PSO algorithm to solve the mapping 
solution between tasks and resources. However, the authors do not take into account 
any time constraint to limit the execution duration of the process.

Ding et al. [42] introduced a strategy for scheduling multiple business processes 
using Fog and Cloud based environment. The goal of this strategy is to reduce the 
financial cost of resources taking into account the deadline constraint of each pro-
cess. To do so, the authors used PSO and Min-Min algorithms.

The higher the diversity of Cloud resources, attention must be paid to optimiza-
tion problems as multi-objective ones. Different researches have been carried out to 
respond to this trend [43–47].

These researches have taken into consideration the optimization of many attrib-
utes that can be classified into functional and non-functional ones. Functional 
attributes deal with the specific function of the system (i.e., what it is supposed to 
accomplish), mainly including inputs, behavior and outputs. In addition to func-
tional attributes, it is important to cope with the optimization of non-functional 
ones (i.e.,how it accomplishes a given functionality) such as cost, reliability, and 
performance.

In [43], the authors designed a new systematic method for tasks placement in 
the Cloud that considers both task completion time and security requirements. This 
work proposed a heuristic algorithm that reduces the overall security threat, risk, 
while maintaining a reasonable completion time in a heterogeneous Cloud environ-
ment. The objective function of this work deals with non-functional properties as 
computation time and data transmission cost, while guaranteeing data security.

Fard et  al. [44] proposed a generic multi-objective optimization framework 
to evaluate the list scheduling heuristic in distributed computing infrastruc-
tures. This approach uses Pareto optimality to generate the best scheduling strat-
egy over four scheduling objectives (i.e. financial cost, execution time, energy 
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consumption and reliability). User-specified constraints on objectives are used to 
approximate the optimal solution by maximizing and minimizing the distance to 
users’ constraints for dominant solutions. The authors consider non-functional 
properties such as availability and performance.

Rehman et al. [45] proposed a new Multi-Objective Genetic Algorithm for the 
scheduling of scientific workflows in Cloud environments. This approach aimed 
at minimizing non-functional properties such as the energy consumption and the 
makespan under deadline and budget constraints.

Recently, to solve multi-objective workflow scheduling problems in the Cloud, 
some hybrid algorithms have been proposed. Anwar and Deng [46] proposed a 
hybrid metaheuristic based algorithm to optimize multi-objective scheduling of 
scientific workflows in a Cloud computing environment. This work aimed to to 
minimize non-functional properties such as makespan, execution cost, and inef-
ficient utilization of the VMs by predicting the earliest finish time (PEFT) and 
symbiotic organisms search (SOS) algorithms.

In [48], the authors presented a comprehensive analysis of the most recent 
known autonomous and elastic resource management approaches in the Cloud. 
They examined the existing elastic and autonomous resource management strate-
gies in terms of their goals, functions, and procedures. Furthermore, they pro-
vided a taxonomy, with an emphasis on elastic and autonomous techniques. The 
paper also briefly discussed the open research difficulties and resource manage-
ment future trajectory in Cloud computing.

The authors in [13] investigated two semi-greedy based algorithms to solve 
the IoT tasks scheduling problem in fog environment. The proposed formulation 
aimed to minimize the total consumed energy of fog nodes, under task execution 
delay constraints. These methods were shown to achieve good results in terms of 
total deadline violation time. However, the proposed model did not consider the 
resource failure problem in Fog nodes. The resource allocation at the Fog and 
the Cloud was formulated in [14] as a multi-objective optimization problem aim-
ing at providing a tradeoff between energy consumption and task execution delay. 
The first step takes into consideration the different requirements of edge tasks by 
allocating low latency tasks to the Cloud. The second step reduced the number of 
unused time slots between the two scheduled tasks.

The concept of Volunteer Computing System (VCS) was studied by Hoseiny 
et al. [49]. Fog and Cloud node voluntarily share their extra available resources, 
where a broker manages request processing, resource monitoring and task sched-
uling. The authors proposed two heuristics where the objective is to minimize 
computation, communication, and delay violation costs. The energy consumption 
is not considered.

In [50], the authors proposed two schedulers to decide where applications 
should be executed on Fog or Cloud nodes. Their solution used integer linear 
programming to handle distinct jobs scheduling in cloud or fog resources con-
sidering different resources such as processing capacity, memory capacity, and 
available storage capacity. They used random and round robin methods in their 
research to provide numerical results.
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In [51], the authors tackled the potential of Fog for scheduling workflows with 
hard time constraints. Furthermore, they offered a new approach called Multi-
objective Workflow Offloading (MOWO), a new Pareto-based technique for tasks 
offloading in Fog. MOWO takes into account three optimization goals: reliability, 
response time, and financial cost. The proposed scheduler was tested on many 
real-world applications with severe latency constraints (i.e., biomedical, meteoro-
logical, and astronomical workflows). This work did not consider the objectives 
related to Cloud provider, such as energy usage and cost.

In [47], the authors proposed using multi-objective optimization approach 
to generate Pareto optimal solutions for scientific workflow scheduling in IaaS 
Clouds. They proposed a multi-objective hybrid particle swarm optimization 
(HPSO) algorithm based upon non-dominance sorting procedure to optimize 
non-functional properties such as cost and makespan depending on the user’s 
preference.

Though there has been some research on resource allocation for business pro-
cesses in a Cloud-Fog environment, to the best of our knowledge, no previous 
work has considered the duration constraints of tasks. Furthermore, we notice 
that the existing multi-objective algorithms are only suitable for the Cloud and/or 
grid model. Very few works have been done done to solve a multi-objective pro-
cess scheduling problem in a Fog environment without paying attention to Cloud 
resources and temporal constraints of business processes. Unlike the work presented 
above, this paper proposes a multiple objectives particle swarm optimization algo-
rithm based on a non-dominance sort to handle the scheduling problem of business 
processes with many conflicting objective functions.

7  Conclusion and future work

In this paper, we proposed a new algorithm for scheduling time-aware business pro-
cesses in a Cloud-Fog environment. Our algorithm simultaneously optimizes three 
conflicting objectives namely, the makespan, cost and energy under deadline and 
budget constraints. It is based on the meta-heuristic PSO and it produces a set of 
non-dominated solutions. In addition, it uses the DVFS technique to reduce energy 
consumption. The efficiency of our algorithm is demonstrated through comparing it 
with two competitive algorithms.

In this work, we have considered on demand instances offered by the Amazon 
Cloud. However, it is interesting to extend our approach to take into account other 
pricing strategies such as reserved and spot instances. Furthermore, we intend in the 
future to extend our approach with the notion of configurable business processes.
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