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Abstract
Generative adversarial networks are gaining importance in problems such as image 
conversion, cross-domain translation and fast styling. However, the training of these 
networks remains unclear because it often results in unexpected behavior caused by 
non-convergence, model collapse or overly long training, causing the training task to 
have to be supervised by the user and vary with each dataset. To increase the speed 
of training in Pix2Pix (image-to-image translation) networks, this work incorporates 
multi-GPU training using mixed precision, along with optimizations in the GPU 
image input process. In addition, in order to make the training unsupervised and to 
terminate it when the best transformations are performed, an early stopping method 
using the peak signal noise ratio (PSNR) metric is proposed.

Keywords Generative adversarial networks · Pix2Pix · Multi-GPU · Mixed 
precision · Early stopping

1 Introduction

Currently, smart homes are gaining popularity especially due to the benefits they 
bring to the elderly, dependent or people with some kind of disease [1]. The aim 
is to create a smart environment in which the user can be monitored so that he or 
she can live independently or as safely as possible [2]. Previously, binary sensors 
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were used due to their low invasiveness [3], in addition to some multimodal sen-
sors such as smartwatches and location sensors [4]. However, to increase the level 
of monitoring of such users, cameras are incorporated in the visible spectrum, 
which thanks to algorithms and machine and deep learning techniques [5], allow 
us to delimit with enough certainty the activity that the user is performing and 
therefore to detect emergency situations such as falls [6]. The use of these types 
of cameras can be compromised in terms of privacy, so the use of thermal cam-
eras [7] has been proposed as an alternative. These thermal cameras allow us to 
obtain thermal images both at night and during the day, so that by using deep 
learning techniques, applications such as person recognition and identification, 
fall detection and activity recognition, can be developed.

Generative adversarial networks (GANs) [8] are a type of neural network in 
which two models are trained together on a zero-sum problem. In them, a net-
work (generator) generates images from noise in order to fool the discriminator 
(another network), which has to determine if the received image is real or pro-
duced by the generator. Within these neural networks are conditional generative 
adversarial networks (cGANs) [9] (see Fig. 1), whose difference is that the user 
provides an input to the system and the outcome of this system is dependent on 
that input. These neural networks have been used in image super-resolution tasks 
[10], photograph inpainting [11], video prediction [12] and text-to-image trans-
lation [13]. Another application within this type of neural network is domain-
to-domain translation [14]. Specifically, in Pix2Pix [15], starting from paired 
images, an image is allowed to translate from one domain to another.

Thus, Pix2Pix has been used in other tasks such as [16] to transform images 
from the thermal domain provided by thermal cameras embedded in smart 
homes, to the visible domain, with the goal of obtaining visible images and that 
such images can be processed in smart environments to recognize activities, falls 
or identify people. Nevertheless, the training of such neural networks in the Pix-
2Pix solution is quite computationally expensive [17] as it involves the parallel 

Fig. 1  GANs classification
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training of two neural networks. Moreover, the user must decide based on his 
experience, when to stop training, so such training is supervised and subject to 
perceptual errors by the user.

In this work we try to improve the training of Pix2Pix, making the following 
contributions.

• A new early stopping method which calculates peak signal noise ratio (PSNR) 
on validation images is developed, letting the training be unsupervised, different 
from original paper.

• The impact of the batch size in training is studied as a bigger batch size lets the 
neural networks training accelerate.

• Incorporate mixed precision in the training, taking advantage of the Tensor 
Cores of NVIDIA Volta architectures. Speedup when using mixed precision is 
calculated in order to check the improvements carried out by this type of compu-
tation.

• The different loss functions are parameterized to be able to train in a multi-GPU 
system using TensorFlow.

In the remainder of this article, we provide further detailed descriptions of the pro-
posed approach. Section 2 reviews related works and the state of the art of similar 
approaches to improve of GAN training. Section 3 presents the proposed methodol-
ogy and optimizations carried out. Section 4 introduces the evaluation of the meth-
odology. Finally, in Sect. 5, conclusions and ongoing and future works are discussed.

2  Related works

As for the problem of transforming images from one domain to another, there are 
a variety of solutions. One of the first solutions is Pix2Pix [15]. In this, it learns 
to perform the transformation between domains from a pair of images, so it is a 
supervised transformation (the target image exists). In the same way, BicycleGAN 
[18] from paired images can generate not only the target image, but it allows us to 
generate a set of target images with variations between them (for example in land-
scapes, varying light, sky and clouds). However, it may be the case that the dataset 
available to perform the transformation from one domain to another does not contain 
paired images, but images from both domains unrelated. In this case, CycleGAN 
[19], making use of two generative networks and two discriminator networks, allows 
it to perform such transformation. To do so, it makes use of a loss function called 
Cycle Consistency Loss. To calculate this error, the system transforms an image X 
of domain A into an image Y of domain B. In addition, the other generator network 
transforms the image Y into an image X’ of domain A. This function compares the 
difference between X and X’ in order to check that both generators perform trans-
formations between domain A and B in both directions. The incorporation of this 
function makes it possible to learn to perform the transformation between domains 
in an unsupervised way since there are no target images. In addition, the training 
of this solution, as there are 4 neural networks instead of 2, is more expensive than 
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in Pix2Pix. Similar to CycleGAN, CyCADA [20] incorporates the cycle consist-
ency function. However, CyCADA pays more attention to pixel and feature level, 
improves the cycle consistency function and optimizes the transformation of syn-
thetic images into real images. Figure  1 shows the classification of the different 
GANs.

As discussed above, generative adversarial neural networks that perform image 
transformation tasks contain at least several neural networks, as well as several loss 
functions. This makes the training of these networks quite expensive. To reduce 
the training time, an evolutionary algorithm is proposed in [21] that stabilizes the 
weights in the first iterations to also avoid problems of collapse (the same output is 
always generated from the input image) and non-convergence (the transformation 
is never performed correctly). This method achieves faster convergence. However, 
this solution does not drastically improve the training speed of the system, since it 
does not exploit the hardware resources that mainly provide speed to the system. In 
[22] the authors train Lapras-GAN, an image super-resolution method that makes 
use of SSIM and L1 to obtain realistic images. To perform PyTorch training, several 
nodes with multiple GPUs are used, reducing the training time by up to 4 times. 
In VAE-GAN [23], TensorFlow is used to perform multi-GPU training. In short, 
the incorporation of multiple GPUs allows for a dramatic increase in training speed. 
However, the solutions mentioned above (Pix2Pix, CycleGAN, BicycleGAN) do not 
include multi-GPU training.

Thus, to take advantage of the speed in training, it is necessary to increase the 
size of the training batch. This parameter is very important in training, since a very 
large batch size makes the training faster, but may cause the model to overgeneral-
ize and not be able to transform image details. In several works, some strategies to 
vary the batch size depending on the epoch [24, 25] and network layer [26] in non-
generative adversarial networks are proposed.

However, the effects on the increase in the batch size in the GANs (neither on the 
Pix2Pix or CycleGAN) have not been previously studied. In these solutions, a batch 
size is established in the different papers, but increasing it is not suggested.

3  Methodology

3.1  Pix2Pix

In the original paper where Pix2Pix was introduced [15], a solution is obtained for 
image translation problems from one domain to another, and the proposed archi-
tecture is similar to Fig. 2 where the pair of images provided as input to the system 
consists of a thermal image (x) and its correspondence with an image in the vis-
ible spectrum of a person’s face (y). In addition, a neural network called generator, 
takes as input the thermal image and generates a visible image from it (x′). Subse-
quently, another discriminator neural network receives the visible image created by 
the generator and the input visible image, having to decide whether each of these 
images is true or false. Therefore, to train such neural networks, several loss func-
tions are defined. The first one is the adversarial loss, i.e., the degree to which the 
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discriminator network is wrong or not. The second is the L1 loss, which compares 
the error between the image made by the generator and the input visible image, so 
that the generating network generates transformations as similar as possible to the 
initial visible image.

However in this work, in order to improve the level of facial recognition of the 
images produced by the generator, new elements are added to the Pix2Pix solution 
(Fig. 3). The person included in the image is added at the input of the system (z). 
Subsequently, when the generator network produces the visible image, this image 
becomes the input of a new network called Face Recognizer Network. This net-
work is a pre-trained network on the visible images of the dataset whose objective 
is to recognize the person in the image (z′). Therefore, face recognition loss func-
tion (function number 3 in Fig. 3) is finally included which calculates the images in 
which the person has been correctly recognized. This loss is therefore incorporated 
in the generator network, generating as the system is trained images with the faces 
of the people better defined.

In general, this solution makes use of the Adam gradient optimization algorithm 
with a learning rate of 0.0002 and with the momentum parameters � 1 = 0.5, � 2 = 
0.999. In addition, the data batch size with which the training is performed is 1, fol-
lowing the original paper guidelines. By using several layers of Batch Normalization 
[27], when the batch size is 1, these layers have the behavior of Instance Normaliza-
tion [28] allowing a better transformation of the images between one domain and 

Fig. 2  Original Pix2Pix infrastructure

Fig. 3  Custom Pix2Pix infrastructure
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another since it removes image-specific contrast information, simplifying the trans-
formation process.

However, in the original approach batch sizes of 1 and 4 are used on different 
datasets, demonstrating that the use of Instance Normalization is not essential for 
these networks to work well. Thus, in the following sections several optimizations 
are performed on the original solution, obtaining better results even at higher speed.

3.2  Early stopping method

One of the problems of generative adversarial networks is about the end of train-
ing. Normally, training is performed until the resulting images, to the naked eye, 
are indistinguishable from the images in the dataset. If training continues for a 
large number of epochs, training becomes off-target and starts to result in unwanted 
images, so attention must be paid to this. However, to compare different configura-
tions in the system (different batch sizes, learning rates, number of layers of neural 
networks) it is necessary to know when each of the models has been fully trained in 
order to compare them with each other.

Therefore, to detect when the training has to finish, in normal neural networks, 
the evolution of the loss in the training images and in the validation images is ana-
lyzed. Thus, validation loss is observed on new images and at the point where this 
starts to rise, training stops. The idea was to apply a similar approach to our prob-
lem. However, in Pix2Pix, the generator loss does not measure the quality of the 
generated images, so this metric cannot be used to stop when generated images seem 
to be real.

Therefore, it is necessary to establish metrics that allow us to know the visual 
quality of the different images that are generated. In generative conditional adver-
sarial networks, the evaluation of the generated images is an active topic of discus-
sion [17] due to its complexity and different possibilities. In this work, in order to 
compare the images created by the model with respect to the ground truth images, 
mean squared error (MSE) [29], peak signal noise ratio (PSNR) [30] and structural 
similarity index measure (SSIM) [31] were analyzed.

Finally, PSNR metric results to be the most descriptive metric but contains some 
noisy data. The values in each of the epochs oscillate so it is difficult to determine 
at which point the best images are obtained and therefore, stop the training at that 
point.

For this reason, to clearly see the evolution of the PSNR metric, the smoothing 
of the data is firstly proposed. Thus, being i an epoch and N the total number of 
epochs, the PSNR value of i is calculated as the average of the i-50 values, so the 
first value is obtained at epoch 50. In this way, the highest PSNR value will be given 
by the previous 50 epochs, when the training is stable and avoids a minimum and 
also instabilities.

In Fig. 4, the evolution of the smoothed PSNR metric on a 3000 epochs execution 
can be seen. The highest value is reached at epoch 405 and though similar PSNR 
values may exist for further epochs, the corresponding images do not improve on 
images from earlier epochs. Therefore, the stopping criterion for the training is to 
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stop when the highest value is obtained and no improvement is found during the 50 
following epochs.

In Fig. 5, different transformations can be observed at different points of the train-
ing. As can be seen, the best image is obtained in epoch 405, being quite similar to 
the image of epoch 1620 but almost 1200 epochs before.

In brief, the stopping method calculates the moving average between epochs and 
stops when the value of the greatest PSNR value is found and no improvements are 
made after 50 epochs. The 50 epochs results to be a param called patience which has 
to be defined by the user. Therefore, the training becomes unsupervised and only 50 
more training epochs in this case are performed from the point at which the system 
is fully trained, saving training time.

3.3  Optimizations

Starting from the original Pix2Pix solution and the early stopping method defined 
in the previous section, this section includes different optimizations to the original 
solution in order to reduce the training time of the system. In this case, only 1 GPU 
is used for training.

3.3.1  Varying batch size and learning rate

In neural networks, one parameter that can drastically increase the training speed is 
the batch size. When the batch size of images is 1, in the processing of each image, 
an update of the neural network weights occurs, which can lead to an overfitting 

Fig. 4  Smoothed PSNR evolution in validation data

Fig. 5  Image transformation evolution in the 3000 epochs execution
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of the network. In case of increasing the number of images per batch, less model 
updates occur, but it generalizes better and increases the speed of training. However, 
there may come a point when increasing the batch size too much causes the network 
to undertrain.

In generative adversarial networks (GANs), the selection of hyperparameters is 
a task that requires domain knowledge and in most cases, it is a trial and error pro-
cess [32]. Therefore, there are no references where the impact of the most important 
hyperparameters such as batch size and learning rate [27] on this type of neural net-
works has been studied.

In this work, we define 9 configurations, with batch sizes that are powers of 2 
[33] (including the default configuration with batch of 1) and with a constant value 
of learning rate.

After analyzing the results with the different configurations (Table 1), PSNR val-
ues between 17 and 18 are obtained in the configurations with batch sizes that range 
between 4 and 256, allowing the acceleration of the training with respect to the ver-
sion with a batch of 1, which provide a value 10.71. It can be seen that the best con-
figuration is the one with a batch size of 64, reaching this value at epoch 385. These 
results differ from the original paper, where the batch size of 1 is used in a dataset of 
similar number of images.

Figure 6 shows the images corresponding to the epoch with the best PSNR value 
that are collected in Table 1.

In addition, in some works it is indicated that together with increasing the batch 
size to improve the training speed, it is necessary to increase the size of the learning 
rate [24] as well.

Thus, [34, 35] define that when the batch size is increased by k, it is necessary to 
increase the learning rate by 

√

k . On the other hand, in [25] it is stated that instead 
of multiplying the learning rate by 

√

k , it should be simply multiplied by k. In our 
work, both approaches have been followed to check which method is more suitable 
in our case.

Figure  7 shows the evolution of the PSNR metric in three configurations with 
a batch size of 4 with a different learning rate strategy in each. The configura-
tion Default has a static batch size, which is the one defined in [15]. In SQRT, the 

Table 1  Batch size comparison Batch Epoch Stop PSNR

1 131 10.71
2 251 9.89
4 264 17.22
8 224 17.39
16 265 17.52
32 225 17.69
64 385 17.80
128 476 17.57
256 950 17.38
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learning rate is multiplied by 
√

4 as defined in [34]. In Mult multiply, the learning 
rate by 4 as defined in [25].

In view of the results, the SQRT and Mult configurations increase the learning 
speed in the early epochs as the network weights change more strongly. However, 
they are too aggressive and deviate from the correct path in training later on.

Thus, the default configuration follows a progressive curve obtaining the best 
PSNR values, so it is concluded that in this case, it is not necessary to increase the 
learning rate when the batch size is increased.

3.3.2  Input pipeline

The GPU has a large number of cores that allows the image processing to be very 
fast because it can be performed in parallel between the different cores. The time 
it takes to process images on the GPU is much less than the time it takes to store 
the images and exchange the results between the CPU and GPU. For this reason, it 
is desirable to optimize the process of loading images and exchanging information 
between the CPU and GPU. This section includes several improvements to the Pix-
2Pix input process.

In the original solution, the CPU is in charge of obtaining all the images to be 
trained and performing their transformations (normalization, resizing) before 

Fig. 6  Generated images in the different configurations

Fig. 7  PSNR evolution with different learning rate strategies
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loading them on the GPU. These tasks are repeated each epoch, wasting CPU 
resources. Thus, the cache is incorporated so that, once the images are processed, 
they are stored and available at the next epoch.

In addition, once the system is ready to process a batch, the CPU must process 
the images and load them to the GPU, so during this time, the GPU is unused and 
wasting its services. Therefore, a preloading of the images to the GPU has been 
incorporated into the system, so that the GPU does not have to wait to receive the 
images from the CPU to start processing.

3.3.3  Mixed precision

Currently, some architectures such as NVIDIA Volta and Turing architectures incor-
porate Tensor Cores. These are multiprocessors that optimize data processing on the 
GPU. Tensor Cores also allow calculations to be performed using mixed precision 
instead of single precision, increasing the processing speed by up to 8x.

Therefore, to take advantage of the potential of Tensor Cores, mixed precision, 
supported by TensorFlow, has been included in our system. In this precision, the 
operations are performed in a half-precision way (16 bits) while the models are 
stored in full precision (32 bits). The incorporation of mixed precision in the train-
ing of the system is done in a straightforward way thanks to the libraries provided by 
TensorFlow. However, some aspects must be taken into account.

First, when using mixed precision, the model weights are still stored in 32 bits, 
so it is necessary to specify this data type in the model architecture when using 
TensorFlow.

Secondly, when making use of mixed precision, the calculation of the neural net-
work weights update gradients is done with values in 16 bits. Since sometimes such 
values are very small, it may be the case that they cannot be represented using only 
16 bits, so they become 0. Therefore, it is necessary to incorporate a scaling function 
that obtains a value from which the gradients are calculated. Once the gradients have 
been calculated with the scaling factor, this value is de-scaled and applied to the net-
work. In this way, overflow is prevented.

3.4  Multi‑GPU training

In the previous section, we developed the improvements that were implemented over 
the original Pix2Pix configuration. These improvements focus on the optimization 
of the learning process using a GPU. In this section, the aim is to adapt the system 
so that the processing is performed on several GPUs in parallel.

3.4.1  Parallelism strategy

Currently, there are several approaches to parallelize training using multiple GPUs. 
Firstly, there is model parallelization and secondly, data parallelization. In the first 
case, the model is divided among the different GPUs, so that the model is distrib-
uted, processing the batch in a sequential way. In the second case, the model is 
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copied to each GPU, and the batch is divided into mini batches of equal size that 
are distributed over the different GPUs. In this way, each GPU processes a differ-
ent batch, and before backpropagation of the data, a reduction of the values of each 
GPU is performed so that there is only one model which is duplicated in all GPUs.

In our case, the second approach Data parallelism is better suited to the problem 
since the models used are not very large and also because it is the approach currently 
incorporated in TensorFlow. Specifically, we make use of the MirroredStrategy class 
of TensorFlow.

3.4.2  Losses

To train neural networks, different loss functions are available. These functions work 
well when single GPU training is used, since no data distribution is performed to 
train the model. This section explains the loss functions used to train the model and 
details the modifications made to support multi-GPU training.

Adversarial loss: In the case of the Pix2Pix networks, the generator produces 
images from the source (thermal) images which are provided to the discriminator 
as well as the corresponding ground truth (visible) images in order to differentiate 
between the images created by the generator and the images in the dataset.

Thus, the discriminator has to know how to identify which images do not belong 
to the Ground Truth, so it should label the images produced by the generator as 0 
(false) and the ground truth images as 1 (true). In this case, the discriminator net-
work has output dimensions of 30 ×30, since it is a [36] PatchGAN.

In GANs, the output of the discriminator network is used to train both the gen-
erator and the discriminator. The loss function used is binary cross-entropy. This 
function provides the error between each discriminator network output value and its 
desired value (0 or 1 depending on each case).

Thus, natively, TensorFlow’s binary cross-entropy function calculates the dimen-
sions of the input and batch tensors and averages the probabilities of the output 
of the discriminator network. However, when making use of multiple GPUs, this 
aggregation cannot be performed automatically and it is necessary to do the aggre-
gation manually.

To do this, the documentation states that the values must be added and divided by 
the global batch size. However, it is not taken into account that the output is 30*30. 
Therefore, to obtain the average value of the loss, it must also be divided by the 
number of dimensions. This can be seen in Fig. 8, where the comparison between 
the single and 2 GPUs approach is shown.

L1 loss: In the case of the generator, the loss of the GAN network is obtained 
through the function described before, as in the case of the discriminator. How-
ever, another loss function is included taking into account the MSE. In this case, an 
aggregation of the mean square errors of each of the pixels is produced and divided 
by the number of GPUs being used. Once the batch has been processed, the L1 val-
ues are summed across the CPU automatically with Keras.

Face recognition loss: In our system, an auxiliary neural network is incorpo-
rated to perform a recognition of people in the images generated by the genera-
tor. In this way, it is intended to guide the generator so that the images it generates 
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are associated with the correct person in each case. For this purpose, a loss func-
tion is incorporated, which is applied on the auxiliary network of person recogni-
tion. In this case, instead of making use of binary cross-entropy, sparse categorical 
cross-entropy is used. The difference between them is that sparse categorical cross-
entropy calculates the loss when the number of output elements is greater than 1. In 
this case, the total number of people to be recognized is 12.

Thus, in the same way as with binary cross-entropy, in multi-GPU the aggrega-
tion and loss calculation cannot be performed automatically. Therefore, this function 
provides a loss value for each image, so in each GPU the sum of the errors of each 
image is added and divided by the batch size, as shown in Fig. 9.

4  Results

4.1  Infrastructure

The design and testing of the different neural networks have been carried out in the 
cluster of the University of Almería. In this cluster, a node with 2 NVIDIA TESLA 

Fig. 8  Adversarial loss

Fig. 9  Face recognition loss
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V10 GPUs was used. The operative system of the node is CentOS 8.2 (OpenHPC 
2), with DDR4 3200 MHz RAM, and using CUDA version 11.0.2 and TensorFlow 
version 2.4.1.

4.2  Experiments

Once the optimizations in the input data processing, the mixed precision and the 
incorporation of 2 GPUs have been made, different runs with different batch sizes 
have been performed in order to understand and visualize how much the system 
improves with each of the optimizations.

First, in Fig. 10 the improvement factor of the different optimizations is shown. 
These optimizations are: input (input pipeline optimization), MP (mixed precision 
optimization) and both (input and mixed precision optimization). Thus, each of the 
optimizations has been tested in a single and multi-GPU system. Thus, the improve-
ment factor is defined in Eq. 1. In this Equation, T

1
 is the time of the version without 

optimizations and T
opt

 is the time having the optimizations.

Regarding the input pipeline optimization, its speedup is almost negligible inde-
pendently of the batch size. However, the optimization of mixed precision implies an 
increase in the speedup when the batch size becomes bigger. Thus, when executing 
the system with input and mixed precision optimization, it can be seen that on both 
1 GPU and 2 GPUs, a value of 2 is obtained when having a batch size of 64, which 
means that these optimizations reduce the execution time by half on that batch size. 
In general, the optimizations are more noticeable the larger the batch size.

As for the runs making use of 1 GPU, the total time for the different batch sizes 
with the different configurations (default, with input pipeline optimization, with 
mixed precision and with both optimizations) is shown in Fig.  11. It can be seen 
that the default configuration of the Pix2Pix [15] job takes a total time of 177 sec-
onds each epoch. This time decreases as the batch size increases in each of the con-
figurations. On the other hand, upon reaching epoch 128, a runtime error occurs; 

(1)Improvement Factor = T
1
∕T

opt
.

Fig. 10  Improvement factor of the different optimizations
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the default configuration and input pipeline optimization cannot be completed due 
to a memory failure, i.e., the 128 images cannot be loaded into the GPU for pro-
cessing. However, the mixed accuracy causes the in-memory size of the model and 
computations to be reduced, allowing processing. As for the batch size of 256, only 
the configuration using mixed precision provides training. This figure shows that the 
maximum optimization occurs with a batch size of 64, reducing the epoch execution 
from 177 to 48 seconds.

As for the runs using 2 GPUs, Fig. 12 shows the same information as in Fig. 11. 
In this one, it can be seen that as before, the highest optimization occurs at the batch 
size of 64, reducing from 114s with a batch size of 2 to 25s with a batch size of 64. 
In the case of a batch size of 256, the default configuration cannot be executed due 
to a memory failure.

To compare the executions in sequential and parallel and see the acceleration of 
each of the optimizations introduced, speedup, which is defined in Eq. 2, is used. 
In this equation, T

1
 is the time of the initial sequential algorithm and Tp the parallel 

algorithm.

Finally, Fig. 13 shows the speedup between the optimized runs of 1 and 2 GPUs. As 
can be appreciated, there is a maximum of 1.92 in batch size 64, reaching almost 
2 which is the ideal speedup (halving the execution time by doubling the number 
of GPUs). In this case, the ideal speedup is not reached because part of the time is 
spent on the communication between the GPUs and the host CPU.

Finally, comparing the default configuration with 1 GPU, with the batch size of 1 
defined in [15] and the optimized version with batch size 64 on 2 GPUs, a speedup 

(2)Sp = T
1
∕Tp.

Fig. 11  Epoch training time using 1 GPU

Fig. 12  Epoch training time using 2 GPUs
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of 7.08 is obtained, so it can be said that the built-in optimizations together with the 
adaptation to multi-GPU allow to successfully optimize the problem in question.

5  Conclusions and future works

Currently, generative adversarial networks (GANs) are being used in a multitude 
of applications. Specifically, one use deals with the transformation of images from 
one domain to another. One solution is Pix2Pix, which performs this transformation 
from pairs of images. Such a system performs the two-domain image transformation 
satisfactorily, but the training of such a system is complicated as it is quite expensive 
in terms of computational complexity and is eminently supervised.

In our work, firstly, an early stopping system has been proposed in which the 
dataset is divided into a training and evaluation set. At the end of each epoch, the 
PSNR value of each of the validation images is calculated. Starting from epoch 50, 
the moving average of these values is performed, saving the model when the PSNR 
value is higher. If such value does not improve in 50 epochs, it is concluded that 
such model is fully trained. Therefore, such a stopping method allows us to estab-
lish the end of the system training and to be able to compare between different 
configurations.

Unlike the original work, in our work, the batch size that generates the best PSNR 
value is 64, using the original learning rate. In addition, tests are performed by 
changing the learning rate but no improvement is found. Thus, it is concluded that 
the batch size does not have to be 1 or 4, but depends on the size of the dataset and 
the type of problem.

On the other hand, we included the use of the cache to store the processed input 
images before sending them to the GPU, as well as a preload of these images in the 
GPU. This optimization provides a slight improvement in the speed (speedup is near 
1.05).

In addition, mixed precision has been incorporated to exploit the Tensor Cores 
present in the NVIDIA Volta architecture. By incorporating such precision, it has 
been necessary to update the models and implement loss scaling of these models in 
order to avoid overflow. After performing several experiments, a speedup near 2 is 
obtained.

Thus, combining both optimizations, a speedup of up to 2 is obtained with respect 
to the default configuration.

Fig. 13  Speedup
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On the other hand, multi-GPU processing has been incorporated following the 
data parallelism approach. To do so, it has been necessary to adapt the loss func-
tions of the system. By incorporating 2 GPUs, the speedup reaches a value of 
1.92 when having a batch size of 64.

Therefore, applying the optimizations of the input pipeline, mixed precision 
and multi-GPU, a speedup of 7.08 is obtained compared to the original paper 
configuration. Thus, all the optimizations that have been carried out allow con-
verting the training of the system into an unsupervised training, ensuring that it 
stops at the best epoch.

As future work, it is intended to incorporate a larger number of GPUs to 
increase the speed of the training and test how much the speedup is. In addition, 
the system will be adapted to a multi-machine system, each with a different num-
ber of GPUs.
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