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Abstract
In this paper, we focus on the problem of text field segmentation in identity documents. These
documents, characterized by their fixed layouts, present an opportunity to apply computation-
ally efficient template-based algorithms. We consider the Dynamic Squeezeboxes Packing
method and demonstrate its integration into document recognition systems, utilizing a single
sample per document type. We benchmark text field segmentation on the MIDV-2019 pub-
lic dataset using standard intersection-over-union and our custom intersection-over-template
metrics, while also measuring processing time. We demonstrate that Dynamic Squeeze-
boxes Packing maintains competitive quality compared to text in the wild methods (EAST,
CRAFT) and named-entity recognition method (LayoutLMv2). A significant advantage of
this method is its processing speed, averaging 9 ms per image on the x86_64 platform, which
is substantially faster than EAST (980 ms), CRAFT (2030 ms), and LayoutLMv2 (2210 ms).
The obtained results suggest that the considered method has strong potential as a method in
document image analysis, particularly for processing identity documents.
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1 Introduction

The importance of document recognition is increasing across various sectors, notably in
banking, booking, and public services. The demand for sophisticated solutions for efficient
and accurate information extraction is underscored by a plethora of recent studies [1–4].

The process of document recognition can benefit from a pre-existing knowledge about
the document’s layout and attribute features. Document structures exhibit a wide array of
variability and, for analytical purposes, can be categorized into three distinct types:

• Flexible forms, which adhere to changeable templates, encompassing documents like
questionnaires, notifications, declarations, and bank plastic cards, exemplified in Fig. 1.

Fig. 1 Flexible form
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• Rigid forms, characterized by standard template, include identity documents such as
passports, ID cards, driver’s licenses, etc. (see Fig. 2).

• Non-template documents, devoid of a standardized format, covering various types of
business correspondence, demonstrated in Fig. 3.

In this paper, our focus is directed towards identity documents, which are classified under
the category of rigid forms. These documents can be broadly classified into two types:
single-page and multi-page. However, multi-page ID documents can be efficiently processed
sequentially page by page. Consequently, our study primarily emphasizes the processing
methodologies applicable to single-page identity documents. We also consider the case of
only one document image available which corrensponds to scanner or single photo setup. To
provide a comprehensive understanding, we outline possible recognition pipeline.

1. Document detection: The initial stage of recognizing the document within an image,
involving document localization and dewarping (see example in Fig. 4a).

2. Document type identification: The subsequent step of classifying the document type,
such as ID cards, driver’s licenses, etc.

3. Zone segmentation: Segmenting the document into regions of interest, which we des-
ignate as zones, like text segments or photographs (see example in Fig. 4b).

4. Data extraction: Identifying key information within located zones, such as name in a
passport’s text zone (see example in Fig. 4c).

5. Information conversion: Converting obtained information into a user-defined format
(see example in Fig. 4d).

This study examines various approaches for identifying text fields within documents,
drawing from both neural networks and classical algorithms. While neural network-based

Fig. 2 Rigid form

123



Multimedia Tools and Applications

Fig. 3 Non-template document

methods offer flexibility, they face limitations due to the scarcity of public datasets for diverse
ID documents. Also, they do not utilize spatial information available for ID documents type.
Conversely, template-based methods can provide more computationally efficient and robust
solutions for practical applications. However, they face challenges in incorporating different
document templates, which can take considerable time and require human interaction. In
this paper, we consider template-matching approach to text field segmentation in identity
documents based on Dynamic Squeezeboxes Packing (DSP) [5] method.

Our contribution is as follows.

• We demonstrate a way to efficiently incorporate DSP into document recognition system
using only one sample per document type.

• We introduce a baseline for text field segmentation in identity documents onMIDV-2019
dataset [6] and demonstrate standard intersection-over-union (IoU), problem-specific
intersection-over-template (IoT) metrics to access segmentation quality and final text
recognition accuracy.

• We compare the mainstream text-in-the-wild EAST [7], CRAFT [8] methods, named-
entity recognition LayoutLMv2 [9] method and considered DSP-based approach.

• We also compare inference time on different computational platforms, specifically ARM
typical for edge devices and desktop x86_64 and show that DSP-based approach is by
about two orders of magnitude faster.
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(a) Document Detection (b) Zone Segmentation

(c) Data Extraction (d) Information conversion

Fig. 4 Sample images from document recognition pipeline

2 Related work

The area of data extraction from images encompasses multiple crucial steps, one of the most
vital being the segmentation of text fields within an image through bounding boxes, fol-
lowed by their conversion from image to text. Over the past two decades, text segmentation
algorithms have undergone significant evolution. The earliest methods employed basic mor-
phological operators [10, 11]. These techniques evolved with the incorporation of heuristic
rules [12]. Contemporary successors of these algorithms utilize predetermined knowledge
about the document’s layout and fields, commonly referred to as template-basedmethods [13,
14].

In this context, the Dynamic Squeezeboxes Packing method (DSP) [5] is a notable
template-based method. DSP significantly reduces computational complexity compared to
previous methods [15], lowering it from O(NW 2) to O(NW ), where N represents the num-
ber of text fields, and W the number of feasible locations for one field. This advancement
marks a substantial leap in computational efficiency.However, theDSPmethod lacks compar-
ative benchmarks against public datasets and its practical application in real-world scenarios,
such as document recognition systems. Furthermore, the accuracy assessments in [5] were
conducted post-OCR and limit the ability to gauge the direct impact of the template appli-
cation.

On the other hand, modern neural networks [16, 17] have emerged as highly accurate alter-
natives, especially for visually rich documents like identity cards. These methods leverage
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the abundant visual features present in such documents, with object detection and semantic
segmentation being the predominant techniques employed for field extraction [18, 19].

A remarkable development in this field is the EAST algorithm [7] – Efficient and Accurate
Scene Text Detector. This algorithm represents a significant departure from traditional multi-
stage OCR frameworks. Introduced in 2017, EAST employs a single neural network that is
adept at predicting text in various orientations and shapes within images. Authors focused
on optimizing loss functions and neural network architecture, thus establishing EAST as a
benchmark in text segmentation tasks.

Another notable advancement is the CRAFT algorithm [8] – Character Region Awareness
for TextDetection. CRAFT introduces an innovative dual-dataset strategy, utilizing character-
level annotations from synthetic images and estimated character-level ground truths from
real images. This approach significantly improves character recognition, especially in texts
exhibiting complex attributes like curvature and orientation variations. A key feature of
CRAFT is its novel representational technique, which has notably enhanced the precision of
text detection.

In contrast, methods based on Natural Language Processing [20, 21] transform documents
into 1D sequences of tokens and employ named entity recognition models to classify each
word. While effective for documents with simple layouts like books or articles, they are less
efficient for documents with complex visual structures, such as invoices and tax notices,
where structural and visual information are crucial for performance.

A recent and significant contribution to this field is the LayoutLMv2 [9]. This method
utilizes visual information in the training process, incorporating not just text embeddings of
each token, but also the relative positions of tokens and the corresponding image featuremaps.
Drawing inspiration from the BERT model [22], LayoutLMv2 was pre-trained on a scanned
document classification task to learn the interplay between text and layout information.
While LayoutLMv2 has extended its capabilities to sophisticated entity recognition, it faces
limitations in terms of the range of its pretrained models and computational efficiency, being
currently restricted to only four document types.

In summary, image text extraction advancements have progressed from basic morpho-
logical processing to modern neural network-based approaches like EAST and CRAFT
algorithms and current template-based approaches like DSP. These methods demonstrate
significant improvements in accuracy and efficiency, particularly for visually complex
documents. Additionally, approaches rooted in Natural Language Processing, such as Lay-
outLMv2, show promising results in incorporating both textual and visual information.

3 Proposed approach

3.1 Document model overview

Let us introduce a model of an identity document. We consider a distortion-free image
of a document, devoid of projective transformations and other alterations. The document
encompasses three primary types of elements, exemplified in Fig. 5a: background, static and
content elements.

Background elements which may include patterns or designs intrinsic to the docu-
ment. Background can contain complex features, for instance, the classic “guilloché” pattern
(yellow zone in Fig. 5b). It is commonly found in identity or registration documents, provid-
ing protection against forgery. At the same time, bank plastic cards often exhibit dynamic
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(a) (b)

Fig. 5 a) Identity document elements: static (red), personal data content (green) and parts of background
(yellow); b) “guilloché” pattern in the background (yellow). Images taken from MIDV-2019 [6]

backgrounds, which vary significantly from one series to another. These backgrounds, while
visually appealing, generally do not convey informational attributes and are primarily deco-
rative.

Static elements frequently appearing as textual segments within the document. These
often encompass headings and field labels, such as “name” or “address”, providing structural
context to the document. Other static elements in the document can include boundary lines
and checkboxes, which play a crucial role in defining the document’s structure.

Content elements comprising data fields that contain information that changes from doc-
ument to document. Such fields typically contain textual data; however, in some instances,
alternative forms like barcode fields are utilized. It is noteworthy that barcodes can occasion-
ally function as static elements, thus aiding in the classification of the document.

The arrangement and interplay of these elements define a document’s template.

3.2 Template parametrization

We introduce a key element in for our document templates: zones. Each zone corresponds
to a specific area of interest within the document, such as zones designated for photographs,
signatures, data, ID numbers, etc., as illustrated in Fig. 4b. In the context of text segmentation,
our focus is primarily on text zones. Each of these zones is conceptualized as a single-column
structure, which can be divided into lines with one or more text fields and text-free space
between them. We suppose that such image regions are provided by document detector.

Let us introduce a parametric document layout description. Each line within the document
is characterized by a set of parameters designed to specify its properties. These parameters
are:

• Height (h). This parameter represents the maximum potential height of a line, measured
in pixels. It sets the upper boundary for the line’s height.

• Delta height (�h). This parameter defines themaximum allowable reduction in the line’s
height from its maximum value, thereby establishing the possible height range for the
line as [h − �h, h].

• Type. We distinguish between two line types: ‘gap’, referring to areas devoid of content
fields with data, and ‘text’, indicating areas containing content fields.
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Furthermore, lines classified as ‘text’ type are structured through the combination of ‘field’
entities, which encode interleaving gaps and text areas. The left and the right entities must
always be gaps. All the fields have the following parameters:

• Width (w). This parameter specifies the maximum width that a field can span, measured
in pixels.

• Delta width (�w). This parameter determines the maximum reduction in the field’s
width from its maximum value, thus defining the possible width range as [w − �w,w].

• Type: ‘gap’ or ‘text’.

Text fields also have:

• Name. This parameter serves as an identifier for the field, facilitating its recognition and
processing.

• Is optional (is_optional). A boolean indicator specifying whether the presence of the
field is mandatory or optional.

These parameters define the structural and content-related aspects of lines and fields
within a document template. It is noteworthy to mention that a ‘text’ line may encompass
multiple ‘text’ fields, each of them surrounded by ‘gap’ fields. An example of these template
parameters and their practical application is depicted in Fig. 6. These templates are created
by human operators for each type of document, allowing for multiple templates for a single
document to enhance the representation of various scenarios within the document’s layout.

Fig. 6 Example of template parameters and their functions
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3.3 Template-based segmentation using DSP

The input of text field segmentation is dewarped greyscale document zone I (x, y) as shown
in Fig. 7a and a list of document templates Ti , i ∈ 1, . . . , K , where K is the number of
templates for current zone. Then, for each template Ti , we apply Dynamic Squeezeboxes
Packing method to processed zone image to gather exact text fields locations and we pick
the result with the highest score.

In this method, both the size and position of fields can vary within template limits, intro-
ducing adaptability for different document types. This adaptability is a key feature, as it
allows the algorithm to be fine-tuned for a variety of document formats, ensuring robust-
ness and versatility in text segmentation. DSP method expects that text in images has lower
brightness compared to the background, which is normally true for identity documents.

Before applying DSP algorithm, authors of [5] used a sequence of image processing
techniques, including morphological closing and opening, subtraction, and auto-contrast,
tailored to the dimensions of the document’s structural elements. This preprocessing aims
to increase intra-class variance and, to some degree, remove static elements while keeping
content fields. These operations are illustrated in Fig. 7b. Such an approach does not work
very well when the size of static elements is the same as the size of the content or when there
is a rich background. In these cases, one can use a simple neural network for preprocessing.
This stage can be performed only once, as it is the same for all zone templates.

The DSP method starts with determining the approximate locations of the text fields. All
the fields are considered as mandatory and having fixed heights and widths of h−4/5�h and
w−4/5�w, where h and w are the field sizes from the current template, and�h and�w are
their possible variations. Then a two-class segmentation task (text “fields” and background
“gaps”) is solved via maximization of an inter-class variance function [23] using dynamic
programming and coarse grid:

V = ω0ω1(μ0 − μ1)
2sign(μ0 − μ1) = ω0ω1(μ0 − μ1)|μ0 − μ1| −→ max, (1)

where ω0 and ω1 are fractions of the text and the background classes from all the image
pixels, μ0 and μ0 are mean intra-class brightness values. The result is shown in Fig. 8a. We
can see, that the field positions are determined correctly, but need some fine-tuning as well
as field sizes.

Finally, the field position and size adjustment is performed through a coordinate descent
method. This process continues until no significant improvement is observed, or a maximum
iteration limit is reached, culminating in the accurate extraction of text fields, as shown in
Fig. 8b. Obtained inter-class variance is used as a score for current template.

(a) Input zone image (b) Preprocessed input zone

Fig. 7 Image preprocessing
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(a) Dynamic programming output (b) Coordinate descent output

(c) Final result after rejector

Fig. 8 Example of template-based segmentation using DSP

3.4 Rejector for optional and empty fields

The DSP algorithm considered all the fields mandatory, but templates can include fields
marked as optional. So, after the DSP algorithm finishes, we move to the rejection phase
to remove absent optional fields. We compute a novel metric upon the bounding box of a
potential field and reject it if it is below the threshold:

μgap − μ f ield

μgap
< T , (2)

where μ f ield is the mean brightness inside the identified bounding box for a field, μgap is
the mean brightness for a gap area outside the field, and T is the rejection threshold. Figure 9
illustrates an example of the field and gap areas.

4 Experiments

4.1 Experimental setup

Weuse theMIDV-2019 dataset [6] to evaluate the quality of text field segmentation in identity
documents. Today, it is the most diverse publicly available dataset of identity document
images. It comprises 50 types of documents from various countries, each annotated with
bounding boxes for every data text field present in the document. It contains 6000 sample

Fig. 9 The green box represents the field, and the rest of the image is the gap
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images with different positions, rotations and complex backgrounds behind the documents.
Thus, MIDV-2019 perfectly suits our task because:

• it contains rigid-form documents and their distortion-free templates,
• and allows us to evaluate the quality of field segmentation using bounding boxes.

We consider four different methods:

• template-based DSP approach customly implemented in C++;
• text-in-the-wild EAST detector, pre-trained model implemented in PyTorch;1

• text-in-the-wild CFART detector, pre-trained model implemented in PyTorch;2

• named entity recognition-based LayoutLMv2, pre-trained model implemented in
PyTorch.3

To assess the quality of the algorithms, we employ two specific metrics. The first metric
is the standard measure for bounding boxes, known as Intersection over Union (IoU):

I oU = S(B ∩ Bgt )

S(B ∪ Bgt )
, (3)

where B is obtained bounding box for a field, Bgt is a bounding box for ground truth and
S(·) is an area of the input figure.

The second metric, tailored to the specific requirements of our task, is Intersection over
Template (IoT):

I oT = S(B ∩ Bgt )

S(Bgt )
(4)

The rationale behind IoT is that it is acceptable for bounding boxes to be larger than the
ground truth for effective text extraction (see example in Fig. 10). Ideally, the IoT value
should approach one, indicating precise bounding box placement, while maintaining an IoU
value greater than 0.5 for reliable detection.

4.2 Experimental evaluation

For the accurate assessment of processing time in real-world scenarios, our study encom-
passed two distinct types of computational devices: ARM Cortex A78AE with ARMv8
architecture, representing mobile and edge device architectures, and AMD Ryzen 7 1700
with x86_64, exemplifying a desktop platform.

Note that we evaluated text-in-the-wild methods under two distinct scenarios. The first
scenario involves applying these methods to full images. It corresponds better to real life;
however, in this approach, it is necessary to implement a filtering process to isolate text
segments that align with the ground truth template. So, it requires additional post-processing
steps to extract only the relevant information specific to each document type. Our experiment
considered detected text fields with IoU > 0.1 with the ground truth bounding boxes for
each field. This way, we determined that the text refers to a given field.

The second scenario focuses exclusively on the document data zone as DSP-based and
LayoutLMv2 methods. In practical applications, this approach is more direct, as it targets
specific areas of the document known to contain relevant information. However, there still

1 https://github.com/PaddlePaddle/PaddleOCR
2 https://github.com/JaidedAI/EasyOCR
3 https://github.com/huggingface/transformers
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Fig. 10 Example bounding box bigger then ground truth

should be some previous detection step to retrieve this zone. In our work, we used document
location and type from ground truth and extracted zones according to pre-defined coordinates
to eliminate detector and classifier errors. In practice, one can use, for example, a method
proposed in [24]. For EAST, CRAFT and LayoutLMv2 we also considered as presented only
fields with IoU > 0.1 with the ground truth.

The averaged results for images from theMIDV-2019 dataset are systematically presented
in Table 1. All the images were processed separately. An examination of the table reveals that
EAST and CRAFT on full images and LayoutLMv2 and DSP yield comparable outcomes
concerning mean IoU and IoT metrics. If we consider only zone part, EAST and CRAFT
have surpassed DSP method by quality metrics. However, the DSP method distinguishes
itself by offering a remarkably superior processing time, outperforming the other methods
by a factor of 100, even for the zone part of the image. In our analysis, we also evaluated
the accuracy of text obtained by the PaddleOCR. To estimate text recognition accuracy in a
unified manner, we extracted text fields from the document images using obtained bounding
boxes and recognized them using the default recognition algorithm from the PaddleOCR
framework.

The comparative analysis of zone image processing demonstrates that EAST and CRAFT
algorithms on zone images outperform LayoutLMv2 and DSP regarding recognition quality.

Table 1 Text field segmentation quality and time

Method mIoU mIoT Recognition Quality x86_64 ARMv8
(PaddleOCR) mean time, ms mean time, ms

EAST (full image) 0.56 0.59 34.07% 980 8840

EAST (zone) 0.62 0.71 46.17% 827 6690

CRAFT (full image) 0.48 0.62 33.11% 2038 5675

CRAFT (zone) 0.57 0.67 45.38% 2006 3967

LayoutLMv2 (zone) 0.35 0.61 19.83% 2211 2390

DSP (zone) 0.50 0.52 43.93% 9 12

The bold entries represent the best metrics and times in each column
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LayoutLMv2 often generates too big bounding boxes, so when these boxes are passed to
PaddleOCR, it captures additional text and gives an incorrect result. So, in its current form,
LayoutLMv2 is unsuitable for extracting information from identification documents of the
types considered. EAST and CRAFT launched on the full image showed noticeably worse
results than for the document zone. It means that detecting regions of interest in advance can
improve the results. The DSP method works significantly better than LayoutLMv2, EAST
(full image), and CRAFT (full image). However, its accuracy is slightly lower than that of
EAST and CRAFT launched on the document zone. However, while accepting a marginal
increase in error rates, the DSP method offers a computational speed that is approximately
100 times higher. This makes it an exceptionally advantageous tool for real-time document
recognition systems, where rapid data processing is of paramount importance.

5 Discussion and limitations

In this paper, we introduced a computationally efficient template-based approach for
document text segmentation using Dynamic Squeezeboxes Packing (DSP). Our method
demonstrates very fast inference and competitive accuracy. In contrast tomodern approaches,
our method does not utilize neural networks, instead, it is based on classical algorithms
like dynamic programming. However, it is important to acknowledge that the generation of
templates within this method necessitates manual intervention by a human operator, which
introduces a potential bottleneck in terms of scalability and segmentation accuracy.

Furthermore, our strategy of relying on a single sample for each document type presents
limitations in capturing the full spectrum of variability observed in real-world document
types. While document templates are based on static fields that tend to remain consistent
over time, identity documents can still vary depending on factors such as the issue year and
region.

As illustrated in Table 1, there is a noted deficiency in recognition accuracy for our method
compared to the EAST detector, which is two orders of magnitude slower. We analyzed
segmentation errors and identified that they are primarily attributed to the limitations of our
morphological preprocessing technique. Figure 11 demonstrates the preprocessed image of
a driving license, showing how inaccurate preprocessing leads to incorrect bounding boxes
and results in a decrease in overall accuracy. These challenges are posed by complex, heavily
structured backgrounds.

Fig. 11 Example of erroneous morphological preprocessing

123



Multimedia Tools and Applications

Our future research will focus on:

• Automating the template generation process,
• Enhancing the method’s robustness by exploring and implementing potential solutions
to improve document preprocessing,

• Using more diverse datasets with identity documents and testing different OCR engines.

6 Conclusion

This paper presents a computationally efficient template-based method for text field segmen-
tation in identity documents, employing the Dynamic Squeezeboxes Packing (DSP), proving
that one sample per document is sufficient for accuratematching.Wepresented benchmarking
results for the public MIDV-2019 dataset and established a baseline for text field segmen-
tation in identity documents using standard IoU, task-specific Intersection-over-Template
metric and text recognition accuracy. DSP method maintained competitive quality in seg-
mentation when compared with advanced text-in-the-wild methods (EAST, CRAFT) and
the named-entity recognition method (LayoutLMv2). A noteworthy finding of our research
is the exceptional processing speed of the DSP method, averaging 9 ms per image on the
x86_64 platform, significantly outpacing other contemporary methods. In summary, docu-
ment text segmentation using DSP method has demonstrated significant potential for further
development and practical application.
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