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Abstract

One of the most dangerous types of skin cancer, malignant melanoma, must be detected early
on in order to receive successful therapy. If melanoma is not diagnosed in a timely manner,
it might possibly result in death. According to clinical research, because of their varied hue,
texture, and imperceptible borders, these early melanoma indications are very challenging
for dermatologists to recognize. Therefore, it’s crucial to suggest an automated method that
can accurately identify and distinguish between benign and malignant melanoma. Numerous
automated methods have been developed by scientists to segment abnormalities from der-
moscopic images. On the other hand, conventional models could find it difficult to reliably
capture the multi-scale properties, which could result in inconsistent segmentation perfor-
mance for a variety of object shapes and sizes. Furthermore, models with complicated forms
and bounds, such as U-Net and DeepLabV 3+, have difficulty properly segmenting tiny, thin,
or complex lesions. Thus, we introduce A Squeeze-Excitation Dilated Residual U-Net with
Attention Mechanism (SEDARU-Net) in this paper, a novel and automated semantic seg-
mentation network for efficient skin lesion segmentation. To keep spatial information across
layers and capture both local and global context, the model is built on U-net combined with
dilated convolution. To solve optimization problems, residual blocks are used instead of the
basic U-net units. This enhances feature learning, encourages better feature reuse, and allows
for the creation of deeper and more robust networks. In order to encourage feature recalibra-
tion, global context awareness, and spatial adaptation, each residual block is supplemented
with squeeze and excitation units. In addition, The attention gate is also included in the skip
connection part of the network to enhance the beneficial channel dimension characteristics
and suppress the unreliable background features. According to the results of the experiments
on the publicly accessible PH2 dataset, the dice coefficient and intersection over union were
determined to be 97.48% and 95.10%, respectively, better than those of current standard
methods.
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1 Introduction

The growth of unchecked abnormal skin cells is known as skin cancer. Basal Cell Carcinoma
(BCC), Squamous Cell Carcinoma (SCC), and Malignant Melanoma (MM) are the three
main kinds of skin cancer [40]. Non-Melanoma Skin Cancer refers to basal, squamous, and
other kinds of skin cancer that are not melanoma. Compared to the other two (BCC and SCC),
melanoma is less prevalent but more harmful. because melanoma spread from one section of
the body to another.

According to the Global Cancer Statistics 2020, mela-noma is one of the most fatal skin
cancers and one of the malignancies with the fastest global growth rates, causing thousands
of deaths annually [53]. The number of persons affected by melanoma has been continuously
rising for the past 30 years. In the United States, 207,390 instances of melanoma were detected
in 2021, according to statistics [50]. The survival rate of early-stage melanoma is increased
by 95% nowadays thanks to the development of the most recent diagnostic tools, such as
spectroscopy, compared to 15% for advanced melanoma [7].

Over time, several imaging modalities have been employed to examine the skin. One
of the most frequently used imaging methods in dermatology, dermoscopy has improved
the accuracy of diagnoses [42]. By using a light magnifying device and immersion fluid,
it is a non-invasive imaging technique that makes it possible to see the skin’s surface [37].
Dermoscopy has limitations brought on by the human component despite its great value.
In the clinics, the physicians employed a few widely used diagnostic tools, including the
ABCD (Asymmetry, Border, Color, Different structures) rules, a seven-point checklist, visual
methods like laser, and a few more. However, manual interpretation of dermoscopic images
takes time and requires clinical training and experience as a dermatologist. Additionally,
even a skilled dermatologist might make mistakes when doing a diagnosis [25]. To help the
dermatologist make a quick and accurate diagnosis, computer-based diagnostic and analytic
procedures are needed.

Computer-aided diagnosis (CAD) technologies have been created to aid dermatologists.
Today, at many screening sites and hospitals, CAD has developed into a crucial component
of the routine clinical work for the identification of abnormalities in medical images [12].
According to [13] and [21], CAD systems typically include a number of components such
as image recording, pre-processing, feature extraction, classification and segmentation. The
authors in [26] address the problem of poor contrast in medical images that might impact
clinical diagnosis as a pre-processing step. The method divides the images into low-frequency
and high-frequency components using shear wavelet modification. Following that, a modified
Contrast Limited Adaptive Histogram Equalization (CLAHE) technique is used to contrast-
adjust the low-frequency component. To preserve the image’s spectral information, the final
product is subjected to further processing using a fuzzy contrast enhancement approach. The
suggested method may greatly improve picture contrast while maintaining crucial image
details, according to experimental results. As stated by Khan et al. [27], feature fusion is
a dynamic field that is essential to the last classification stage in the medical field. Better
results are obtained when two images or numerous characteristics are combined, either for
the purpose of detecting or classifying diseased regions. The identification of salient areas and
image quality are both enhanced by the fusion approaches. Additionally, merging medical
image improves segmentation accuracy overall, and feature fusion becomes evident in the
classification process’s last step.
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As the characteristics for the classification are generated from the area of interest (ROI) of
a segmented mask, segmentation is an essential part of skin cancer diagnostics [28]. Despite
the importance of each phase, the segmentation step stands out since it offers visual imagine
information. The inaccurate categorization outcome is mostly due to an inadequate segmen-
tation approach. Due to deceiving elements such the color of the lesions, edge information,
hair, markers, poor frames, size, blood vessels, and air bubbles, segmentation is the most
difficult stage of melanoma identification [41]. Figure 1 depicts some of these challenges.

The majority of conventional approaches for skin lesion segmentation rely on manually
hand-crafted parameter determination and image preprocessing. However, due to difficult
issues including varied skin lesions, varying forms, and blurred borders, these conventional
algorithms perform poorly for segmenting some complicated situations. In contrast, deep
learning models can segment dermoscopic images more effectively than conventional algo-
rithms by learning various aspects of the images over time. The segmentation of medical
images, such as skin lesions, is where deep learning currently holds a strong position. Deep
convolutional neural network-based segmentation techniques have gained great performance
with the latest advancements in deep learning [15, 29-31, 34, 35, 52]. For medical image
segmentation problems, several researchers have presented the traditional encoder-decoder
network design and produced competitive results. In this network topology, the encoder typ-
ically extracts image features while the decoder typically outputs the final prediction result
and restores the extracted features to the original picture size [44]. When employing deep
learning, researchers frequently ran into issues with irrelevant characteristics that lower the
specified Deep Learning (DL) model’s identification accuracy [49].

For the purpose of autonomously segmenting mela-noma lesions from dermoscopic
images, we present in this study a deep learning model called SEDARU-Net. The U-net,
dilated convolution, residual blocks supplemented with squeeze and stimulation, and atten-
tion mechanism are all used to good effect in the model. The following benefits are provided
by this model:

v Using dilated convolution in the encoder path helps the model keep spatial information
across successive layers and better capture local and global context. The U-Net can
handle difficult segmentation tasks, where context and small features are crucial for
correct segmentation results. This is made possible by the enlarged receptive field and
decreased downsampling.

v By including residual blocks into the decoder path of the U-Net design, it is possible
to build deeper and more potent networks while addressing optimization problems and
enhancing feature learning and reuse. This result in better segmentation performance,
particularly in circumstances where it is important to capture intricate features and com-
plicated spatial connections.

v' By including squeeze and excitation (SE) units in each residual block, the model’s
segmentation performance was considerably enhanced by feature recalibration, global
context awareness, and spatial flexibility.

v’ Attention gated is utilized in place of directly concatenating feature maps in skip con-
nections. By using these connections, the model can decide how important each feature
map is and regulate how much data is sent from the encoder to the decoder.

The structure of the paper is as follows. The current state of the art is presented in Section
2. The suggested model’s approach is demonstrated in Section 3. The results of experiments
and comparisons are described in Section 4. Finally, conclusions are drawn in Section 5.
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Fig. 1 Different artifacts can be
noticed in dermoscopic images.
(a) Skin hairs (b) Marker Ink (c)
Gel Bubbles
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2 Related work

Advanced Al and machine learning techniques, such as deep learning, knowledge graphs, and
statistical methods are widely used to tackle real-world problems in domains like operating
systems, emotion analysis, drug recommendations, and cybersecurity. The paper [22] pro-
poses using blockchain and generative models to address integrity verification and behavioral
classification tasks related to large datasets for smart operating systems. The authorsutilized
Deep Convolutional Generative Adversarial Network to extract deep features and classify
input properly with an F1-score of 0.973 and a general validation accuracy of 97.08%. More-
over, the notion of blockchain is employed to maintain the authenticity of the dataset and
the analytic outcomes. Ali et al. [5] in their work introduce a novel multilingual BERT-based
approach to improve the identification of emotions from resource-constrained language data.
Dense word embedding representations from pre-trained models are used to represent words
in many languages. In addition, BERT has been optimized and pre-trained for the classi-
fication task. The work [48] combines knowledge graphs, convolutional neural networks,
and sentiment analysis techniques to develop an enhanced drug recommendation system.
Through attribute mining, the knowledge graph efficiently captures the relatedness between
the user and the object. Authors in [6] explores the use of statistical methods to detect mal-
ware and concept drift in Al-based sensor data streams, going beyond just cybersecurity
applications.

Different computer-based approaches have been created during the past 20 years to address
the difficulties associated with segmenting and identifying melanoma [32, 33]. In the liter-
ature, several features are utilized to categorize the techniques for skin lesion segmentation
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[49]. This number of classes is often defined as four, which includes supervised techniques,
edge-based methods, active contour methods, and histogram thresholding methods. Pixel-
level characteristics are often used in these techniques. These low-level features’ success
falls short of expectations. The deep learning concept has entered practically every sector
thanks to its astonishing recent success. The direction of research in this field has signifi-
cantly shifted as it moves toward the field of skin lesion segmentation [41]. Thus, this study
is going to examine skin lesion segmentation investigations in two stages: before and after
deep learning.

The methods based on hand-craftted features are divided into three groups: edge-based
algorithms, region-based algorithms, threshold-based algorithms. Edge-based techniques:
which can be manual or automated, search for edge pixels and connect them to create picture
contours. Lesion borders are marked using the trackpad in the manual application. As opposed
to the manual technique, the automatic one makes use of edge detection methods such the
watershed algorithm [10], active contours [14], canny edge detector [45], and multidirection
gradient vector flow snake model [9]. This segmentation involves applying an edge filter to
the picture, classifying pixels as being near or far from edges based on the filter’s output, and
assigning those pixels that are not separated by edges to the same class. The approach that
uses edges most frequently is active contours.

Region-based methods, assuming that adjacent pixels should have the same value, these
algorithms partition pictures into regions or groups of comparable pixels depending on their
properties. Each pixel in an area is compared to its neighbors and grouped according to
particular circumstances. This class of algorithms includes K-means and fuzzy C-means
clustering, mean shift-based gradient vector flow [61], iterative region-based [51], iterative
stochastic region-merging [56], and mean shift-based algorithms.

Depending on the threshold estimation methods, threshold-based algorithms can be cate-
gorized as point-based or pixel-based segmentation. These algorithms frequently struggle to
estimate effective thresholds because of dermoscopic aberrations [17]. Examples of this group
of approaches include OTSU [24], histogram estimation [20], morphological operations [3],
optimum color channel-based empirical threshold estimation [1], and mean pixel intensity
level-based threshold estimation [4]. To solve the threshold estimation problem for image
segmentation, the study [55] suggests a deep learning model known as the "Deep Thresh-
old Prediction Network (DTP-Net)". The model predicts the ideal gray-level threshold that
optimizes the Dice similarity index between the segmented and ground-truth pictures given
grayscale versions of the macro images as input. Out of 11 cutting-edge threshold estimating
techniques, the DTP-Net showed the lowest root mean square error in threshold prediction.
The model precisely predicted the threshold separating the lesion from the background after
being trained to distinguish between the two in the intensity space.

For the purpose of extracting textural information from dermoscopic pictures, Pedro et
al. [46] constructed structural co-occurrences matrices (SCM). Compared to other textural
aspects, these extracted features offer strong discriminating abilities. On the basis of the ISIC
2016 and 2017 datasets, the evaluation achieved a specificity of more than 90%. The majority
of the collected characteristics are categorized using supervised learning methods. The most
used classifier for computerized lesion categorization is Support Vector Machine (SVM).

Al models, particularly CNNSs, have had great success in many facets of medical imaging
because they allow for the end-to-end construction of supervised models without the need
for manually extracting features. Very deep residual networks with more than 50 layers were
proposed by Yu et al. [58] for a two-stage framework of segmenting and classifying skin
lesions. They asserted that the richer and more discriminative characteristics produced by the
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deeper networks are used for recognition. The two-stage architecture and very deep networks
are computationally costly, despite the fact that the effort produced encouraging results.

For the segmentation of skin lesions, Bi et al. [8] developed multi-stage fully convolutional
networks (FCNs). Localized coarse appearance learning was place in the early stages of the
multistage, and detailed boundary characteristic learning took place in the latter stages.
Additionally, they used a parallel integration strategy to facilitate the merging of the results,
which they said improved the detection. Their strategy outscored others in the PH2 dataset
(90.66%).

By utilizing 19-layer DCNN, Yuan et al. [59] suggested an end-to-end fully automated
technique for segmenting skin lesions. As a measurement, they used the Jaccard Distance
and included a loss function. Various parameters, including input size, optimization tech-
niques, augmented strategies, and loss function, were used to compare the outcomes. The
best performance was chosen using 5-fold cross-validation with the ISBI training dataset to
fine-tune the hyperparameters.

An ensemble CNN strategy for skin lesion segmentation was created by Mahbod et al.
[36]. The presented technique combines intra and inter architectures for features abstraction
levels, and each architecture is built from a number of pre-trained CNN networks that have
been tweaked using provided dermoscopy pictures. Finally, SVM is used to classify the
retrieved features after fine-tuning. The ISIC 2017 is used for the experiments. The outcomes
were superior to the top-performing methods.

Dermoscopic Skin Network (DSNet), developed by the authors in [17], is a novel auto-
matically generated semantic segmentation network for reliable skin lesion segmentation.
They employed depth-wise separable convolution instead of normal convolution to project
the learned discriminating features onto the pixel space at various stages of the encoder in
order to decrease the number of parameters and make the network lightweight. They also
used U-Net and Fully Convolutional Network (FCN8s) to contrast with the suggested DSNet.

In order to accurately segment images of skin lesions, the study in [44] suggests a Gated
Fusion Attention Network (GFANet), which creates two progressive relation decoders. A
prediction result is created as the initial guide map when the authors fuse numerous tiers of
contextual information using a Context information Gated Fusion Decoder (CGFD). Then, it
is optimized by a prediction decoder consisting of a shape flow and a final Gated Convolution
Fusion (GCF) module, where they iteratively use a set of Channel Reverse Attention (CRA)
modules and GCF modules in the shape flow to combine the features of the current layer and
the prediction results of the adjacent next layer to gradually extract boundary information.
Finally, they employ GCF to combine low-level characteristics from the encoder with the final
output of the shape flow in order to hasten network convergence and increase segmentation
accuracy.

A convolutional neural network based on position and context information fusion attention,
known as PCF-Net, is suggested in the study [23], utilizing UNet as the baseline model. Posi-
tion and Context Information Aggregation Attention Module (PCFAM), a unique two-branch
attention mechanism, is created to aggregate Position and Context information. To extract
long-range dependencies, a global context information complementary module (GCCM) was
created. To collect multiscale feature data and insert it in the UNet bottleneck, a multi-scale
grouped dilated convolution feature extraction module (MSEM) was developed.

There are limitations and challenges which motivated us to introduce the SEDARU-NET
architecture in automatic Melanoma lesion segmentation. First, Melanoma lesion has exten-
sive odd shape, completely different size and complex contours that put them out of traditional
segmentation models facilities for accurate extraction. The complex nature and richness
of properties displayed by melanoma lesions cannot always be satisfactorily encapsulated
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within existing models, resulting in the suboptimal performance during segmentation. Sec-
ond, Precise demarcation of melanoma lesions is critical for early diagnosis, patient care and
monitoring disease progression. Lesion segmentation errors or poor tumor delineation may
result in misdiagnosis or sub-optimal clinical decision, underlining the necessity of more
accurate and better performing lesion area detection. Third, there is wide variation in the
color, texture and other visual characteristics of melanoma lesions based on patient factors
along with level of progression. Such a large range of variation may be difficult for conven-
tional segmentation models to handle, rendering their performance potentially inconsistent
across different types and appearances of lesions. Finally, the segmentation process should
be computationally efficient for real-time or near-real time analysis of medical images in a
clinical set-up. Although current models for segmentation can be resource-intensive in terms
of time and memory, making them difficult to deploy on low-powered clinical devices.

In order to overcome these limitations and challenges, we propose the SEDARU-NET
architecture that integrates the following components. Squeeze-Excitation blocks which help
the model to learn the transformation of discriminative features to informative features and
transformation from weak irrelevant features to informative features which in turn help to
segment the features of irregular complex Melanoma lesions. Dilated Convolutions that
increase the receptive field of the model that helps us to effectively learn the long-range
spatial dependencies and understand the context of the features around the locus. Residual
Connections which help us to learn more effective features and that creates an efficient
passageway throughout the network for the passage of information which in turn improves the
efficiency of the outcome obtained from segmentation. Attention: The attention mechanism
helps to highlight more contributing features which in turn helps to effectively segment
irregular diverse melanoma lesions with high efficiency. With the incorporation of the above
components, we aim to construct an accurate segmentation model SEDARU-NET which is
computationally efficient in the greater place for diagnosis and treatment planning of skin
cancer. The methodology section will go through our approach in further depth.

3 Proposed methodology

In this section we will outline our approach, SEDARU-Net, depicted in Fig. 2. With sub-
stantial improvements to accommodate the characteristics of dermoscopic images and the
applications they serve, SEDARU-Net is designed based on the U-net architecture. The
SEDARU-Net model employs a deep convolutional neural network design that consists of an
encoder and a decoder. The encoder extracts multi-scale features from the input dermoscopic
image, while the decoder reconstructs a pixel-wise segmentation map.

To further enhance the performance on dermoscopic image segmentation tasks, SEDARU-
Net incorporates several key modifications to the standard U-net architecture. These include
the use of squeeze-and-excitation blocks to adaptively recalibrate the feature maps, feature
maps are upsampled with regular dilated convolution for accurately finding information, and
the attention gate module is included in the skip connectins to record and screen for high-level
features with additional spatial contextual information.

The resulting SEDARU-Net model demonstrates state-of-the-art performance on a range
of dermoscopic image segmentation benchmarks, accurately delineating structures such as
lesions, blood vessels, and hair follicles. This robust and customized deep learning archi-
tecture advances the capabilities of automated dermoscopic image analysis, with important
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Fig.2 The proposed SEDARU-Net framework

applications in early skin cancer detection and monitoring. A full description of SEDARU-
Net fundamental components is explained as follows.

3.1 Data preprocessing

The original dataset included images with a resolution of 768 x 560, requiring substantially
more expensive processing. As a result, before feeding the segmentation models with input,
the images must be scaled. Based on multiple studies, we determined that 128 x 128 was
the right size. The advantages of data augmentation procedures in boosting the amount
and quality of training data to accommodate all data changes have been demonstrated by
recent studies. In order to expand the dataset and aid in the successful completion of the
segmentation task, a variety of data augmentation techniques are applied in our case. These
techniques include vertical and horizontal flipping, rotating, and zooming. The majority of
the time, image data’s pixel values are integers with values ranging from 0 to 255. However,
since the neural network algorithm only employs minimal weight values, inputs with big
values might make learning more difficult. Data normalization is seen to be a viable solution
for this, requiring that each pixel value fall between 0 and 1. Divide all pixel values by 255,
the highest pixel value, to get that result. The image can be made more resistant to changes
in lighting and other elements that could have an impact on the image’s overall brightness
and contrast by normalizing it.

3.2 U-Net

Olaf Ronneberger, Philipp Fischer, and Thomas Brox proposed the U-Net [47], a deep learn-
ing architecture, in 2015. It is a convolutional neural network (CNN) developed primarily
for tasks involving pixel-by-pixel categorization of images and semantic segmentation. The
network’s U-shaped architecture, which comprises an encoding path and a decoding path,
gave rise to the name "U-Net". Similar to a conventional CNN, hierarchical feature represen-
tations are captured by downsampling the input image repeatedly via convolutional layers.
The downsampled feature maps are upsampled using deconvolutional layers in the decod-
ing path, which is a mirror image of the encoding path and enables accurate localization
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of the segmented objects. To provide both global and local context information during the
segmentation process, skip connections are also used to concatenate feature maps from the
encoding path with the associated upsampled feature maps. U-Net is especially successful in
tasks like medical image segmentation, where precise boundary delineation and localization
of structures are critical. This is due to the design’s ability to let U-Net preserve fine-grained
features. Since then, U-Net has gained popularity and influence as an architecture in the
field of computer vision, and several iterations have been used to solve various segmentation
issues.

3.3 Residual blocks

A crucial part of the ResNet [18] (Residual Network) design are residual units, which are
often referred to as residual blocks. They were developed to solve the vanishing gradient issue
that might arise during training in very deep neural networks. The network finds it difficult to
acquire meaningful representations at deep layers because of the vanishing gradient problem,
which might degrade overall performance. Utilizing shortcut connections (skip connections)
that go around one or more neural network layers is the fundamental concept of residual
units. By allowing the gradient to pass directly through the network, these skip connections
make it simpler for the network to pick up valuable characteristics. Instead of attempting
to learn the direct mapping, the residual units are meant to learn the residual mapping (the
difference between the desired output and the input). A residual unit can be conceptualized
mathematically as follows:

Assume that x is the input and that H(x), which is the output that is wanted, reflects the
mapping that the residual unit is attempting to learn. The following definition applies to the
residual unit’s output:

H(x)=x+ F(x) ey

where x is the residual unit’s input. The residual mapping that the residual unit is attempting to
learn is called F(x). It shows the discrepancy between the input x and the desired output H(x).
A set of convolutional layers with nonlinear activation functions can be used to represent the
term F(x). The original information is successfully preserved by the skip connection, which
makes sure that the original input x is appended to the output. Figure 3 depicts the difference
between the residual block and the regular convolutional block.

3.4 Squeeze and excitation module

By adaptively recalibrating the channel-wise features, the Squeeze-and-Excitation (SE) block
is a process used to improve the representational capability of neural networks. Jie Hu,
Li Shen, and Gang Sun first mentioned it in the Squeeze-and-Excitation Networks study
published in 2018 [19].

Squeezing and exciting are the two fundamental operations that make up the SE block.
The exciting operation learns channel-specific weights to adjust the relative relevance of
each channel. The squeezing operation is in charge of collecting global information from
each channel. Convolutional neural networks’ performance has been demonstrated to be
considerably improved by the SE block, which can be implemented into a variety of archi-
tectures.

1. Squeeze operation To collect each channel’s overall statistics, the squeeze operation
combines the spatial data from each channel. It involves employing global average pooling for

@ Springer



Multimedia Tools and Applications

Outputs Outputs
A
+
A
Conv + ReLU
A Conv + ReLU
\
Conv + RelLU
Conv + ReLU
A
Inputs Inputs

Fig.3 The distinction between the regular convolutional block and the residual block

each channel’s feature map’s spatial dimensions (width and height). The spatial dimensions
are condensed into a single value per channel via this procedure. Assume for the purposes of
this example that the input feature map for the SE block has the dimensions (C, H, W), where
C is the number of channels, H is the height, and W is the width. This is how the squeezed
tensor Z is calculated:

Z(c) = Global AveragePooling(X(c)) 2)

For ¢ =1 to C, where Z(c) represents the c-th value of the squeezed tensor, indicating the
global statistics of the c-th channel, and X(c) is the c-th channel of the input feature map.

2. Excitation operation The excitation operation is in charge of recalibrating the relative
relevance of each channel by learning channel-wise weights. It features non-linear activations
between two dense, completely linked layers.

Assume that after global average pooling, the compressed tensor Z has the dimensions
(C, 1, 1). The following mathematical representation of the excitation operation is possible:

S=ReLU(FC1(2)) 3)

where FC1 stands for the first dense layer that is completely linked, with weights W1 and
biases b1. ReL U stands for the element-wise Rectified Linear Unit activation function applied
to FC1’s output. S is the first fully connected layer’s output tensor with the dimensions (C,

1).
E = Sigmoid(FC2(S)) “)

where FC2 stands for the second dense (fully connected) layer, which has weights W2
and biases b2. Sigmoid represents the element-wise application of the sigmoid activation
function to the output of FC2. With dimensions (C, 1), E is the output tensor of the second
completely linked layer.

3. Scale and rescale In the third and last stage, the original feature map X is scaled and

rescaled using the updated channel-wise weights E. The SE block can now prioritize channels
that are more relevant and ignore those that are less crucial. The SE block’s output Y is
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calculated as follows:
Y(c,h,w)=X(c,h,w)* E(c) 5)

Forc=1to Candh, w=1to H, W, where Y(c, h, w) represents the output feature map’s
c-th channel value at the coordinates (4, w). X(c, h, w) represents the input feature map’s c-th
channel value at spatial point (4, w). E(c), which was derived from the excitation procedure,
is the weight that has been calibrated for the c-th channel.

The model may focus on more informative characteristics and increase its representation
capability by including the SE block into the network design. This results in enhanced per-
formance across a range of tasks. Figure 4 shows a detailed diagram of the Squeeze and
Excitation Unit.

3.5 Dialated convolution

Atrous convolutions, often referred to as dilated convolutions [57], are a kind of convolutional
operation that permits an expanded receptive field without significantly increasing the number
of parameters. Modern convolutional neural networks frequently employ them to perform
tasks like picture segmentation and object recognition. By adding pauses or skips between
the kernel parts, the dilated convolution essentially increases the kernel’s receptive field.

The following mathematical equations can be used to illustrate the mechanism of dilated
convolution:

Consider a 2D dilated convolutional kernel K of size K_size x K_size, where K _size is
the kernel size, and an input feature map X of size H x W, where H is the height and W is
the width. The dilation rate D governs the size of the receptive field and sets the distance
between the kernel components.

1. Input Feature Map:

X =[x, )] Q)

fori=1toHandj=1to W

X

HxWxC

Global Pooling

1x1xC i Squeeze

; Excitation
l Scaling

Fig.4 A detailed diagram of the Squeeze and Excitation Unit
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The value at spatial point (i, j) in the input feature map X is denoted by the notation x(i, j).
2. Dilated Convolution Kernel:

K = [k(u, v)] (7

for
u=—(K_size—1)/2to (K_size —1)/2 (8)

and
v=—(K_size—1)/2to (K_size — 1)/2 )

Where the value at location (&, v) in the 2D dilated convolution kernel K is represented
by the notation k(u, v).

3. Dilated Convolution Operation: By moving the dilated kernel K across the input feature
map X, the dilated convolution process calculates the output feature map Y. The convolution
procedure is computed as follows for each location (i, j) in the output feature map Y:

Y(i,j) =Y [xG+ Dxu, j+ Dxv)*k(u, v)] (10)

u,v

The distance between the kernel pieces in this case is governed by the dilation rate D.
The dilated convolution operates similarly to the ordinary convolution function when D=1.
Without needing to increase the kernel size or the number of parameters, the receptive field
grows as D increases due to the spread out nature of the kernel components.

When attempting to capture multi-scale contextual information in pictures, the dilated
convolution process is extremely helpful. The network can analyze input data at various res-
olutions thanks to this, effectively integrating data from a larger input region. As a result,
dilated convolutions are frequently employed in deep learning models for semantic segmen-
tation, where accurately segmenting objects in pictures requires collecting both local and
global context. Figure 5 depicts the dilated convolution with different dilation rates equal to
1,2,3.

3.6 Attention gate

By concentrating on the most important components of the input data, the attention mech-
anism is a potent tool employed in deep learning to increase the representational capability
of models. The model can capture long-range relationships and handle sequential or spatial
data more effectively because of the attention mechanism, which enables the model to choose

attend to different regions of the input.
[T ]] H
[ [T T] H

Dilation =1 Dilation = 2 Dilation =3

Fig.5 Dilated convolution with dilation rates equal to 1, 2, 3
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The attention gates as introduced by Oktay et al. [39] make use of additive soft attention;
an attention gate unit combines the input feature vector with the attention vector to produce
a new, weighted feature vector. As shown in Fig. 2, the vectors x/ and g are fed into the
attention gate; the vector, g, is retrieved from the network’s next lowest layer; as a result, the
vector has lower dimensions and more feature representation because data originates from
deeper in the network.

Vector x! in the previous case would be C,, x Hy x W, (filters height width) and vector
g would be C; x Hg x W,. Vector x! undergoes a strided convolution, whereas vector g
undergoes a 1x1 convolution. The two vectors are summed elementwise, and as a result,
aligned weights get larger while unaligned weights get smaller.

The resultant vector is put through a 1x 1 convolution and ReLU activation layer, which
brings down the dimensions to H x W x 1. The attention coefficients (weights) are produced
by scaling this vector via a sigmoid layer between [0,1], with coefficients closer to 1 denoting
more important information. The attention coefficients are upsampled to the x! vector’s
original dimensions via trilinear interpolation. The initial x! vector is element by element
multiplied by the attention coefficients «, which scales the vector x/ in accordance with
significance. The skip connection then continues to transmit this along normally. Figure 6
illustrated a detailed structure of attention gate module.

3.7 SEDARU-Net architecture

The encoder and decoder parts of our suggested network, SEDARU-Net, are depicted in Fig.
2 as two separate components that together constitute a symmetrical structure. The decoder
is in charge of feature location, whereas the encoder is in charge of feature extraction. Five
dilated convolutional blocks, four pooling layers, and four SE dilated residual blocks make up
the entire architecture. The pooling layer is 2x2, the convolution kernel is 3x3, and the input
image is 128x128 pixels. Following a sequence of operations on each feature map, including
feature extraction, pooling, and convolution, a binary segmented image of 128x128 pixels is
produced.

Dilated convolutional block structure is used in place of the standard unit of the conven-
tional U-Net Fig. 7.b in the network’s encoding path Fig. 7.a. The dilation rate regulates the
distances between the kernel components, which efficiently broadens the convolutional oper-
ation’s receptive field without degrading the feature maps’ spatial resolution. The network
gains the ability to modify the dilated convolution kernels’ parameters to capture relevant
information during training. The learning process enhances the model’s capacity to capture
both broad context and tiny details by optimizing the dilation rates and convolutional weights.
Our design performs better when dilated convolutions are incorporated into the encoding pro-

Cg><Hg><Wg Ce—
o ( W@ 1x1 ReLU Sigmoid

oy

= Pilxl ——> LNV AN

%!

| CxHXW HxWx1
CxH W,
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Sl Wy

Fig.6 The structure of attention gate module
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Block

cess because the receptive field is expanded and more multi-scale contextual data is captured.
This leads to greater segmentation accuracy and better handling of complicated images since
the network can keep tiny features while still comprehending the image’s wider context.

Squeeze and excitation dilated residual learning structures Fig. 7.e are used in place of the
typical U-Net’s basic unit in the network’s decoding process. In contrast, the residual structure
augments shortcut connections based on a single forward propagation, enabling the training
of deeper networks without degrading performance and the extraction of more discrimina-
tive features. Each dilated convolution (dilation = 2) is followed by batch normalization
and ReLU activation procedures in the residual unit. Incorporating batch normalization not
only lessens the model’s sensitivity to starting parameters, but it also partially exerts the
regularization effect. Due to its ability to avoid the gradient vanishing problem, it is most fre-
quently employed for activation in the ReLU function. After the output and input are joined
together (identity short-cut), it is squeezed and excited (SE) in order to eliminate unnecessary
characteristics and excite more useful ones.

In order to improve the network feature combination process by enabling it to concentrate
on the most useful features of the feature maps, we also add the attention mechanism in the
skip connections. Training teaches the attention mechanisms in the skip connections to give
the combined characteristics the proper weights. The attention mechanisms are improved
through this learning process to efficiently direct the network’s focus on pertinent features.
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4 Experimental results

In this section, we provide a brief overview of the dataset, evaluation criteria, and implemen-
tation details. We then use several sets of experiments to demonstrate the superiority of the
proposed SEDARU-Net over other conventional segmentation models. First, segmentation
results of several models are obtained from dermoscopic images on PH2 datasets, and the
model performance is examined in light of the findings. Second, we demonstrate how each
additional component has an improved effect on the model’s ability to segment skin lesions
more accurately.

4.1 Datasets

The PH2 and ISIC-2016 datasets, two publicly available benchmark datasets, were used to
assess the suggested methodology.

4.1.1 PH2 dataset

The Dermatology Service at Hospital Pedro Hispano in Portugal created the PH2 [38]
database. 200 photos of melanocytic lesions with a resolution of 768 x 560 pixels are included
in this collection, comprising 160 images in the Nevi class and 40 images in the Melanoma
class. Additionally, for the segmentation procedure, the 200 images ground truth photos are
also supplied by qualified medical professionals and made available to the general public [2].
Figure 8 shows some of the dermoscopic images and their corresponding ground truth from
the PH2 dataset.

4.1.2 ISIC-2016 dataset

The International Symposium of Biomedical Imaging Collaboration (ISBI) has made these
datasets available for the purpose of melanoma segmentation and identification [16]. ISIC-
2016 has 379 test samples with matching ground truth test sample masks and 900 training

Fig.8 Example frames from the
PH2 publicly available datasets
(a) Image (b) Corresponding
Ground Truth

k\ﬁ
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samples with matching ground truth masks for the segmentation task. The organizers supply
ground facts for training and test samples so that models may be learned and the segmentation
approach can be evaluated. Table 1 depicts some of the two datasets details and Fig. 9 shows
some of the dermoscopic images and their corresponding ground truth from the ISIC-2016
dataset.

4.2 System implementation

In terms of computational resources, this model runs on an Intel Core i7 machine equipped
with a GeForce GTX 1050 (4 GB RAM dedicated to the GPU). The deep learning framework
is Python 3.6 with the Keras framework and Tensorflow as the backend, and the operating
system is Ubuntu 16.04 LTS with Cuda 8.0.61 installed. We set the batch size to five and the
model training epochs to fifty during the network training procedure. We manually conducted
several trials using different sets of hyperparameters on the same dataset and with the same
model in order to identify the optimal collection of hyperparameters. Those sets were selected
on the basis of the findings of the empirical investigation. The initial learning rate was set to
0.0001, the network optimizer used Adam’s algorithm, and the loss function to dice coefficient
loss. During training, a dropout method with a ratio of 0.5 is employed to keep the network
from overfitting. 20% is used for validation and 80% of each dataset is randomly selected
for training. More detailed descriptions of the network architecture are depicted in Table 2.

4.3 Evaluation metrics

The performance of the models may be evaluated and compared using several indicators. The
Jaccard index, also known as intersection over union (IoU), the Dice coefficient, accuracy,
precision, recall, and F1-score are the metrics that are most frequently used for medical image
segmentation applications. Following is the formula for calculating these metrics.

Dice coefficient The Dice coefficient (DC) is a comparative statistic for contrasting the
pixel-by-pixel outcomes of the segmentation that was anticipated and the ground truth that
was provided. Its value range is O to 1, with O denoting complete spatial overlap and 1
denoting total spatial overlap between two sets of binary segmentation results. The Dice
coefficient may be calculated by dividing the total area of A and B by two times the area of

their intersection.
DiceCoefficient(A, B) = ~>A0 Bl (11)
tceCoe icien y = -
|Al + |B|

Jaccard index The Jaccard index is a common metric for assessing segmentation strategies.
As seen in the equation below, it determines how similar the anticipated value (A) and the

Table 1 Distribution of the datasets used in our study

Dataset Images Train/Test Imaging type Resolution Color Depth  Aspect Ratio

PH2 200 160 /40 Dermoscopy 768 x500 24-bitRGB  4:3
ISIC-2016 1279 900/379  Dermoscopy 500x500 to 3000x4000 24-bit RGB  4:3to 16:9
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Fig.9 Example frames from the ¥
ISIC-2016 publicly available
datasets (a) Image (b)
Corresponding Ground Truth "
b Y

<

(b)

actual value (B) are.
|ANB| |A N B|

JaccardIndex(A, B) = =
AUB |Al + |B|+|ANB|

12)

Accuracy With (TP), (TN), (FP), and (FN) standing for true positive, true negative, false
positive, and false negative, respectively, high accuracy means that the pixels were properly

identified.
TP+TN
Accuracy = (13)
TP+ FP+FN+TN

Precision Precision, is a statistic that assesses the percentage of positive cases that were
properly detected out of all instances that were anticipated to be positive.

. TP
Precision = ———— (14)
TP+ FP
;::aalielSZ Network architecture Hyperparameter Value

Input image size 128x128
Filter size 3x3
Dilation rate 2
Filter number 32, 54, 128, 256, 512
Activation function Sigmoid
Pooling size 2x2
Number of dilated convoltutional blocks 5
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Recall The proportion of accurately detected positive events among all really positive
instances is measured by recall, also known as sensitivity or true positive rate.
TP

Recall = ———— (15)
TP+ FN

F1-score The harmonic mean of recall and accuracy is known as the Fl-score. It offers a
fair evaluation of a model’s performance, accounting for both false positives and erroneous

negatives.

Precision x Recall
F1—score=2x — (16)
Precision + Recall

4.4 Results and discussions
4.4.1 Ablation study on PH2 dataset

Using an ablation research, we were able to determine which Unet family variation was
the best for melanoma detection. Because melanoma borders are unclear and melanoma
varies greatly in texture and color, melanoma identification is a difficult task. Thus, we
maintained the same experimental configuration and investigated the effect of Unet variations
on melanoma localization. The Table 3 compares the performance of several variants of the U-
Net family of models, including the standard U-Net, ResU-Net, AttResU-Net, DilatedU-Net,
and DAttResU-Net. The metrics reported are the Dice score and Intersection over union. The
Dice score is a measure of the overlap between the predicted segmentation and the ground
truth, with a value of 1 indicating perfect agreement. Pixel accuracy is the percentage of
pixels that are correctly classified. The table shows that the SEDARU-Net model achieves
the highest Dice score of 97.48% and IoU of 95.10%, but has the longest one iteration time
of 62s. The standard U-Net model has the fastest one iteration time of 12s, but the lowest
Dice score IoU among the variants.

The proposed SEDARU-Net achieves the highest value on IoU, DC because it is equipped
with Dilated convolutional blocks, Residual units, Squeeze-Excitation blocks, and Attention
Mechanism to solve the problem of different target sizes, irregular shapes, and blurred bound-
ary of lesions. The AttU-Net’s attention mechanism aids the network in concentrating on the

Table 3 Ablation study on PH2

dataset Model DC% IoU%
U-Net 94.24 90.16
ResU-Net 94.92 90.34
AttResU-Net 95.88 92.10
DilatedU-Net 96.05 92.40
DAttResU-Net 97.19 94.54
SEDARU-Net 97.48 95.10
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pertinent object borders, edges, and textures. This is very helpful for segmenting objects
with complex shapes. By allowing the model to concentrate on the areas that need tighter
delineation, creating sharper object borders, it facilitates precise localisation of objects. By
encouraging better gradient flow, addressing the vanishing gradient issue, and aiding the
learning of more representative feature hierarchies, residual blocks can improve the perfor-
mance of a U-Net design. This makes it possible for the network to maintain context and
collect precise details. SEDARU-Net performs better than them nevertheless. This may be as
a result of the encoding path’s performance being improved by the inclusion of dilated con-
volutions by increasing the receptive field while maintaining the same spatial resolution. As a
result, the network can collect more extensive contextual data without sacrificing its capacity
to collect small details. These experimental findings show that the proposed SEDARU-Net
can perform superbly on tiny datasets as well.

This type of ablation study can be useful for understanding the trade-offs between different
U-Net variants and selecting the most appropriate model for a given application, considering
factors such as accuracy, speed, and computational resource requirements.

To further evaluate the performance of the proposed SEDARU-Net approach, we con-
ducted other experiments on ISIC-2016 dataset, a skin cancer image dataset that is widely
used for method validation and benchmarking. ISIC-2016 was chosen because unlike PH2
dataset which contains a limited number of images, this second dataset has a larger number of
images. Our method achieved promising results on the ISIC-2016 dataset, with an accuracy
of 92.86%, a dice coefficient of 89.51%, and a jaccard index of 81.13%. The total number
of epochs was set to 50. There could be several reasons why our model performs well on
the PH2 dataset but not as well on the ISIC2016 dataset. First, the image quality, resolution,
and preprocessing steps differ between the two datasets, affecting the model’s performance.
Moreover, the PH2 dataset may have more homogeneous lesions, while the ISIC-2016 dataset
have a more diverse range of lesions, making it more challenging for the model to generalize.
In addition, inconsistent and noisy annotations in the ISIC2016 dataset could confuse the
model and lead to poorer performance. To address these issues, we experiment with different
data augmentation techniques to increase the diversity of the training data. We also tried to
adjust the model complexity to better fit the ISIC2016 dataset.

4.4.2 Qualitative results

The results of the ablation experiments are graphically displayed in Fig. 10, which includes
seven instances of dermoscopic images, their underlying ground truth, and the segmentation
masks for the various suggested models. The dermoscopic image examples in Fig. 10 show
several difficult problems, such as the existence of interfering information, such as hair and
markers, blurred borders or poor contrast between lesions and background, irregular forms
and varied sizes of lesions, and interfering information, such as hazy boundaries or low
contrast between lesions and background. The challenge is whether the network can acquire
richer characteristics and interpret boundary information more correctly to segment lesions
with irregular forms and different sizes. While this is going on, the suggested SEDARU-Net,
which includes SE blocks, Attentions gate units, and dilated residual modules, performs
better when it comes to segmentation. The suggested extra blocks improve the performance
of skin lesion segmentation, according to the analysis of the evaluation metrics data in Table
3 and the presentation of segmentation results in Fig. 10. The best segmentation performance
network is created by the efficient combination of these modules.
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Fig. 10 Segmentation results of different models on the PH2 dataset

4.4.3 Comparison with the state of the art approaches

Additionally, our strategy is contrasted with many current cutting-edge strategies. They are
all based on deep learning architecture, and Table 4 summarizes their results using the PH2
dataset. The most used metrics in segmentation tasks, including accuracy, dice coefficient,
and Jaccard index, are included in this table along with a brief discussion of each approach.
The table demonstrates that, on the PH2 dataset, our suggested architecture virtually gets the
greatest metrics of any technique. It generates the greatest ACC at 97.42%, demonstrating that
the SEDARU-Net outperforms deep learning-based approaches in terms of performance. The
suggested SEDARU-Net outperforms the competing systems, iFCN, iU-Net, and GFANet,
on the primary evaluation measure IoU, by 8%, 6.36%, and 4.12%, respectively. It’s possible
that SEDARU-Net will exceed all of these previous great studies thanks to the four potent
components we add to the fundamental U-Net.
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Using dilated convolutions instead of the usual convolutional blocks (Dilated Convolution
Blocks) in U-Net has different benifits; First, dilated convolutions have the nice property of
increasing convolutional filters receptive field without adding parameters. This allows the
model to understand more information from a wider spatial context within the input image.
We also can use dilated convolutions with different dilation rates in the U-Net architecture to
extract features at multiple scales efficiently. This contributes to model ability of capturing
both local and global contextual information that is essential for accurate segmentation of
complex structures, skin lesions in this work. Second, the encoder part of the standard U-net
uses a series of max-pooling or strided convolutions to reduce spatial resolution gradually on
feature maps. Using dilated convolutions here instead of these kernels allows the encoder to
maintain a high spatial resolution so that more detail could be preserved at a pixel level and,
thusly, improve segmentation accuracy (particularly for smaller or complex lesions). Third,
dilated convolutions (when increasing the dilation factor) can reach a significantly wider
range without requiring an additional number of extra layers in the network, as compared
to using standalone deeper stack of standard convolutional operations. This may allow us to
create more efficient models that have less parameters and perform faster inference which is
a desirable property in real world applications. Finally, because the dilation operation creates
holes (missing information) in the feature maps, dilated convolutions can create boundary
artifacts that don’t align with boundaries/margins of objects and invalidate predictions. That
is, it can demand additional techniques such as padding the image or special treatment in
boundary regions to guarantee a good segmentation near its borders.

Moreover, integrating SE blocks into the U-Net architecture can help the U-Net model
learn more discriminative and relevant features for the segmentation task by adaptively rescal-
ing the feature channels. It can also enhance the model’s ability to adaptively recalibrate the
feature representations, leading to improved segmentation accuracy, increased model expres-
sivity, and better generalization capabilities. However, the specific performance gains will
depend on the complexity of the segmentation task, the characteristics of the dataset, and
the overall design of the U-Net model. It can enhance the overall representational power of
the U-Net architecture, allowing it to better capture the intricate patterns and relationships
in the input data. The channel-wise attention mechanism introduced by SE blocks can help
the U-Net model generalize better to unseen data. By focusing on the most important fea-
tures, the model can become more robust to variations in the input data, leading to improved
segmentation performance on diverse skin lesion samples.

The residual connections help the model learn more effective features by facilitating the
flow of information across different layers, improving the overall segmentation performance.
When the attention mechanism helps the model focus on the most relevant features, further
enhancing its ability to segment irregular and diverse melanoma lesions.

By incorporating all these components in one model, the SEDARU-NET architecture
aims to address the limitations of existing segmentation models (which integrate just one
component attention mechanism or residuals blocks) and provide a more robust, precise,
and computationally efficient solution for automatic melanoma lesion segmentation, which
is crucial for early diagnosis and effective treatment planning.

4.4.4 Failure cases analysis
However even if our architecture could produce positive results, there are still certain failure

cases, as Fig. 11 shows. The majority of failure cases exhibit irregular borders, small lesions,
lesions with ambiguous boundaries, lesions with pigment variation, and lesions with irregular
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Fig. 11 Failure case analysis (a) Original Image (b) Corresponding Ground Truth (c) Predicted Mask

textures. The model struggled to accurately segment lesions with highly irregular or ill-
defined borders. These lesions often exhibited complex shapes and textures, which challenged
the model’s ability to capture the full extent of the melanoma. In addition, smaller melanoma
lesions, especially those less than 5 mm in diameter, were more prone to segmentation errors.
The model tended to either over-segment or under-segment these smaller targets, leading to
reduced accuracy. Moreover, certain lesions had boundaries that were difficult to distinguish
from the surrounding healthy skin, either due to subtle color variations or the presence of hair,
moles, or other skin features. The model often failed to delineate the precise boundaries of
these ambiguous lesions. Melanoma lesions with significant intra-lesional pigment variation,
such as those with both dark and light regions, were challenging for the model to segment
accurately. The model tended to either miss parts of the lesion or include surrounding healthy
skin. Lesions with highly irregular surface textures, such as those with nodular or verrucous
features, were more likely to be misclassified or poorly segmented by the model.

Based on the analysis of the failure cases, we have identified several potential avenues for
improving the performance of the melanoma segmentation model. First, leveraging contextual
information, such as the anatomical location of the lesion or the patient’s age and medical
history, could help the model better distinguish between melanoma and other skin lesions
with similar visual characteristics. Second, utilizing a multi-scale feature extraction approach,
such as a feature pyramid network or a hierarchical attention mechanism, could enable the
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model to better capture both local and global features, improving its ability to segment lesions
with varying sizes and complexities. Third, expanding the training dataset to include a more
diverse set of melanoma lesions, including those with irregular borders, small sizes, and
varied pigment distributions, could help the model generalize better to a wider range of
lesion characteristics.

5 Conclusion

In this study, we present SEDARU-Net, a straightforward yet reliable deep learning model,
which suggests that performance improvements are possible when cutting-edge U-net is com-
bined with revolutionary concepts like attention mechanism, residual blocks, squeeze and
excitation units, and dilated convolution. The mean dice coefficient and mean intersection
over union were found to be 98.74% and 97.51%, respectively, exceeding state-of-the-art tech-
niques despite the challenges of dermoscopic images with poor contrast and unpredictability
in shape and size.

The attention gates in the skip connections, which enable U-Net to dynamically change
its feature fusion process and concentrate on the most crucial information at various scales,
are integrated to accomplish this outperformance. This improves the model’s capacity to
manage different segmentation difficulties, promote feature reuse, and successfully integrate
contextual data. Additionally, residual blocks were included to aid with feature propaga-
tion, allowing low-level information to move smoothly throughout the network without the
need for a complex architectural structure. Additionally, squeeze and excitation blocks now
incorporate a reduction of less significant characteristics to provide additional discriminative
features. Finally, the U-Net can capture additional context and long-range relationships by
employing dilated convolutions.

The existing SEDARU-Net system has shown some promise, but there is still need for
improvement. Future studies could concentrate on innovative deep learning methods like
generative adversarial networks (GANs) for enhancing data and various Transformers designs
like BERT and GPT for improved feature extraction. To improve its diagnostic capabilities, the
system may use data from other medical imaging modalities, such as computed tomography
(CT) or magnetic resonance imaging (MRI) investigations. Future studies may focus on
enhancing technology for real-time usage, which would provide instantaneous feedback and,
maybe, more quicker diagnosis and treatment. Long-term patient outcomes will probably be
improved by further study and development of CADx systems for the early detection of skin
cancer.
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