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Abstract
Multimodal sentiment analysis on images with textual content is a research area aiming 
to understand the sentiment conveyed by visual and textual elements in the images. While 
multimodal sentiment analysis on images and text (reviews) has its own challenges, the 
combination of textual and visual content in the form of images presents new challenges as 
well as opportunities. In this research work, we proposed a multimodal sentiment analysis 
method that works on images incorporating textual elements. In the textual sentiment 
analysis model, we initially employed a recognition system to extract textual data from 
input images. Our proposed multimodal method is based on transfer learning, considering 
two pre-trained deep learning models, Xception, and RoBERTa, to extract features from 
both visual and textual content from multimedia images. We then implemented a fusion 
strategy to combine these two modalities (Visual Sentiment Analysis (VSA) and Textual 
Sentiment Analysis (TSA)) to enhance the accuracy of the proposed method and to provide 
a more comprehensive understanding of sentiment in multimedia content. In addition, we 
curated a custom dataset comprising images with associated text labels and sentiments. 
To ensure accurate labels, we conducted human evaluations involving thirty annotators. 
Our dataset includes images labeled with negative, neutral, and positive sentiments. 
Experimental results demonstrated the effectiveness of combining visual and textual 
features for sentiment analysis. The findings from this research hold promising implications 
for real-world applications, such as sentiment analysis in social media, product reviews, 
and marketing campaigns, where both images and text play a significant role in conveying 
emotional context.

Keywords Multimodal sentiment analysis · Image understanding · Deep learning · Transfer 
learning

1 Introduction

With the significant growth and use of social media platforms, people generate a vast 
amount of information and data daily. Most of the generated data was in text format at 
the earlier stage [40]. With the development of technology, images and videos have 
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also become a major part of the generated data. Images containing textual elements 
(multimedia images) as part of their content have become popular among people to convey 
their messages in a better/different way. An example of such images is shown in Fig. 1. 
Understanding the sentiment encapsulated in such images containing textual information 
is crucial in several applications, such as social media advertisement effect analysis, 
social media moderation, political campaign analysis, and brand monitoring [48–50]. For 
example, images containing textual elements have been used by people, brands, companies, 
and even politicians to gauge public sentiment on social media networks, such as Twitter, 
Instagram and Facebook [48–50]. The analysis of these multimedia data can provide deep 
insights into consumer sentiments and political opinions, offering valuable information for 
marketers, brand managers, and policymakers [48–50]. Sentiment extracted from these 
images can then be used to monitor and/or moderate a campaign by tailoring campaign 
materials and refining the messaging process [48]. However, the understanding and manual 
processing of people’s opinions from a massive amount of data, including multimedia 
images, is not practical [40].

In the rapidly evolving landscape of artificial intelligence, sentiment analysis, or opin-
ion mining, has become pivotal for automatically understanding people’s opinions from 
data generated and stored in various formats. Sentiment analysis predominantly started 
with text based methods aiming to classify data (text) into three categories: positive, nega-
tive, or neutral. Several methods were developed, and thousands of articles about sentiment 
analysis were written in the literature [1–3, 40, 41]. As Yadollahi et  al. [1] highlighted, 

Fig. 1  A sample multimedia 
image containing a mix of visual 
and textual information in the 
image format
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text-based sentiment analysis has seen considerable advancements in the literature. They 
underscored the extensive groundwork in the domain, categorizing sentiment analysis into 
opinion and emotion mining and emphasizing the need for clear definitions and logical 
frameworks [1]. Their review covers influential lexicons, datasets, and benchmarks, such 
as the Harvard General Inquirer and the Amazon dataset. Additionally, the review explores 
different models of basic emotions and automatic emotion classification techniques, offer-
ing a concise yet comprehensive snapshot of advancements in text sentiment analysis up 
to 2017. However, similar progress has not been observed for its visual sentiment analysis 
(VSA) counterpart, as indicated in [2]. This survey paper [2] details various problems asso-
ciated with visual sentiment analysis, highlighting its infancy and the lack of significant 
advances in the literature. This situation is then intensified in multimodal sentiment analy-
sis [3]. Gandhi et al. [3] stated that multimodal sentiment analysis, focusing on sentiment 
analysis using images, audio, and text, has gained popularity over the past few years. How-
ever, several challenges, such as the complexity of the data itself, are associated with these 
models [3].

From the sentiment analysis literature [1–3, 40, 41], we noted that the specific sentiment 
analysis problem involving images that incorporate textual data received limited atten-
tion, underscoring the importance and novelty of our research problem. Our research in 
this paper attempts to address this gap by proposing a new approach to visual sentiment 
analysis, leveraging the synergy between deep learning models designed for both image 
and text sentiment analysis. Our proposed method involves a multimodal approach, utiliz-
ing image and extracted text (from the input image) in two separate pipelines. The pro-
posed text-based sentiment analysis model was designed using RoBERTa [4], along with 
a few additional layers. RoBERTa [4], as one of the best language models in the literature, 
is basically a reimplementation of the BERT [19] model with some modifications, such 
as removing the next-sentence pre-training objective and training with larger mini-batches 
and learning rates. We employed the Google Cloud Vision API (https:// cloud. google. com/ 
vision/ docs/ ocr), renowned for its substantial OCR capabilities, to extract textual informa-
tion from images. This decision aligns with prior research findings [20], demonstrating 
the superior accuracy of the Google Vision OCR (https:// cloud. google. com/ vision/ docs/ 
ocr) compared to alternative tools. Moreover, implementing an automated text extraction 
framework in a Hadoop architecture leveraging Google Cloud Vision OCR (https:// cloud. 
google. com/ vision/ docs/ ocr)  yielded notable efficiency gains, with the automatic extrac-
tion process being approximately two times faster than manual extraction. Additionally, the 
achieved text recognition accuracy approached nearly 100%, affirming the reliability and 
effectiveness of the selected OCR solution. The extracted text data underwent preprocess-
ing to ensure uniformity and mitigate case sensitivity issues. Tokenization and sequence 
conversion were then performed to make the data suitable as the input of our RoBERTa-
based text sentiment analysis model.

For visual sentiment analysis, a transfer deep learning model based on eXtreme Incep-
tion (Xception) [5] was proposed. The Xception deep learning architecture was initially 
designed for image classification tasks and gained popularity in computer vision applica-
tions [5]. Its capabilities to capture hierarchical features in complex visual scenes, high 
transfer learning ability, and novelty in terms of its application to visual sentiment analy-
sis were the main reasons for choosing this model in our research work for VSA. As the 
fusion of different models commonly outperformed individual models, achieving the high-
est accuracy in the literature [45, 46], we introduced a weighted fusion technique, explor-
ing various average weight combinations assigned to the image (visual) and text sentiment 
extracted from the proposed model to obtain the final sentiment for each input multimedia 

https://cloud.google.com/vision/docs/ocr
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image. The experimental results and comparative analysis further showcased the effective-
ness of this fusion strategy in our proposed approach.

In addition, while studying this topic, we noticed the absence of a dedicated online pub-
licly available dataset composed of multimedia images in the sentiment analysis literature. 
Therefore, through a well-defined data collection and annotation process, we created a rea-
sonably large dataset of human-annotated images for sentiment analysis in this research.

In summary, our contributions in this research work are as follows:

i) creating a new dataset for sentiment analysis composed of multimedia images and 
human annotated labels,

ii) proposing a multimodal sentiment analysis framework suitable for multimedia images,
iii) Unlike existing methods, our approach harnesses images as the sole source for extracting 

both visual and textual sentiment within our proposed multimodal analysis framework,
iv) conducting several experiments considering several text and image-based sentiment 

analysis methods from the literature on our dataset and
v) providing a comprehensive comparative analysis of the results obtained from our pro-

posed model and state-of-the-art models, such as Visual Geometry Group19 (VGG19) 
[6], DenseNet201 [7], EfficientNetV2l [8], ResNet152V2 [9], InceptionV3 [10], Incep-
tionResNetV2 [11], and MobileNetV2 [12] for VSA, and DistillBERT [13], AlBERT 
[14], and XLNet [15] for TSA on three different datasets.

The remainder of the paper is outlined as follows. Section 2 discusses the related work 
on image, text, and multimodal sentiment analysis models. Section 3 details a description of 
our data collection and annotation. Section 4 discusses our proposed multimodal framework. 
Section 5 provides experimental results and discussion around datasets, evaluation metrics, 
model training and fine-tuning, ablation study, and comparative analysis. Section 6 concludes 
the paper and provides future works.

2  Related work

2.1  Visual sentiment analysis

Visual information understanding has been a topic of research for years, and image and 
video recognition and captioning have facilitated visual understanding by transforming the 
information into natural language descriptions [51–54]. In recent advancements of dense 
captioning in visual scenes, various transformer-based approaches have been proposed to 
overcome limitations in handling sequential encoding and region prioritization [55], incor-
porating textual context and dynamic vocabulary diversification [56], and improving scale-
invariant feature acquisition and eliminating redundancy in region interactions [57]. VSA, 
however, goes beyond traditional image analysis by incorporating expertise from image 
processing, machine learning, computer vision, data mining, and affective computing (sen-
timent/emotion analysis) domains to enable machines to comprehend and respond to the 
affective aspects of visual information in an image or video. VSA has emerged in recent 
years, focusing on the automatic understanding of sentiment/opinion conveyed through the 
visual content of images [2]. As a result, significant developments have been made in this 
field, driven by advancements in deep and transfer learning techniques [2, 17, 18, 29, 39, 
42–44] over the past few years.
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Borth et al. [29] introduced SentiBank, a concept detector library, and a Visual Senti-
ment Ontology (VSO) to predict sentiment in visual content [29]. The VSO provided a 
systematic, data-driven methodology to construct a large-scale sentiment ontology, facili-
tating a mid-level representation for bridging the affective gap in visual sentiment analy-
sis [29]. It is worth noting that the method relies on the concept detectors in SentiBank 
that may be influenced by training data, the focus of the study, changes, and differences 
in emotion categories, affecting the generalisability of the method. You et  al. [39] later 
proposed a Progressive CNN (PCNN) with a domain transfer learning method for VSA on 
Twitter images. The transfer learning from a small number of confidently labeled images 
in the target domain and progressive training strategy helped reduce the impact of noisy 
data on the training process, leading to improved performance and the generalisability 
of the model [39]. The method may, however, require a large amount of training data for 
optimal performance, which is challenging to obtain, especially in domains with limited 
labeled data. The reliance on domain transfer learning and the manually labeled data used 
for evaluation may also introduce biases from the source domain, impacting the applicabil-
ity, effectiveness, and generalisability of the model in other domains [39]. While this study 
[39] demonstrated advancements through progressive training and transfer learning from 
labeled images, newer research suggests fine-tuning pre-trained models tailored for image 
classification tasks as a superior approach. Notably, Hassan et al. [18] adapted a pre-trained 
model using object and background details for multi-label sentiment analysis on disaster 
images shared on social media. Oversampling techniques, such as crowd-sourcing, were 
also used to address class imbalance in this method [18]. However, the complexity of dis-
aster-related images with multiple objects and intricate backgrounds may pose challenges 
in accurately capturing and analyzing sentiments from such visual content. In addition, Jin-
dal and Singh proposed a domain-specific fine-tuning approach using a deep convolutional 
neural network (CNN) for VSA from social media [42]. The approach effectively used 
transfer learning from large-scale image classification to sentiment prediction, improving 
the performance and generalisability of the proposed VSA. However, the network may fail 
to correctly distinguish between particular sentiment classes, such as very happy and happy 
or very sad and sad [42].

Later, Zhang et  al. proposed a Visual Semantic Correlations Network (VSCNet) that 
combines deep learning with attention mechanisms and affective region discovery for 
VSA [43]. The model effectively captures visual semantics and emotional signs in images, 
improving sentiment detection accuracy. However, The proposed method may face chal-
lenges in accurately distinguishing between particular sentiments, especially negative 
ones. Moreover, different types of images (social networks dominated by objects and 
abstract paintings dominated mainly by color and texture) may affect the model to distin-
guish the sentiment at different levels [43]. A data-augmented transfer learning approach 
for VSA was also developed in the literature [44]. The method was a hybrid model based 
on VGG16 and SVM (Support Vector Machine), where the pre-trained VGG16 and SVM 
were used for feature extraction and sentiment classification, respectively [44]. VGG-19 
and DenseNet121, as pre-trained CNN models, were also employed for extracting high-
level features in VSA [17]. However, both methods [17, 44] primarily focus on positive and 
negative sentiments, overlooking neutral ones.

From the literature in VSA, it is noted that deep learning, domain-specific fine-tuning, 
attention mechanisms, and affective region discovery based models were designed to 
extract sentiment primarily based on visual emotions presented in images. Notably, none 
considered images with textual information that may be part of the image content for VSA. 
In addition, in most models, only two classes (positive and negative) were considered for 
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sentiment detection experiments. These issues led to justifying our proposed research in 
this paper and highlighted the importance of using the textual layer of information hidden 
in those images for sentiment analysis.

2.2  Textual sentiment analysis

Sentiment analysis from text has been an attractive research topic for over two decades, 
and several TSA methods were developed in the literature [1, 35–38, 40, 41]. The proposed 
methods can be grouped into lexical-based, machine learning, and hybrid categories. Lex-
ical-based methods usually use dictionaries in which each word in a dictionary is associ-
ated with a predefined sentiment. For example, SentiStrength was a prominent dictionary-
based model for sentiment analysis in social media [35]. Machine learning methods often 
rely on supervised machine learning approaches, which require labeled data to train them 
[40]. Hybrid models employ a combination of lexical and machine learning based mod-
els to extract sentiment from data [36]. For instance, Zhang et al. [36] proposed a hybrid 
approach combining lexicon and machine learning techniques for sentiment prediction 
from tweets. A detailed overview of text-based sentiment analysis methods can be found 
in [1, 38, 40, 41]. Though lexical-based, conventional machine learning and hybrid mod-
els have contributed significantly to text-based sentiment analysis, these approaches have 
several limitations [38, 40]. For instance, despite their simplicity, lexical-based methods 
often rely heavily on predefined dictionaries, and their effectiveness can be limited in dif-
ferent contexts/domains (context-dependent) and when faced with evolving language pat-
terns and new words. Conventional machine learning models, on the other hand, require 
labeled datasets for training, making them less adaptable to diverse domains and poten-
tially prone to overfitting. They also face challenges in handling a high-dimensional and 
sparse textual feature vector. While attempting to combine the strengths of lexical-based 
and machine learning approaches, hybrid models may also encounter difficulties in finding 
an optimal balance between the two components. As a result, the performance gains may 
not always be proportional to the added complexity. Additionally, the success of hybrid 
models depends on the availability of lexical resources, which may not always be the case 
for specific contexts or languages.

With significant advances in the field of deep and transfer learning, text-based senti-
ment analysis has experienced notable progress in recent years [1, 4, 13–15, 23, 28, 37]. 
Deep learning algorithms, particularly recurrent neural networks like LSTM models, have 
shown great success in capturing long-term dependencies and extracting meaningful fea-
tures [23]. Attention-based RNNs also exhibited robust performance, underscoring the sig-
nificance of preprocessing and feature extraction in sentiment and emotion analysis tasks. 
The transfer learning approach has also been effective in sentiment analysis, as it addresses 
the challenge of limited labeled data for specific domains [23, 28]. Considering recent 
advancements in deep neural networks, researchers like Rehman et al. [37] combined CNN 
and LSTM architectures to capture local features and long-term dependencies for senti-
ment detection from movie reviews. Researchers have further explored various pre-trained 
language models, such as BERT (Bidirectional Encoder Representations from Transform-
ers) [19], GPT (Generative Pre-trained Transformer), RoBERTa [4], DistillBERT [13], 
AlBERT [14], and XLNet [15], for sentiment analysis tasks in real-world applications. 
These models can capture contextual information and language patterns, improving senti-
ment analysis accuracies [1].
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Despite significant progress in the TSA literature [1, 38], the limited consideration of 
visual information present in images is noticeable. Many traditional sentiment analysis 
methods focus exclusively on textual content, overlooking the valuable insights that can 
be derived from visual elements, especially in multimedia data. In contexts where text and 
images are jointly available, neglecting visual aspects can result in a poor understanding of 
sentiment. Therefore, as proposed in our framework, we considered textual data along with 
visual information for sentiment analysis.

2.3  Multimodal sentiment analysis

Multimodal sentiment analysis usually detects sentiment by combining sentiments 
expressed across different modalities, such as textual, image, video, and auditory informa-
tion [3]. This approach enables a more comprehensive analysis of sentiments, expressions, 
and context, particularly in applications where sentiments are conveyed through diverse 
channels, such as images, videos, audio signals, and text [3, 27]. Recently, a few multi-
modal sentiment detection models were presented in the literature [27, 31–34, 45, 46]. A 
comprehensive literature review of the methods was also provided in [3]. Transfer learning 
was considered and explored in most of the recent multimodal sentiment analysis models 
in the literature [3].

Xu and Mao [31] presented a deep semantic network (MultiSentiNet) based multimodal 
sentiment analysis model, incorporating object and scene information from images. The 
model further considered a visual feature-guided attention mechanism to identify impor-
tant words in tweets that contribute to understanding sentiment and aggregate these words 
with visual semantic features [31]. While MultiSentiNet captured detailed semantic infor-
mation by correlating images and text information, its complexity and data dependency 
may pose challenges in specific contexts [31]. Xu [32] later proposed a hierarchical seman-
tic attentional network for multimodal sentiment analysis using visual semantic and text 
features extracted from image captions and reviews, respectively [32]. Xu et al. [33] fur-
ther introduced a co-memory network for multimodal sentiment analysis that considers 
the interrelation of visual and textual information by iteratively modeling the interactions 
between visual contents and textual words for better sentiment analysis [33]. However, the 
architecture of these models is complex, and they are sensitive to noise in image tagging. 
Obtaining high-quality captions is also difficult. Toledo and Marcacini [34] also proposed 
a fine-tuning strategy with an attention mechanism to select the most relevant features of 
each modality (text/image) for multimodal sentiment analysis. The model is a simpler and 
more cost-effective architecture as it uses simple concatenation strategies for multimodal 
learning [34]—however, early fusion at the feature level results in high dimensional fea-
tures, resulting in complexity issues.

Recently, a Context-Sensitive Multimodal Dense Fusion (CS-MDF) framework based on 
visual and textual modalities was proposed to analyze sentiments at the utterance level by 
preserving sequential order and allowing contextual information [45]. The method involves 
extracting unimodal features independently at the first tier and fusing them at later stages 
to make predictions. The CS-MDF utilizes Bi-directional Gated Recurrent Units at the sec-
ond tier to extract context-sensitive information from different modalities [45]. The frame-
work highlighted the importance of each modality by incorporating a visual and semantic 
attention mechanism that helped align salient regions and words [45]. As this framework 
contains three tiered structures and multimodal fusion mechanisms, it can be computation-
ally intensive, posing challenges for real-time applications. A graph convolution-based 
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heterogeneous fusion network was also proposed for multimodal sentiment analysis of data 
from diverse modalities, such as text, visual, and acoustic data [46]. This method utilized 
a graph structure, a convolutional aggregation module, attention mechanisms, and multi-
task learning frameworks to overcome the noise problem caused by differences in modal 
information density [46]. The graph convolutional neural networks can capture inter-modal 
interactions and intra-modal feature dependencies, extracting complex interaction informa-
tion between modalities [46]. Using graph convolution and dynamic routing may, how-
ever, introduce complexity to the model, potentially impacting computational efficiency. 
In a more recent paper, Bui et  al. [27] introduced a holistic analysis of user sentiment 
using multimodal sentiment analysis, fusing image and text data. The model utilized the 
DenseNet201 model to extract visual features from images and the BERT transformer 
model, followed by an LSTM network to extract semantic and context-aware features from 
text data. These features were then combined using a hybrid fusion strategy to create the 
multimodal sentiment analysis model [27]. This model, however, achieved only slightly 
better results at a higher computational cost.

As indicated in the multimodal sentiment analysis literature, multimodal models have 
provided more accurate sentiment detection considering several modalities. Considering 
the scope of our problem in this research, limited research has been done to develop multi-
modal sentiment analysis based on only one modality (for example, images containing tex-
tual information). To address this gap in the literature, we proposed a new multimodal sen-
timent analysis in this research work to advance sentiment analysis in multimodal contexts. 
It is important to note that we fundamentally used only one modality (image) as the input 
to our sentiment analysis framework. However, we extracted several layers of information, 
including visual and text modalities, from the input image.

3  Data collection and annotation

Several datasets with annotated data have been created by experts or non-expert evalua-
tors for sentiment analysis in the literature [1–3, 40]. Eighteen datasets containing mainly 
textual data were listed and explained in [40]. In addition, visual and multimodal datasets 
were discussed in [2, 3]. However, to our knowledge, no dataset in the literature combines 
textual and visual modalities exclusively in image format for sentiment analysis. Therefore, 
we created a custom dataset as a part of this research work. We initiated this process by 
manually sourcing 2,000 images from Google search, specifically targeting images con-
taining visible text elements (multimedia images). This step was crucial to ensure the rel-
evance of the dataset to our research objectives. The images with different sizes were all 
saved and stored in the JPG format. We named this dataset the Document Image Sentiment 
(DocImSent) dataset.

The 2,000 multimedia images were then manually categorized into three distinct classes, 
positive, negative, and neutral, by a knowledgeable individual. This process resulted in 670 
positive, 670 negative, and 660 neutral images as the initial three subsets of our dataset. 
However, as this dataset was collected and annotated by only one person, there might be 
potential bias in the annotation process. To address this bias, we implemented a validation 
strategy to improve the credibility of our dataset. The validation strategy comprised 14 
unique Google Forms, each containing 150 randomly selected images (50 positive, 50 neg-
ative, and 50 neutral images) from our initial dataset. Thirty undergraduate students were 
instructed to participate in annotating the images associated with these Google Forms. This 
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process was designed to ensure that each image was evaluated by at least five additional 
individuals, excluding the original annotator. To better understand the validation process, 
examples of the questionnaire and instruction forms given to students are shown in Figs. 2 
and 3, respectively.

To proceed with the annotation process, two to three sets of Google Forms, along with 
instructions, were distributed to each individual within a group of five people, and their 
responses were subsequently recorded. After carefully assessing their responses, images 
with conflicting opinions were excluded (rejected), while those with an absolute majority 
sentiment were included (accepted) in the dataset. An example illustrating the rejection 
and acceptance of images based on annotator responses is presented in Fig. 4. As shown 
in Fig. 4, if all five annotators selected "positive," the image was accepted in our validated 
dataset. Conversely, as illustrated in the second pie chart, there was disagreement among 
annotators, with 3 indicating a neutral sentiment and 2 suggesting a positive sentiment; 
hence, images with such disagreements were excluded from our dataset.

Following this rigorous validation process, we successfully refined the initial dataset 
to a total of 1,717 images, comprising 627 positive images, 528 negative images, and 562 
neutral images. This step played a crucial role in mitigating potential biases and enhancing 
the overall reliability and consistency of our dataset.

As we were also interested in textual data in each image, we utilized the Google Cloud 
Vision OCR (https:// cloud. google. com/ vision/ docs/ ocr)  to accurately extract text content 
from each image. Subsequently, we manually verified the text extracted by the OCR to 
ensure the extracted text from each image was correct. The extracted text and the corre-
sponding image name were stored in a Comma-Separated Values (CSV) file as part of our 
annotation process. The CSV includes three columns: one for the image name, another 
for the extracted text, and a third for the corresponding sentiment label assigned to each 
image based on our earlier annotation process. This CSV file thus encapsulated the textual 

Fig. 2  Questioner form designed to annotate images in the DocImSent dataset

https://cloud.google.com/vision/docs/ocr
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content alongside the key metadata, facilitating seamless integration of the text data into 
our dataset. The refined dataset associated with annotation for textual and visual informa-
tion formed a strong foundation for the subsequent phases of our research.

4  Proposed model

The block diagram of our proposed framework is depicted in Fig. 5. As demonstrated in 
the figure, the proposed framework contains two pipelines for sentiment extraction from 
visual and textual data of the input image, followed by a fusion strategy. Each pipeline and 
its corresponding blocks are illustrated in the following subsections.

4.1  Visual sentiment analysis

The VSA pipeline comprises the image preprocessing step followed by the proposed visual 
sentiment analysis model discussed as follows.

4.1.1  Image preprocessing

To improve the quality of input images and simplify the subsequent feature extraction, we 
applied a series of preprocessing steps to raw images before feeding them into our proposed 
model. Initially, we resized all input images to a standard 256 × 256 pixels to maintain con-
sistency across all the images in the dataset. This resizing process is crucial for uniformity 

Fig. 3  Instruction form designed to help annotate images in the DocImSent dataset
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and helps address potential issues arising from varying image sizes. We also scaled the 
pixel values of the images by dividing each value by 255. This normalization process 
brought the input features into the range [0, 1], enhancing the numerical stability and con-
vergence of our model during the training. Together, these preprocessing techniques laid a 

Fig. 4  An example of form responses received from annotators
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Fig. 5  The architecture of the proposed framework
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solid foundation for subsequent stages of our model, ensuring effective feature extraction 
and facilitating an efficient learning process.

4.1.2  Proposed transfer learning based visual sentiment extraction model

Several state-of-the-art image-based deep learning models, including Xception [5], 
VGG19 [6], DenseNet201 [7], EfficientNetV2l [8], ResNet152V2 [9], InceptionV3 [10], 
InceptionResNetV2 [11], and MobileNetV2 [12], were implemented and trained for com-
mon computer vision tasks, such as image classification, object detection and recognition 
in the literature (Table 1). Since constructing and training models from scratch for different 
tasks can be costly, capitalizing on the weights of pre-trained models, transfer learning has 
emerged as a practical solution to such an issue [5–12].

Therefore, we adopt transfer learning in our image sentiment analysis, utilizing pre-
trained models that have gained complex features from extensive datasets, such as Ima-
geNet. This strategy expedites the training of our sentiment analysis model by using previ-
ously acquired knowledge, substantially reducing the computational resources needed. In 
addition, the inherent ability of transfer learning to generalize allows our model to effec-
tively handle new sentiment analysis tasks, even with limited task-specific data available. A 
study [16] highlighted the effectiveness of transfer learning in achieving impressive accu-
racy scores within limited computational resources. Despite computational power and time 
constraints, their validation of transfer learning’s efficacy showed its broader application to 
sentiment analysis [2].

From Table 1, it is evident that there are several deep learning models in the literature 
with different parameters, depths, and sizes for image classification. To choose the most 
appropriate transfer learning for our proposed image-based sentiment analysis model, we 
considered the different factors outlined in Table 1. A careful consideration of all models 
and the factors presented in Table 1 revealed that the Xception model [5] is one of the best 
models with outstanding performance, showcasing a compelling combination of compact 
size and remarkable Accuracy. The Xception [5] surpasses many other models, with Top-1 
and Top-5 accuracy rates of 79.0% and 94.5%, respectively. Furthermore, its modest size 
of 88 MB and a relatively low parameter count of 22.9 million make it a good choice, bal-
ancing between the model complexity and computational demands. It is also worth noting 
that the Xception [5] model is pre-trained using a diverse set of images from the ImageNet, 
consisting of millions of images. In addition, it draws inspiration from Google’s Inception 

Table 1  Performance of some of the state-of-the-art deep learning image classification models on the Ima-
geNet (https:// keras. io/ api/ appli catio ns/)

Model Size (MB) Parameters Depth Top-1 Accuracy Top-5 Accuracy

Xception [5] 88 22.9 M 81 79.0% 94.5%
VGG19 [6] 549 143.7 M 19 71.3% 90.0%
DenseNet201 [7] 80 20.2 M 402 77.3% 93.6%
EfficientNetV2L [8] 479 119.0 M - 85.7% 97.5%
ResNet152V2 [9] 232 60.4 M 307 78.0% 94.2%
InceptionV3 [10] 92 23.9 M 189 77.9% 93.7%
InceptionResNetV2 [11] 215 55.9 M 449 80.3% 95.3%
MobileNetV2 [12] 14 3.5 M 105 71.3% 90.1%

https://keras.io/api/applications/
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model and presents an extreme interpretation of Inception principles. Notably, to the best 
of our knowledge, this model has not been used for sentiment analysis in the literature.

Therefore, we chose the Xception [5] model as the basis of our image sentiment analy-
sis task. This pre-trained model provided good results in classifying various object cat-
egories and demonstrates its adaptability in providing robust representations suitable for a 
wide range of images, including fruits [21]. The block diagram of the proposed Xception 
based architecture with additional layers is presented in Fig. 6. As demonstrated in Fig. 6, 
in our proposed Xception-based transfer learning visual sentiment analysis model, we ini-
tially initialized the Xception [5] model with pre-trained parameters and fed it with the pre-
processed images as input. We further augmented the model architecture by adding three 
additional layers to facilitate fine-tuning and enhance its capabilities. Firstly, we flatten the 
multi-dimensional output obtained from the Xception [5] pre-trained model into a vector 
(one-dimensional array) to prepare the data for subsequent layers. Next, we introduced a 
dropout layer with a threshold of T1 as a regularization technique to mitigate overfitting 
and enhance the model’s ability to generalize to new and unseen data. Lastly, we appended 
a dense layer—a fully connected layer—with a softmax activation and an L2 kernel regu-
larizer, which helps to prevent overfitting by discouraging large weight values, designed 
explicitly for our classification task with three classes, positive, negative, and neutral. This 
new architecture allowed us to explicitly tailor the Xception model [5] for our purposes 
and achieve optimal sentiment analysis based on image content. By incorporating these 

Fig. 6  Our proposed Xception-based architecture with additional layers for VSA
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layers and techniques, our model can effectively generalize and provide accurate predic-
tions across various sentiment categories. In Sect. 5.3 (Ablation Study), we also used other 
existing pre-trained models with our fine-tuning layers to compare results and select the 
one that is most suitable for our proposed framework.

4.2  Textual sentiment analysis

The TSA pipeline begins with applying an OCR on the input image to extract text, fol-
lowed by the text preprocessing step, and finally, the proposed textual sentiment analysis 
model, as discussed below.

4.2.1  OCR and text preprocessing

Text extraction from images is a critical step in performing sentiment analysis in the TSA 
pipeline. OCR, a mature text recognition method, can usually fulfill this task proficiently. 
In our proposed framework, we chose Google Cloud Vision OCR due to its performance 
in accurately and efficiently extracting text from images (https:// cloud. google. com/ vision/ 
docs/ ocr). Google Cloud Vision OCR is known for appropriately handling text with differ-
ent conditions, such as multiple scripts used within the text or distorted text. It can also be 
integrated with Google Cloud services, making it easy to scale up and use in our proposed 
solution (https:// cloud. google. com/ vision/ docs/ ocr).

The texts extracted from the Google Cloud Vision OCR were then subjected to sev-
eral preprocessing methods to enhance the quality of the texts. For example, applying data 
transformation and filtering significantly improved classifications [22]. Therefore, we first 
converted all text to lowercase to ensure consistency and avoid issues arising from different 
capitalizations. Removing newline characters and breaks introduced during OCR further 
improved the readability of the text. Removing URLs and filtering out distracting web links 
were also essential to keep only meaningful text for further processes. English stopwords 
were then eliminated from the extracted text to refine it by excluding frequently used but 
less meaningful words. Removing non-alphanumeric characters and unnecessary symbols 
contributed to a better text representation. Lemmatization was further applied to reduce 
words to their base forms, ensuring consistency and capturing the basic meaning of words. 
Part-of-speech (POS) tagging was used to help with targeted lemmatization based on word 
categories, thereby enhancing precision. Finally, tokenization and rejoining of the text were 
applied to prepare the extracted text for further analysis. Each preprocessing method was 
chosen to address challenges, such as varied capitalization, noise, and less meaningful ele-
ments, introduced during OCR. Through these preprocessing methods, the extracted text 
was transformed into a clean, more accurate, and standard format suitable for subsequent 
analysis.

4.2.2  Proposed transfer learning based textual sentiment extraction model

In this research work, we explore the suitability of various deep transfer learning models, 
including RoBERTa [4], DistillBERT [13], AlBERT [14], and XLNet [15], each renowned 
for their power in understanding textual data. It is worth noting that a comparative analysis 
presented in the literature [23] evaluated text-based emotion recognition employing RoB-
ERTa [4], DistillBERT [13], XLNet [15], and BERT [19]. Among these models, RoBERTa 
emerges as the top performer, achieving a high accuracy for seven emotion classifications 

https://cloud.google.com/vision/docs/ocr
https://cloud.google.com/vision/docs/ocr
https://cloud.google.com/vision/docs/ocr
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[23]. Similarly, RoBERTa consistently delivered superior results compared to various lan-
guage models, such as DistilBERT and XLNet, on the GoEmotion dataset [24, 25], reaf-
firming its efficacy in emotion recognition tasks. As such, RoBERTa has also become a 
basis for developing successful NLP models and has gained popularity in research and 
industrial applications [4].

Therefore, in our proposed framework, we chose the Robustly optimized BERT 
approach (RoBERTa) [4] as the basis of our textual sentiment analysis. RoBERTa is a vari-
ant of the BERT [19] (Bidirectional Encoder Representations from Transformers) model 
developed by Facebook AI researchers [4]. While sharing some architectural similarities 
with BERT, RoBERTa distinguishes itself through its architecture and training procedures. 
One important modification in RoBERTa is the removal of the Next Sentence Prediction 
(NSP) objective, which involves training the model to predict whether observed document 
segments are from the same or distinct documents. Removing/adding NSP loss in different 
versions indicated that eliminating NSP either matches or slightly improves downstream 
task performance [4].

Furthermore, RoBERTa introduced training with larger batch sizes and longer 
sequences, involving 125 steps of 2 K sequences and 31 K steps with 8 K sequences of 
batch size, which offered several advantages, such as improved perplexity on the masked 
language modeling objective and enhanced end-task Accuracy. Larger batches also facili-
tated easier parallelization via distributed parallel training. In addition to these modifica-
tions, RoBERTa employed a dynamic masking technique during training, departing from 
BERT’s static masking performed once during data preprocessing. Instead, training data 
was duplicated and masked ten times with different mask strategies over 40 epochs. This 
approach was compared with dynamic masking, where data generated by different masks 
every time was passed into the model. Despite these alterations, RoBERTa maintained 
its transformer-based language model functionality, utilizing self-attention mechanisms 
to process input sequences and generate contextualized representations of words within 
sentences. The model’s training on a substantially larger dataset of 160 GB of text, along 
with its dynamic masking technique, contributes to its proficiency in natural language pro-
cessing tasks, outperforming BERT and other models across various applications, such as 
sentiment analysis, language translation, text classification, question answering and text-
based emotion classification [23, 24]. This compelling evidence underscores the suitability 
of RoBERTa as the choice of transformer model for our proposed text sentiment analysis 
framework.

The block diagram of the proposed RoBERTa-based architecture with additional layers is 
provided in Fig. 7. As demonstrated in Fig. 7, we began by implementing a 1D global average 
pooling to obtain a condensed output from the results of the pre-trained model. This tech-
nique involved averaging values along the temporal dimension, reducing spatial dimensions, 
and providing a concise representation of features. Following this step, we introduced a dense 
layer with 768 neurons and leveraged the Rectified Linear Unit (ReLU) activation function 
for feature transformation. The ReLU function introduced non-linearity, allowing the model 
to capture intricate patterns in the data. Subsequently, we incorporated another dense layer 
with 256 neurons and ReLU activation to further enhance the performance of our proposed 
model. In addition, we integrated a dropout layer with a threshold of T2 into the architecture 
to prevent overfitting and promote generalization. Dropout randomly deactivated a fraction of 
neurons during training, fostering robustness and preventing the model from overly relying 
on specific features. Increasing the architecture, we further introduced two additional dense 
layers. The first layer consists of 64 neurons with the ReLU activation function, aiding the 
model in learning hierarchical representations. The final layer comprises only three neurons 
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with a softmax activation function, generating the probability distribution for three classes, 
positive, negative, and neutral, for textual sentiment analysis purposes. As with Xception, we 
used various existing transformers and added additional layers for experiments on our cus-
tom dataset fine-tuning in Sect. 5.3. We then combined the best-performing combinations of 
our text and image sentiment analysis models using our proposed fusion method to obtain the 
highest accuracy.

4.3  Weighted fusion strategy

There are several fusion strategies in the literature, and each fusion method performs differ-
ently depending on the applications [26]. Various fusion strategies for combining different 
classifiers were presented in [26], where the authors emphasized the critical role of select-
ing an appropriate fusion method to achieve optimal results from multiple classifiers [26]. As 
shown in Fig. 8, our proposed sentiment analysis method comprised two pipelines, one for 
image and the other for textual sentiment analysis, with a weighted fusion to help obtaining 
final sentiment results. We tried different weight combinations for image and text sentiment 
predictions to find the optimal mix per Eq. 1.

where p1 and p2 are the individual sentiment predictions from the image and text models, 
respectively. The image weight is represented by w1, and the weight for text is w2 (where 
w1 + w2 = 1). Equation  (1) generates a list containing sublists, each comprising three prob-
abilities: the first position representing the probability of a negative prediction, the second for 
neutral, and the third for positive.

(1)combinePred = [p1 ∗ w1 + p2 ∗ w2|p1, p2 ∈ zip(pred1, pred2)]

(2)Prediction =
[
argmax(pred)|pred ∈ combinePred

]

Fig. 7  Our proposed RoBERTa-based architecture with additional layers for TSA
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We introduced Eq. (2) to transform this combinePred into a Prediction list suitable for 
evaluating the accuracy and other metrics. This Equation iterated through each sublist 
in the combinePred and replaced it with the index corresponding to the maximum value 
within that sublist. For instance, if a sublist contains values like [0.1, 0.1, 0.8], Eq.  (2) 
would replace this sublist with the index 2 in the list. To assess how well this weighted 
fusion has performed, we compared our combined predictions to the actual labels (ytrue). 
We tested different weight combinations and found the best weights (w1 and w2) that pro-
vided the most accurate predictions when combining visual and textual information. This 
strategy helped the proposed model adapt to different situations, improving its ability to 
make more accurate sentiment predictions based on both visual and textual elements of 
images (Fig. 8)

5  Experimental results and discussion

5.1  Dataset and evaluation metrics

We used three different datasets to evaluate our proposed multimodal sentiment extraction 
framework. The first dataset was the DocImSent dataset developed in this research work. 
The DocImSent dataset is composed of 1,717 images, of which 627 were positive, 528 
were negative, and 562 were neutral. A few examples of the images and their metadata 
from DocImSent are shown in Table 2.

The other two datasets utilized in our evaluation were MVSA datasets, namely MVSA-
Single and MVSA-Multiple [28]. The MVSA datasets [28] consist of image-text pairs, 

Fig. 8  Proposed fused model architecture for sentiment extraction from multimedia images
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Table 2  Examples of image and textual data from the DocImSent dataset and respective prediction results 
obtained from our proposed framework

Sno. Image Text True 

Label

Predicted 

Label

1 A smile is the 

easiest gift to give. 

routinely nomadic

Positive Positive

2 Vibes don’t lie. Positive Neutral

3 Happy people are 

always beautiful.

Positive Positive

4 Meaningless Neutral Neutral

5 Avocado Neutral Neutral

6 Helicopter rope 

riddle

Neutral Neutral

7 My silence is 

another word for 

my pain.

Negative Negative

8 Journalist attacked 

assaulted r. news

Negative Negative

9 Pray for Kerala Negative Positive
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each comprising an image and a separate text. The MVSA-Single dataset comprises 4,869 
pairs collected from Twitter, with respective annotations for both image and text by a sin-
gle annotator. In contrast, the MVSA-Multiple dataset contains 19,600 pairs labeled by 
three annotators. The MVSA datasets contain images and the corresponding texts posted 
alongside them sourced from Twitter. While these datasets do not contain images with 
texts within themselves, they serve as valuable datasets to showcase the performance of 
our proposed framework across different settings. After removing invalid data based on 
the criteria outlined in [27] for the experimental study, we obtained 4,511 pairs (image, 
text) for MVSA-Single and 17,024 pairs for MVSA-Multiple, respectively. We partitioned 
the dataset according to the division specified in [27], allocating an 8:1:1 ratio for training, 
validation, and testing. We further refined this dataset based on the rules outlined in [27] 
to ensure alignment with the results presented in that paper for our comparative analysis. 
Table 3 shows examples of images and textual captions from the MVSA datasets.

In this research work, we considered four commonly used evaluation metrics, Accuracy, 
Precision, Recall, and F1-score [40], to assess the performance of our proposed model and 

Table 3  Example of image and textual caption of MVSA datasets [28]

Sno. Image Text Sentiment

1 The moment I find my 

favourite TV character

Positive

2 Depressed depression 

bully anxiety overdose 

addict drug pill cut cut

Negative

3 Author read to an 

enthusiastic audience

Neutral
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compare its results to the state-of-the-art models. As we have three different classes (posi-
tive, negative, and neutral), Precision, Recall, and F1-score were calculated individually 
for each class. For instance, Precision for the positive class is the ratio of true positive 
predictions for the positive class to the total predicted positive instances, and similarly for 
Recall and F1-score [40]. To report an overall evaluation metric for the model, the average 
Precision, Recall, and F1-score were computed, and the results were displayed as a com-
prehensive performance measure for the entire model, considering its performance across 
all three classes. This ensured a balanced assessment considering the model’s performance 
across different categories. We have further displayed the confusion matrix for each model 
to provide detailed results.

5.2  Model training and testing

As our main focus in this research was working on multimedia images, we first used our 
dataset for training, parameter setting (fine-tuning), and testing. We considered 1,237, 240, 
and 240 images for training, validation, and testing of our proposed method, respectively. 
The visual and textual sentiment extraction models underwent separate training proce-
dures using images and their extracted text. Throughout the training phase, a validation 
procedure using the validation dataset was considered to assess the performance of models 
and prevent overfitting continually. The validation process further helped in terms of the 
generalization of the proposed models on unseen data. We chose sparse categorical cross-
entropy for both image and text models as the loss function and utilized the Adam opti-
mizer as the optimization function.

5.3  Ablation study

As several models in the literature could be used in our proposed pipelines for vis-
ual and textual sentiment analysis, we performed several experiments on our data-
set. We further reported the results of only image (visual) and text (textual) models 
to compare how accurately both models performed individually in this research work. 
Tables  4 and 6 show sentiment results obtained from only visual sentiment and tex-
tual sentiment analysis models on our dataset. Tables  5 and 7 demonstrate the con-
fusion matrix obtained from our experiments for the visual and textual sentiment 
models, respectively. When comparing visual sentiment analysis results presented 

Table 4  Visual sentiment analysis results obtained from different VSA models designed based on various 
state-of-the-art deep learning models on our DocImSent dataset

Visual Sentiment Extraction Model Accuracy (%) Precision Recall F1-Score

VGG19 [6] 75.41 0.759 0.754 0.753
DenseNet201 [7] 77.08 0.771 0.771 0.771
EfficientNetV2l [8] 55.41 0.579 0.554 0.541
Xception [5] 78.30 0.782 0.783 0.783
ResNet152V2 [9] 73.75 0.737 0.737 0.737
InceptionV3 [10] 71.25 0.713 0.712 0.712
InceptionResNetV2 [11] 75.01 0.751 0.75 0.749
MobileNetV2 [12] 77.50 0.775 0.775 0.774
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in Table  4, we noted that the highest accuracy for image sentiment classification of 
78.3% was obtained from the Xception-based model. As demonstrated in Table 5, the 
Xception-based VSA model provided the best results in negative and neutral sentiment 

Table 5  The confusion matrix supporting the results presented in Table 4

Visual Sentiment Extraction Model Classes Negative Neutral Positive

VGG19 [6] Negative 72.5% 11.25% 16.25%
Neutral 12.5% 68.75% 18.75%
Positive 3.75% 11.25% 85%

DenseNet201 [7]
Negative 77.5% 11.25% 11.25%
Neutral 17.5% 73.75% 8.75%
Positive 6.25% 13.75% 80%

EfficientNetV2l [8]
Negative 48.75% 21.25% 30%
Neutral 13.75% 34.15% 51.25%
Positive 3.75% 13.75% 82.5%

Xception [5]
Negative 81.25% 8.75% 10%
Neutral 16.25% 73.75% 10%
Positive 6.25% 13.75% 80%

ResNet152V2 [9]
Negative 76.25% 10% 13.75%
Neutral 15% 73.75% 11.25%
Positive 8.75% 20% 71.25%

InceptionV3 [10]
Negative 73.75% 16.25% 10%
Neutral 21.25% 66.25% 12.5%
Positive 7.5% 18.75% 73.75%

InceptionResNetV2 [11]
Negative 72.5% 16.25% 11.25%
Neutral 15% 71.25% 13.75%
Positive 5% 13.75% 81.25%

MobileNetV2 [12]
Negative 80% 11.25% 8.75%
Neutral 15% 73.75% 11.25%
Positive 6.25% 15% 78.75%

Table 6  Textual sentiment 
analysis results obtained from 
different TSA models designed 
based on various state-of-the-art 
NLP deep learning models on 
our DocImSent dataset

Text-based Sentiment 
Extraction Model

Accuracy
(%)

Precision Recall F1-Score

RoBERTa [4] 88.75 0.897 0.887 0.887
DistilBERT [13] 85.83 0.863 0.858 0.857
AlBERT [14] 90.01 0.90 0.90 0.899
XLNet [15] 77.08 0.771 0.771 0.768
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classification and a comparable result with other methods in positive sentiment analy-
sis. These results were also in line with the results reported in the literature (https:// 
keras. io/ api/ appli catio ns/).

Considering TSA results shown in Table  6, the highest results for only textual senti-
ment analysis were obtained from the AlBERT-based model. The RoBERTa-based model 
provided the second best performance. From Table  7, however, we noted that the RoB-
ERTa demonstrated a better accuracy in positive sentiment classification and comparable 
results in negative and neutral sentiment classification with other methods. In addition, 
from Table  5, we noted that the Xception has performed better in negative and neutral 
sentiments but not in positive, and the VGG19 performed better in positive sentiments. 
Considering this information and as the RoBERTa complemented the Xception in terms 
of performance, we decided to combine/fuse the RoBERTa with Xception in our pro-
posed framework. A careful observation of the results presented in Tables 4 and 6 further 
revealed that text elements of an image were better than visual elements in detecting the 
sentiment of the image more accurately. This may also be related to the fact that a massive 
amount of research has been done on text sentiment analysis and NLP. In contrast, VSA is 
lagging in terms of research compared to TSA.

5.4  Parameter settings and experimental results

As our proposed framework comprises a few parameters (T1, T2, learning rate, batch size, 
number of epochs, w1, and w2), they were required to be fine-tuned during the training/
validation process. After extensive experimentation with various values, ranging between 
0 and 1 for parameters T1 and T2, we determined that setting the dropout layer threshold to 
0.4 yielded optimal results for both visual and textual deep learning models. As a result, 
T1 and T2 were fixed to 0.4. Additionally, we fine-tuned the Adam optimizer with a learn-
ing rate of 0.00001 for visual sentiment analysis models and 0.0001 for textual sentiment 
analysis models to minimize loss and enhance parameter refinement during the training 

Table 7  The confusion matrix 
supporting the results presented 
in Table 6

Text-based Sentiment 
Extraction Model

Classes Negative Neutral Positive

RoBERTa [4] Negative 90% 2.5% 7.5%
Neutral 3.75% 80% 16.25%
Positive 2.5% 1.25% 96.25%

DistilBERT [13]
Negative 90% 2.5% 7.5%
Neutral 8.75% 77.5% 13.75%
Positive 6.25% 3.75% 90%

AlBERT [14]
Negative 92.5% 2.5% 5%
Neutral 7.5% 86.25% 6.25%
Positive 2.5% 6.25% 91.25%

XLNet [15]
Negative 78.75% 8.75% 12.5%
Neutral 22.5% 65% 12.5%
Positive 2.5% 10% 87.5%

https://keras.io/api/applications/
https://keras.io/api/applications/
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process. All models underwent training for 50 epochs with a batch size of 32 to update 
model weights. The choice of the batch size of 32 aided in parallel processing during 
the training phase, which was crucial for managing memory constraints and speeding up 
convergence.

As mentioned, our proposed framework used weights (w1 and w2) to blend probabili-
ties from distinct pipelines. To determine the most effective weight combinations for each 
classifier, we systematically explored all possibilities for w1 and w2, ranging from 0 to 1 in 
increments of 0.01. Table 8 demonstrates the results achieved with various weight configu-
rations from our proposed framework. Notably, the highest performance in terms of Accu-
racy, Precision, Recall, and F1-score was obtained when both RoBERTa- and Xception-
based models were assigned equal weights of 0.5. Table 9 further displays the confusion 
matrix obtained from the fused model when w1 and w2 were set to 0.5, and the highest 
Accuracy of 92.08% was achieved.

A comparison of the results shown in Tables 4, 6 and 8 further revealed that the pro-
posed fusion strategy combining the textual model with visual deep learning models has 
increased sentiment detection results, for example, improving the accuracy by more than 
2%. It is also worth mentioning that textual pre-trained models used for experimentation 
were explicitly designed for sentiment classification. However, visual deep learning models 
were presumably designed for image classification and fine-tuned for sentiment classifi-
cation in this research work. This indicates that if we can train a large model for image 
sentiment analysis with more annotated data, we can significantly increase the sentiment 
classification of images with text.

As demonstrated in our ablation study, we used eight visual-based deep learning models 
and four textual-based deep learning models, resulting in a combination of 32 models. To 
get an idea of their performance in our proposed framework, we performed an extensive 
set of experiments considering different weights on our dataset. Table 10 shows the best 
results obtained from each combination of models with associated weights. From Table 10, 
it is evident that the combination of RoBERTa and Xception provided the best results in 
the majority of the cases. In addition, we can observe that the second-best accuracy of 

Table 8  Results obtained from 
the proposed framework when 
using different weights for the 
RoBERTa (for text) and Xception 
(for image) models on our 
DocImSent dataset

Weight 
1 
(Image)

Weight 2 (Text) Accuracy
(%)

Precision Recall F1-Score

0.5 0.5 92.08 0.925 0.920 0.920
0.02 0.98 89.16 0.9 0.891 0.891
0.04 0.96 89.58 0.903 0.895 0.895
0.54 0.459 91.25 0.915 0.913 0.913
0.68 0.319 85.41 0.854 0.854 0.854
0.98 0.02 78.75 0.787 0.788 0.787

Table 9  The accuracy confusion 
matrix obtained from the 
proposed framework using 
RoBERTa (for text)- and 
Xception (for image)- models on 
our DocImSent dataset

Classes Negative Neutral Positive

Negative 93.75% 1.25% 5%
Neutral 3.75% 86.25% 10%
Positive 3.75% 0% 96.25%
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91.66% was obtained from the combination of RoBERTa and DenseNet201, and AlBERT 
and ResNet152V2, which is lower than the 92.08% accuracy obtained from our proposed 
framework.

Table 10  The best results obtained from our proposed framework, considering different weights for various 
visual and textual sentiment detection models on our DocImSent dataset

Textual 
Method

Visual Method Weight 1 
(Visual)

Weight 2 
(Textual)

Accuracy (%) Precision Recall F1-Score

RoBERTa VGG19 0.52 0.48 90.41 0.910 0.904 0.904
DenseNet201 0.49 0.51 91.66 0.920 0.916 0.916
Efficient-

NetV2l
0.09 0.91 89.16 0.900 0.891 0.891

Xception 0.5 0.5 92.08 0.925 0.920 0.920
ResNet152V2 0.44 0.56 90 0.910 0.900 0.900
InceptionV3 0.51 0.49 90.83 0.914 0.908 0.908
Inception-

ResNetV2
0.39 0.61 90.41 0.910 0.904 0.904

MobileNetV2 0.44 0.56 90.83 0.915 0.908 0.908
DistilBERT VGG19 0.53 0.47 86.66 0.867 0.866 0.866

DenseNet201 0.55 0.44996 87.08 0.870 0.870 0.870
Efficient-

NetV2l
0.51 0.49 87.08 0.875 0.870 0.870

Xception 0.51 0.49 88.33 0.883 0.883 0.883
ResNet152V2 0.42 0.58 87.91 0.880 0.879 0.879
InceptionV3 0.51 0.49 86.66 0.870 0.866 0.866
Inception-

ResNetV2
0.51 0.49 87.91 0.881 0.879 0.878

MobileNetV2 0.46 0.54 87.91 0.881 0.879 0.879
AlBERT VGG19 0.51 0.49 91.25 0.913 0.912 0.912

DenseNet201 0.34 0.65999 90.83 0.908 0.908 0.908
Efficient-

NetV2l
0.03 0.97 90.41 0.904 0.904 0.903

Xception 0.45 0.55 91.25 0.913 0.912 0.912
ResNet152V2 0.43 0.57 91.66 0.917 0.916 0.916
InceptionV3 0.37 0.63 91.66 0.917 0.916 0.916
Inception-

ResNetV2
0.34 0.65999 91.66 0.917 0.916 0.916

MobileNetV2 0.35 0.65 91.25 0.913 0.912 0.912
XLNet VGG19 0.53 0.47 83.33 0.837 0.833 0.833

DenseNet201 0.5 0.5 82.91 0.828 0.829 0.828
Efficient-

NetV2l
0.26 0.74 77.91 0.779 0.779 0.777

Xception 0.67 0.33 83.75 0.837 0.837 0.836
ResNet152V2 0.39 0.61 82.91 0.829 0.829 0.828
InceptionV3 0.39 0.61 82.08 0.822 0.820 0.819
Inception-

ResNetV2
0.49 0.51 83.75 0.837 0.837 0.837

MobileNetV2 0.38 0.62 83.75 0.838 0.837 0.837
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5.5  Errorounous analysis

As demonstrated in Table 2, our proposed framework failed to detect sentiments correctly 
in some cases. For instance, the image in the second row of Table 2 was associated with the 
positive true label but was predicted as neutral by our framework. This discrepancy may be 
attributed to the image’s dark and gloomy nature, which some models associate with nega-
tive or neutral sentiments. Interestingly, this highlights the lack of a semantic connection 
(correlation) between the visual and textual aspects of the image. The image in the ninth 
row of Table  2 was also labeled as negative but predicted as positive. This discrepancy 
arose from the contextual interpretation of the text ’Pray for Kerala,’ which, when taken 
out of context (image), can be perceived as a positive sentiment. Our proposed framework 
computed a strong positive sentiment for textual elements compared to visual parts, lead-
ing to an overall positive sentiment despite the flood shown in the image.

5.6  Comparative analysis

We initially employed three recent state-of-the-art visual sentiment analysis methods 
[17, 18, 47] on our DocImSent dataset. The method presented in [17] was based on the 
DenseNet121 pretrained model to detect sentiment from images. The second method [18] 
was designed to detect sentiment from images based on a VGG19 network. The third 
method [47], the Visual Semantic Correlation Network (VSCNet), was also based on 
a transformer model to capture global visual features and filter out redundant and noisy 
visual proposals, thereby enhancing sentiment prediction. The results obtained from our 
proposed method and these three methods [17, 18, 47] using our dataset (DocImSent) are 
provided in Table 11.

Notably, the reported results for visual sentiment classification by Chandrasekaran et al. 
[17] and Hassan et al. [18] indicated an accuracy of 89% and 92.88% in their experimental 
analysis, respectively. However, their accuracy decreased substantially (77.91% and 78%) 
when applied to our dataset, which involves images with embedded text. Similarly, the 
method proposed by Zhang et al. [47] achieved an accuracy of 91.46% in their experiments 
on a binary sentiment classification dataset. However, the result dropped to 53.75% on our 
dataset containing three classes. This finding highlighted the superiority of our proposed 
sentiment analysis method when applied to images containing textual information.

Furthermore, methods [18, 19, and 49] are single-modality methods that classify sentiment 
from images only. Our proposed method combines both image and text to predict sentiment, 
resulting in significantly higher accuracy compared to single-modality methods, as shown in 
Table  11. We also implemented various approaches using only images and only text, with 
results presented in Tables 4 and 6. The maximum accuracy achieved using only images was 

Table 11  Comparative results of the proposed and the existing methods on our DocImSent dataset

Methods Accuracy (%) Precision Recall F1-Score

Chandrasekaran et al. [17] 77.91 0.781 0.779 0.778
Hassan et al. [18] 78.00 0.783 0.783 0.78
Zhang et al. [47] 53.75 0.565 0.537 0.527
Our proposed method 92.08 0.925 0.920 0.920
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around 78%, given by Xception, a pretrained CNN. For only text, the maximum accuracy was 
90%, achieved by AlBERT, a pretrained text transformer. Our proposed method achieves 92%, 
demonstrating the effectiveness of a multi-modal approach over a single modality.

Moreover, we considered two publicly available datasets, the MVSA single and MVSA 
multiple, for a further comparative study. We employed our proposed framework on the 
MVSA single and MVSA multiple datasets and obtained results regarding accuracy and 
the F1-score. Table  12 demonstrates the results obtained from our proposed framework 
and eight state-of-the-art models reported in [27]. From Table 12, it can be observed that 
our proposed framework provided excellent results regarding accuracy compared to the 
state-of-the-art methods. Notably, as our proposed framework used a late fusion strategy 
(weighted average) in aggregating the results, it performed well compared to the late fusion 
method presented in [27]. In addition, the results in terms of F-score were comparable to 
the state-of-the-art methods. Our proposed framework provided lower F1-score results 
than some of the methods listed in Table 12 because, in our framework, the primary focus 
was to train the model with a high fine-grained correlation between image-text pairs. This 
potentially limited its performance in scenarios with less cross-modal correlation.

6  Conclusion and future work

In this research, we proposed a multimodal sentiment analysis framework based on two 
pipelines and the weighted fusion strategy fed by only image data. The VSA pipeline 
employed a modified version of the Xception model, while the TSA pipeline utilized a 
RoBERTa-based model. The TSA pipeline used OCR for text extraction, followed by 
extensive text preprocessing methods to detect sentiment from textual elements of the 
input image. Both models showed competitive performance in their respective domains. 
The weighted fusion strategy, combining predictions from the VSA and TSA pipelines, 
enhanced the overall sentiment analysis performance. The proposed multimodal senti-
ment analysis framework, combining visual and textual sentiment analysis pipelines with a 
weighted fusion strategy, provided promising results across various datasets, including our 
custom dataset (DocImSent) and MVSA datasets, demonstrated the effectiveness of our 
framework compared to the state-of-the-art methods in multimodal sentiment analysis in 
cases where images incorporate text elements.

Table 12  Comparative analysis of results on MVSA single and MVSA multiple datasets according to [27]

Dataset
Method

MVSA single MVSA multiple

Accuracy (%) F1-Score Accuracy (%) F1-Score

SentiBank & SentiStrength [29] 52.1 0.501 65.6 0.554
CNN-Multi [30] 61.2 0.584 66.4 0.642
MultiSentiNet [31] 69.8 0.696 68.9 0.681
HSAN [32] 66.8 0.669 68.2 0.678
CoMN [33] 70.5 0.700 68.9 0.688
SFNN [28] 68.3 0.662 68.8 0.657
TL-JFT [34] 69.2 0.670 68.4 0.622
Late Fusion [27] 69.9 0.698 67.4 0.625
Proposed Method 70.9 0.683 70.7 0.641
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Looking forward, enhancing visual sentiment analysis models and combining them with 
text sentiment analysis holds the potential for further accuracy improvements, particularly 
in images featuring text. In addition, further exploration should be conducted to enhance 
the robustness of sentiment detection models in scenarios with less cross-modal correlation 
between images and text. Moreover, finding a meaningful semantic relation between image 
and text would be a promising avenue for future research.

Data availability Comparative data is included from referenced papers, and researchers can request the cus-
tom dataset and source code after the paper is published.
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