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Abstract
Recently, significant progress has beenmade in developing computer-aided diagnosis (CAD)
systems for identifying glaucoma abnormalities using fundus images. Despite their draw-
backs, methods for extracting features such as wavelets and their variations, along with
classifier like support vector machines (SVM), are frequently employed in such systems.
This paper introduces a practical and enhanced system for detecting glaucoma in fundus
images. The proposed model adresses the chanallages encountered by other existing models
in recent litrature. Initially, we have employed contrast limited adaputive histogram equal-
ization (CLAHE) to enhanced the visualization of input fundus inmages. Then, the discrete
ripplet-II transform (DR2T) employing a degree of 2 for feature extraction. Afterwards, we
have utilized a golden jackal optimization algorithm (GJO) employed to select the optimal
features to reduce the dimension of the extracted feature vector. For classification purposes,
we have employed a least square support vector machine (LS-SVM) equipped with three
kernels: linear, polynomial, and radial basis function (RBF). This setup has been utilized to
classify fundus images as either indicative of glaucoma or healthy. The proposed method is
validated with the current state-of-the-art models on two standard datasets, namely, G1020
andORIGA. The results obtained from our experimental result demonstrate that our best sug-
gested approach DR2T+GJO+LS-SVM-RBF obtains better classification accuracy 93.38%
and 97.31% for G1020 and ORIGA dataset with less number of features. It establishes a
more streamlined network layout compared to conventional classifiers.
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1 Introduction

Glaucoma is an ophthalmic disorder that affects the optic nerve (ON), resulting in an anomaly
in the eye’s drainage system. This can lead to fluid buildup, resulting in increased pressure
that possesses the capability to harm the optic nerve. This leads to a distinct optic nerve head
appearance during fundoscopic evaluation and a corresponding gradual decline in vision.
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For the preservation of life, early screening detection is crucial to prevent the loss of vision.
Approximately four million individuals in the United States are believed to suffer from glau-
coma, with half unaware of their condition. Out of these, around 120,000 have experienced
blindness due to glaucoma, constituting about 9% to 12%of all cases of blindness in the coun-
try. Elevated intraocular pressure (IOP) affects approximately 2% of those aged between 40
and 50 and about 8% of individuals aged over 70 [46]. Hence, it is imperative to include
glaucoma screening as an integral aspect of continuous healthcare. The primary methods
for detecting glaucoma encompass evaluating intraocular pressure (IOP) [12], conducting
visual field tests [13], and analyzing the configuration of the optic nerve head (ONH) [14].
Numerous research endeavours have created computer-aided diagnosis (CAD) systems to
identify glaucoma early. Gautam et al. [15] presented a novel ML approach to Glaucoma
detection method that combines FAWT, texture analysis, PCA, and SVM classification on
Fundus images for efficient diagnosis. Certain illnesses result in minor issues with the human
eye, while others can result in permanent vision loss. Hence, developing a CAD system spe-
cialized for classifying glaucoma in human eyes through fundus images, which automates
the work of an ophthalmologist, is of utmost importance. It plays a crucial part in making
accurate and timely clinical judgments. Fundus images, an advanced method in retina imag-
ing, are commonly utilized for acquiring fundus images of the glaucoma-affected fundus due
to their capacity to efficiently transform data associated with eye conditions in the human
eye [44]. Hence, when the ON sustains damage, the connection in the eye disrupts the brain.
In addition, glaucoma is a non-invasive imaging technique that doesn’t require invasive pro-
cedures or expose the patient to radiation, unlike other options like CT scans and X-rays.
Examining fundus images manually for this detection takes considerable time, is an expen-
sive, inconvenient process, and is a complicated scheme that requires expert supervision. To
tackle these difficulties, developing a CAD model using a dedicated computing system is
crucial. This system can assist ophthalmologists in making faster and more accurate judg-
ments by integrating multiple algorithms to process retinal images and recognize patterns at
various points.

Researchers have noted that DWT is primarily deployed to extract image-processing fea-
ture tools. This application involves identifying features in fundus images across various
scales while addressing singularities in one-dimensional (1D) data [21]. Hence, defining
two-dimensional (2D) singularities, like the boundaries of fundus images, has proven to
be a challenging task with limited precision [32]. So, DWT needs help to effectively cap-
ture curve-like characteristics in fundus images [41]. Hence, there is a significant need for
enhanced changes to tackle these concerns. Therefore, the classifier, specifically the SVM,
has been employed in detecting glaucoma based on CAD models due to its ability to dis-
criminate between discrete input patterns and make predictions for continuous functions.
Hence, The conventional SVM algorithm experiences increased computational intricacy and
exhibits subpar performance when handling large datasets [49]. Moreover, specific fundus
images necessitatemore features, thereby complicating and increasing the burden on the clas-
sification task. This approach utilizes specific points of interest within a multi-dimensional
feature space derived from fundus images, demonstrating robustness to changes in the area
near the optic disc. Machine learning (ML) has been used to tackle various tasks involving
the analysis of medical images, demonstrating impressive speed and efficiency in optimizing
processes across a wide range of diseases, such as breast cancer diagnosis [26–31], diabetes
detection [42, 43], glaucoma detection [44] etc.

From the article, we have developed an efficient CADmodel that can tackle the difficulties
faced by existing models. The deployed scheme has significantly improved by introducing
the ripplet-II transform and a novel version of the least-square SVM (LS-SVM) with a list of
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kernels in our suggested system. The research study contributes explicitly in the following
ways:

1. Utilizing the discrete ripplet-II transform (DR2T) for feature extraction offers benefits
by effectively capturing two-dimensional irregularities and a group of curves in fundus
images.

2. The golden jackal optimization (GJO) aimed to select the essential elements from the
range of potential solutions to eliminate redundant and trivalent features and LS-SVM
(GJO+LS-SVM) to classify better classification accuracy.

3. The LS-SVM acts as the classifier and provides a higher computational efficiency level
than the conventional SVM.

4. Comparison with alternative capable techniques based on classification accuracy and
quantity of attributes using three widely recognized datasets.

The remainder of this article is structured in the following manner: Section 2 summarises the
literature regarding glaucoma detection. Section 3 comprehensively explains our approach,
encompassing the suggested methodology scheme. In Section 4, the experimental findings
were explored, and the results were assessed. This Section 5 highlights the summarization
of the research’s results and delineates possible directions for future research.

2 Related works

In contemporary methods for detecting glaucoma through categorization reliant on distin-
guishing features, the entire fundus image or a portion of the retina, including the optic disc,
is employed for feature extraction. To extract and consolidate the methods and characteris-
tics of significant advancements in utilizing machine learning (ML) to classify and diagnose
glaucoma. In [52], the authors used an enhanced CAD scheme that experimented on four
ocular conditions linked to an online platform through a cloud-based system, and SVM was
used as a classifier for glaucoma detection. In [17], the authors used a new CAD system
specified as contrast-limited adaptive histogram equalization (CLAHE) techniques to extract
features from unlabeled datasets, which leads to avoiding overfitting problems. Maheswari
et al. [24] have implemented new techniques for the detection of glaucoma by employing an
empirical wavelet transform (EWT) to break down the list of images and extract correntropy
features and used LS-SVM to detect glaucoma. In [25], have employed a new technique
by utilizing the variational mode decomposition (VDM) technique for the decomposition
of images; various aspects like Kapoor entropy, Renyi entropy, Yager entropy, and feature
dimension are considered for extracting VDMmodel components., and employing LS-SVM
for classification were applied. Kausu et al. [19] have employed features derived from the
dual-tree complex wavelet transform, used fuzzy c-means clustering methods and Otsu’s
optic-cup segmentation thresholding. In [37], the authors have presented OD Localization
in object detection involves employing the non-parametric GIST descriptor to minimize the
application of locality sensitivity discriminant analysis (LSDA) via various feature selection
and ranking approaches and classification. Parashar et al. [34] utilized a novel CAD approach
to the diagnosis of glaucoma, employing wavelet analysis to break down fundus images into
multiplemodes. Subsequently, we extract fractal dimension (FD) and diverse entropy utilized
for capture and construct an LS-SVM model based on various kernel functions. In [48], the
authors have used a newCADmodel employingmachine learningmethodologies, and a deep
sparse autoencoder was introduced. This model was designed to amalgamate attributes from
deep and primary features, improving the overall effectiveness of representing advanced fea-
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tures and potentially enhancing the efficiency of expressing high-level features. Furthermore,
the model integrates L1 regularization to augment the synergy of deep features, especially in
situations with a scarcity of sample data. Recent literature emphasizes the prominent role of
machine learning, especially within ensemble learning methods. This is particularly benefi-
cial in the biomedical domain, even when datasets are scarce. Many models rely on machine
learning approaches, yet no prior research has concentrated on ensemble methods for classi-
fying glaucoma. Therefore, our proposed study centres on ensemble learning, leveraging the
combined power ofXGBoost, SVM, andLR to achieve superior classification outcomes com-
pared to conventional models. In [45], the authors employed an ELM classifier after utilizing
DWT andHOG features. Additionally, Balasubramanian andAnanthamoorth [3], the authors
deployed a novel CAD model is described, where correlation attributes are chosen through a
bio-inspired algorithm, and a KELM classifier based on salp-swarm optimization is applied.
In [23] introduced a scheme that utilizes speeded-up robust feature (SURF), histogram of
oriented gradients (HOG) features. Based on the technique, we incorporated an improved
version of the grey wolf optimization (GWO) method alongside an SVM as a classifier. Raja
et al. [38] have extracted statistical features using hyper-analytic wavelet transformation
(HWT). Furthermore, They applied a hybrid PSO method with a diverse particle population
and employed an SVM to classify glaucoma diagnosis [42].

In the literature, most computer-aided diagnosis (CAD) models cannot provide a good
classification result. Schemes in the literature have higher computational complexity and are
unsuitable for real-time applications. Many existing CADmodels rely on handcrafted feature
extraction procedures. Almost all CADapproaches are focused on differentmachine-learning
algorithms. Choosing the right features and effectively categorizing them has remained a
crucial challenge.

3 Proposedmethodology

Our employed scheme is based on four prime sections: preprocessing of fundus images,
extraction of features, selection of features and classification. Figure 1 is viewed as an archi-

Fig. 1 Proposed CAD model for glaucoma classification
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tectural scheme that employs an enhanced computer-aided diagnosis (CAD) model. Each
section is described in detail.

3.1 Preprocessing

In our proposed research, we have divided the glaucoma datasets and Split the data into a
training set comprising 60% and a testing set comprising 40% to attain the utmost accuracy.
Our research focuses on two well-known datasets: G1020 [2] and ORIGA images [53]. To
improve the quality of our dataset, we applied a cropping technique to find relevant regions
of interest (ROI). Ophthalmologists provided the cup-to-disc(CDR) ratio based on numerous
fundus images. Our approach primarily centred on cropped images resized at 256 × 256
pixels. In cases where specific ROIs were unavailable due to a lack of prior knowledge, the
entire 256 × 256 image has been considered. We have specified sample images from both
datasets illustrated in Fig. 2, and some sample image details are tabulated in Table 1.

3.1.1 Prepocessing based on CLAHEmethod

To establish a balancewithin the shared input space, we have employed contrast limited adap-
tive histogram equalization (CLAHE) technique, commonly used in image processing [36].
Unlike adaptive histogram equalization (AHE), CLAHE offers advantages such as avoiding
excessive noise amplification and reducing the occurrence of edge-shadowing effects [35].
Thismethod enhances image contrast by redistributing intensity values, making image details
more distinguishable. Traditional histogram equalization can have drawbacks, such as ampli-
fying noise and not considering local image characteristics. CLAHE addresses these issues
by applying adaptive histogram equalization locally, ensuring that contrast enhancement is
limited to a specified level.

3.2 Feature extracton using discrete ripple-II transform (DR2T)

In image processing, feature extraction involves distilling vital data from images to simplify
their complexity, making them suitable for tasks like recognizing objects and analyzing
patterns. This is achieved through edge detection and texture analysis, which help identify
and depict significant image attributes.

The Fourier transform struggles with image feature extraction due to its inability to retain
temporal information and handle 1D singularities, leading to ineffective edge depiction.
It performs better with smoother features. In contrast, the wavelet transform is adept at

Fig. 2 Sample images of both datasets (G1020 and ORIGA)
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Table 1 Proposed retinal image
data sets(Glaucoma with Healthy)

Data sets Total Images Training Images Testing Images
G H G H G H

G1020 296 724 178 434 118 290

ORIGA 168 482 101 289 67 193

capturing 1D singularities but struggles with 2D singularities along arbitrary curves. To
address the issue inherent in traditional wavelets, an alternative transformation known as
the ridgelet transform was introduced. This transformation relies on the Radon transform
and aims to provide a solution to the problem above [5, 11]. Ridgelet excels at identifying
linear singularities but needs help with two-dimensional ones. To address this, Candes and
Donoho introduced the initial curvelet transform, using a multiscale ridgelet approach to
target smooth curve singularities in 2D. Afterwards, they introduced an improved version of
the curvelet transform known as the fast discrete curvelet transform (FDCT). This version
excels in simplicity, speed, and reduced redundancy compared to its predecessor [6]. Curvelet
has recently garnered considerable attention due to its multi-resolution features, heightened
directional sensitivity, anisotropy, and precise localization. Anisotropy ensures the resolution
of 2D irregularities along smooth C2 curves, achieved through a scaling principle resembling
a parabolic pattern [4]. However, the justification behind selecting parabolic scaling remains
to be determined. To tackle this issue, a new transformation called the ripplet-I transform
is introduced. This transformation expands the scalability principle’s application [16, 51].
In ripplet-I, transform expands upon the idea of a curvelet transform by introducing two
extra hyperparameters: the correlated parameter denoted as c and the degree of parameter
denoted as d . Here, c = 1 d = 2, the ripplet-I transforms as the transform of curvelet. These
two factors enable the ripplet-I transform to accurately represent anisotropy, capturing 2D
singularities along curves of diverse shapes. Next, they introduced the ripplet-II transform
[50], which builds upon the generalized generalized random transform (GRT) [8, 9]; it aims to
improve the capture of 2Dsingularities effectively,meeting requirements formulti-resolution,
localization, and strong directionality with flexibility. Compared to wavelets and ridgelets,
the ripplet-II transformation achieves the fastest coefficient reduction, resulting in a more
compact representation of images with edges. Additionally, it exhibits rotational invariance,
offering sparse feature vectors crucial for glaucoma detection. Consequently, it has been
utilized in texture detection and image feature extraction tasks [50]. Due to its superior
edge and texture capturing capabilities compared to conventional transforms, the ripplet-II
transform is chosen for feature extraction in this study. This decision is motivated by the
varied shapes of edges and textures present in the affected regions of fundus images.

3.2.1 Ripplet-II transform

Here, having a 2D function of g(x,y), and continious ripplet-II transform based on polar
coordinates(ρ, α) can be specified on:

RT 2
g (s, t, d, θ) =

¨
ψ̃s,t,d,θ (ρ, α) g (ρ, α) ρ dρ dα (1)

Here, the g(ρ, α) shown as polar coordinate based on conversion by g(x,y),ψs,t,d,θ�2 →
�2 is namely ripplet-II technique, ψ̃ has been as complex conjugte of ψ . Then, ripplet-II
method defined by:

ψs,t,d,θ (ρ, α) = s−1/2ϕ
((

ρcosd ((θ α) /d) t
)
/s

)
(2)
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Here, ϕ : � → � has been univariate of smooth wavelet method, s > 0, t ∈ �, d ∈
N and θ ∈ |0, 2π) shows scale, translation, degree, orientation hyperparameters, accord-
ingly. The ripplet-II transform is capable of encoding structural details along any given curve
by tuning these hyperparameters using (1) and (2), specified as:

RT 2
g (s, t, d, θ) =< ϕs,t (τ ),GRd [g] > (3)

Hence, GDd[g] has the GDT function g and shown as:

GRd (τ, θ) =
¨

g (ρ, α) δ
(
τ ρ cosd ((α θ) /d)

)
ρ dρ dα (4)

Hence, such GRT has been calculated based on Fourier transform [50] in (3) viewed as
ripplet-II transform has the product of inner GRT, 1D- wavelet, which shows in :

g (ρ, α)
GRT�⇒GRd [g] (τ, θ)

1D−WT�⇒ RT 2
g (s, t, d, θ) (5)

Here, we have defined the ripplet-II transform, which works on two prime stages: firstly,
evaluate the GRT based on g, after evaluating 1D WT on GRT using g. Using a nonlinear
version of ripplet-II transform (DR2T), which is specified as:

g (ρ, α)
DGRT�⇒ GRd [g] (τ, θ)

1D−DWT�⇒ RT 2
g (s, t, d, θ) (6)

Where a discrete GRT(DGRT) on g has been evaluated first, then 1D discrete WT (DWT)
on DGRT of g has been evaluated. Based on a computational method using the discrete
ripplet-II transforms, which is more straightforward if d=2. In such a case, the GRT has been
dubbed ’parabolic Random transform’, specified on [50].

GR2 (τ, θ) = 2
√

τ R
[
g

(
ρ

′2.2α
′)] (√

τ , θ/2
)

(7)

Here, R [g (ρ, α)] (τ, θ) utilizing the traditional random transform (CRT) in polar coor-
dinates results in the Gaussian random transform (GRT) of function g for dimensions greater
than zero, expressed in the Fourier domain:

GRF
d (τ, θ) = 2

+∞∑

n=−∞

[ˆ ∞

τ

≤
ˆ

g (ρ, α) e−in αdα×
(
1 − (τ/ρ)2/d

)−1/2 × Tnd
(
(τ/ρ)1/d

) ]
dρein θ

(8)

Here, Tn(.)shows the polynomial of order n in the Chebyshev series. Finally, the assess-
ment of a 2-dimensional forward DR2T applied to an input image can be expressed as:

1. Transform the input function from cartesian coordinates to polar coordinates, as follows

g (x, y) on g (ρ, α). Update (ρ, α) using
(
ρ

′2, 2α
′)

on g (ρ, α). Hence, construct a

new fundus image g
′
(x, y) employing interpolation following the conversion of polar

coordinates
(
ρ

′
, α

′)
based on cartesian cordinates(x,y). Here, list of variables x, y store

values of integer.
2. Deployed discrete CRT on g

′
(x, y) that generates and then substitue R(τ

′
, θ

′
) with

(√
τ , 0/2

)
in R

(
τ

′
, θ

′)
as in (7). then obtain the DGRT coofficients GR2(τ, θ).

3. Consider a one-dimensional discrete wavelet transform (1D-DWT) to derive the discrete
generalized Radon transform (DGRT) coefficients concerning the hyper-parameter τ and
extract the discrete ripplet-II coefficients.
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Therefore, the substitution mentioned earlier from (τ
′
, θ

′
) and (

√
τ , θ/2) creates The coef-

ficients of DR2T exhibit greater sparsity compared to those of other models.

3.2.2 Feature generation using DR2T

From our deployed work, DR2T has been utilized to extract features. We applied DR2T
and obtained the coefficients for every training input glaucoma image. Next, the transform
coefficients are arranged into a feature vector with a dimension of D, where D equals the
product of m and n, representing the number of rows and columns in the image. This vector
is generated for each training fundus image, forming a feature matrix. The Algorithm 1.
outlines the methodology for implementing the feature generation process.

Algorithm 1 Feature extraction based on discrete ripplet-II tansform.
Input: fundus images g [x, y] ; 0 ≤ x < m, 0 ≤ y < n
Output: Feature matrix FM of size N × D
1: for each f undusimageg [x, y] ∈ N do
2: Transform g (x, y)based on polar coordinates g(ρ, α),

substitute the (ρ, α) wi th
(
ρ′2, 2α′)

3: Transform coordinates of polar
(
p′, α′) using coordinates of cartesian (x, y) which achieved another

fundus image g′ (x, y) based on 2-D bi-linear has introduced
4: Evaluate 1-D FFT of g′ (x, y) that is G′ (u, v) with θ columns
5: Evaluate GRd (τ, θ) in Forurior domain which is GRF

d (τ, θ) for G′ (u, v) and d =2 based on (8)

6: Calcualte inverse of 1-D FFT ginvon GRF
d (τ, θ) with θ columns

7: Implement 1-D DWT on ginv with τ and get the coefficients. Sort the coefficients in a vector of size
1 × D here. D is the sum of a list of features and is kept in a matrix

8: end for
9: Find out a feature matrix FM having all vectors

3.3 Feature selection usingmeta-heuristic optimization techniques

Meta-heuristic optimization methods are adaptable algorithms employed for tackling a
diverse array of intricate optimization challenges. They provide advantages such as handling
various problems independently, conducting global searches, offering flexibility, ensuring
computational efficiency, and maintaining resilience. There are several meta-heuristic tech-
niques like gnetic algorithms (GA) [3], simulated annealing (SA) [20], PSO [28], ant colony
optimization (ACO) [22] etc. In our suggested model, we have used golden jackal optimiza-
tion (GJO) [10] for feature selection, which is crucially significant within the context of
picking out the most significant image characteristics to decrease complexity and enhance
the effectiveness of tasks. The GJO algorithm excels in efficiently addressing intricate opti-
mization problems by harnessing the insights derived from the behaviour of jackals. Typical
approaches involve using statistical measures and machine learning algorithms to preserve
essential data while eliminating redundant information.

3.3.1 Golden jackal optimization algorithm

The GJO technique draws its motivation from golden jackals’ hunting and feeding habits,
serving as ameta-heuristic optimization approach. This approach seeks to replicate the versa-
tile predators’ adaptive hunting tactics, renowned for their capacity to flourish in a wide range
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of environments. GJO endeavours to tackle optimization problems efficiently and effectively
[10]. It’s following are the key steps in the search for a pair of golden jackals:

– Finding the target and moving closer to it.
– Catching the quarry and provoking it.
– Hunting down by capturing the prey.

With many meta-heuristic approaches, GJO utilizes a strategy centred around a population,
commencing with an initial solution randomly distributed throughout the entire exploration
region, as demonstrated in (9).

X0 = Xmin + rand ∗ Xmax − Xmin (9)

Here, Xmin is denoted as the lower bound, Xmax is specified as the upper bound and rand
shows a method that ranges from 0 to 1. Hence, (X prey) is specified as the initial matrix Prey
in (10). During the initialization phase, a pair of jackals emerged as the top two most fitness
members in the group that was created.

X prey =

⎡

⎢
⎢⎢
⎣

X1,1 X1,2 . . . X1,q

X2,1 X2,2 . . . X2,q
... . . . . . . . . .

X p,1 X p,2 . . . X p,q

⎤

⎥
⎥⎥
⎦

(10)

Equation (10) demonstrates, ’p’ represents the prey, while ’q’ represents the attributes.
The position of every potential target mirrors the attributes of a specific outcome. The fitness
method has been employed in optimization to evaluate the appropriateness at every target
specified in (11). All the fitness values as the prey have been gathered within the matrics,
using F matrics containing these elements for each prey. In this context, X p,q represents the
pth component of the qth prey’s dimension. The optimization problem pertains to a group
of ’p’ preys, which we denoted as the objective method as F . When researching the hunting
behaviours of golden jackals, the main focus is on a male jackal, while the female jackal is
considered a secondary fitness. The hunting pair collaboratively determines the locations of
their prey, respectively. ⎡

⎢⎢⎢
⎣

f
(
X1,1, X1,2, . . . X1,q

)

f
(
X2,1, X2,2, . . . , X2,q

)

...

f
(
X p,1, X p,2, . . . , X p,q

)

⎤

⎥⎥⎥
⎦

(11)

Because of their inherent characteristics, jackals excel at detecting and chasing after prey.
However, there are occasions when the prey manages to elude them, leading the jackals
to explore other potential targets, a phase called the stage of exploration. While hunting,
the male jackal assumes the role of the pack’s leader, taking charge of the pursuit, with the
female jackal closely trailing behind. Equations (12) and (13) Show themale jackal’s location
changing in each iteration, indicated by ’i’. The female jackal’s location is denoted as XFM,
while X represents the location of the male jackal, and Xprey is viewed as the place of the
prey. Based on the current location, the male jackal is referred to as X1, while the adjusted
location based on the female jackal as she pursues the prey is labelled as X2. The energy the
prey expands as it tries to escape is quantified as ’e’ and is established using the following
method in (14).

X1 = XM (i) − e|XM (i) − s1 ∗ X prey(i)| (12)

X2 = XFM (i) − e|XFM (i) − s1 ∗ X prey(i)| (13)
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e = e0 ∗ e1 (14)

So, e0 represents the initial energy level, while e1 signifies the declining energy of the
prey.

e0 = 2 ∗ τ − 1 (15)

e1 = c1 ∗
(
1 − i

I

)
(16)

The variables in (15) and (16) consist of ’r,’ a random integer with values ranging between
0 and 1, and ’c1,’ which remains constant based on 1.5. In ′ I ′, it shows on the maximum
list of iterations, while ’i’ stands for the ongoing iteration. Additionally, ’e1’ experiences a
gradual reduction from 1.5 to 0 as the iterations progress. Equations (12) and (13) deal with
the calculation involves determining The gap separating the jackal from its target, viewed
on X (i) − s1 × Xprey (i). Considering the prey’s mysterious energy, the jackal’s current
position remains unchanged, with no addition or subtraction of distance. Two equations are
utilized, with vector s1 generating a list of discrete values following its Levy distribution,
representing the Levy position. To assess the prey’s location based on the Levy sequence,
this equation represents the vector s1 alongside the prey vector, which is visualized using
(17).

s1 = 0.05 ∗ LF (x) (17)

In Levy flight technique, specified as LF (x), has assessed based on (18) and (19). In this
context, ’v’ ranges from 0 to 1, and σ is established at 1.5.

LF (x) = 0.05 ∗ σμ

v
1
σ

(18)

σμ =
⎡

⎣τ (1 + σ) ∗ sin
(

πσ
2

)

τ
(
1+σ
2 ∗ σ ∗ 2

σ−1
2

)

⎤

⎦

1
σ

(19)

In the end, Equation 20 specified as the new jackal positions are determined by averaging
the results of the (12), (13).

X (i + 1) = X1 (1) + X2 (i)

2
(20)

In our computational approach, we demonstrate the collaborative hunting behaviours of
a male-female jackal through mathematical (21), (22). In this particular scenario, ’i’ stands
for the ongoing iteration, ’Xprey’ symbolizes the prey’s position vector, ’XM(i)’ specified
as the male jackal’s location, ’XFM(i)’ represents based on the position of a female jackal.
’X1(i)’ is the updated location based on themale jackal, while ’X2(i)’ is the updated location
of the female jackal based on prey; for updation, jackals’ positions are specified by (14) and
(20), that are used for calculating the prey’s evasion energy. To prevent becoming trapped in
local optima and encourage the pursuit of new possibilities, (21), (22) integrate on the ’s1’
method. In (17), assessing ’s1’ to reduce the likelihood of becoming trapped in suboptimal
situations, particularly in the latter phases, mirrors the difficulties jackals encounter while
hunting in their native environment. During the exploitation phase, ’s1’ grapples with these
challenges.

X1 (i) = XM (i) − e|s1 ∗ XM (i) − X prey (i) | (21)

X2 (i) = XFM (i) − e|s1 ∗ XFM (i) − X prey (i) | (22)
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Lastly, the GJO algorithm initiates by forming a randomized prey collection as a potential
solution. In every cycle, the jackalswork together to predictwhere their preymight be located.
Within the group, each jackal updates the distances between pairs of jackals based on a preset
rule. As time passes, the parameter e1 decreases gradually between 1.5 and 0 to achieve an
equilibrium between pursuing new opportunities and utilizing existing resources. When the
value of e surpasses 1, the golden jackal sets distance themselves based on prey. Conversely,
e drops below 1, and the teams approach the target with more excellent proximity to improve
their odds of capturing it.

3.3.2 Feature selection using golden jackal optimization algorithm (GJO)

The selection of features involves the deliberate choice of a more focused, smaller set of input
variables selected from a more extensive dataset. Its main goal is to improve the precision
of the ML scheme, reduce computational demands, and reduce the chances of overfitting.
This technique aims to identify the most vital features that significantly influence the target
variable. Selecting the appropriate features for classification can pose a challenge, and this
is where GJO optimization comes into play. GJO optimization is used to identify a relevant
subset of features. By utilizing GJO, we achieve a boost in classification accuracy. The
subsequent segments comprehensively elucidate the distinct phases involved in GJO.

Initialization GJO employs a population-centric strategy, much like several other meta-
heuristic techniques, wherein it uniformly explores the search space, commencing from the
starting phase. The starting result specified in (23), In this context, Xmin represents the mini-
mum limit, Xmax signifies the maximum limit, and ’rand()’ is a method that produces values
within the range of 0 to 1.

Xinital = Xmin + rand(). (Xmax − Xmin) (23)

Suppose we have ’p’ possible prey items and ’q’ variables that each individual can exhibit,
as outlined in the (24). In this context, ’i’ ranges from 1 to ’p’, with each ’i” representing
a single prey’s position. Consequently, the prey groups can be represented based on ’p ×
q’ vector denoted by X prey = (

xi j
)
p × q , as described, (25). Here, ’i’ takes values i =

1, 2, 3, 4 . . . p, and j = 1, 2, 3, 4 . . . q, with each row representing an individual prey, and
each column representing a specific variable or dimension. X prey symbolizes the preymatrix
established during initialization, comprising the two healthiest individuals, one male and one
female jackal.

Xi = Xi1 + Xi2 + . . . + Xiq (24)

X prey = Xi j =

⎡

⎢⎢⎢
⎣

X1,1 X1,2 . . . X1,q

X2,1 X2,2 . . . X2,q
... . . . . . . . . .

X p,1 X p,2 . . . X p,q

⎤

⎥⎥⎥
⎦

(25)

Utilizing an optimization approach involving a set of p prey entities and q variables, the
arrangement of each prey element reveals the attributes of a specific solution. A performance
evaluation function, also called a fitness function, is used to evaluate the effectiveness of
every potential resolution during the optimization procedure. The results of this function
for every possible solution have been documented in a matrix, as depicted in (26). In this
equation, the variable ’i’ ranges from1 to ’p’ and ’j’ from1 to ’q’.We capture the performance
metrics for each prey in a matrix denoted as Fi j . The optimization procedure includes ’p’
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prey individuals, and their performance is evaluated using its designated objective function
denoted as Fi j . Male jackals are regarded as the most skilled individuals in hunting, while
their female counterparts are considered the second-most adept prey individuals. They are
commonly referred to as male and female jackal prey positions.

Fi j =

⎡

⎢
⎢
⎢
⎣

f
(
X1,1, X1,2, . . . X1,q

)

f
(
X2,1, X2,2, . . . , X2,q

)

...

f
(
X p,1, X p,2, . . . , X p,q

)

⎤

⎥
⎥
⎥
⎦

(26)

Exploration phase In the golden jackal optimization (GJO) method, exploration has been
achieved based on simulating the actions of a group of golden jackals as they forage for
food in an unknown environment. Every jackal, representing a potential result, undergoes
random movement based on the specified limits to enhance the search area; the random
movement strategy prevents the algorithm from getting stuck in locally optimal solutions
and promotes the discovery of novel solutions. Occasionally, the prey may elude capture, but
jackals are naturally adept at sensing and tracking it. Consequently, when the prey proves
elusive, the jackals explore to seek out alternative destinations. Throughout the hunt, themale
jackal assumes the lead position, with the female jackal following closely behind. Equations
(27) and (28) outline updating the male jackal’s position in this pursuit. In this scenario,
’Xprey’ signifies the vector indicating the prey’s location, ”XM” represents the male jackal’s
location, while ”XFM” signifies the female jackal’s position. The instances ’i’ denotes the
recent iteration, while ’Xa’ represents an updated location based on male jackal ’XM ’. ’Xb’
is the position adjusted relative to the prey based on the jackal belonging to female groups
’XFM ’. To compute the prey’s evasion energy, referred to as ’Ep,’ (29) is applied. Within
this equation, ’Ep0’ is specified as the current energy of the prey, while ’Ep1’ represents a
reduction in its energy level.

Xa = XM (i) − Ep|XM (i) − s1 ∗ X prey (i) | (27)

Xb = XFM (i) − Ep|XFM (i) − s1 ∗ X prey (i) | (28)

Ep = Ep0 ∗ Ep1 (29)

Here, Ep0 is determined by applying (30), and Ep1 is computed using (31). In these
equations, we utilize the variable ’r,’ a randomly generated number falling within the range
of 0 to 1, along with a fixed value specified as ’c1,’ set to 1.5. Furthermore, we introduce
the variables ’I’ to denote throughout the iterations and ’i’ to represent the ongoing iteration
count. The variable specified as decreasing energy of the prey is labelled as ’Ep1.’ Its value
gradually decreases based on 1.5 - 0, Expressing the gradual decline in the prey’s energy.

Ep0 = 2 ∗ τ − 1 (30)

Ep1 = c1 ∗
(
1 − i

I

)
(31)

Equations (27) and (28) serve to calculate the jackal’s distance based on prey, specified on
X(i)− s1∗ X prey(i). The jackal’s positional adjustments are influenced by the prey’s energy
level, causing it to shift its position upwards or downwards depending on the proximity-
based prey. By using vector s1, which is used in (27), (28) respectively, the sequence of
unique values adheres to The Levy distribution, a unique probability distribution, is utilized
to simulate Levy-type motion and is applied to represent the movement of the prey vector,
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mirroring Levymotion patterns. The calculation process for ’s1’ is explained in the following
(32).

s1 = 0.05 ∗ LF (x) (32)

The levy flight method, represented as LF, has a computational formula to model stochas-
tic movements within a defined search area. It finds common application in optimization
algorithms, serving the same purpose in this scenario. The procedure includes generating
random numbers conforming to the levy distribution and using them to modify the location
of the search agent. The levy distribution is known for its prominent tails and is consid-
ered a probability distribution, enabling occasional substantial movements. Its quality proves
advantageous in optimization assignments since it empowers search agents to venture into
far-flung areas within the search space, which would be challenging to access through minor,
gradual adjustments. The LF computed by applying (33), here ’u’ and ’v’ have sampled
from its normal distribution based on standard deviations ’σ ’ and ’u’ respectively. In this
context, ’u’ is a normal distribution characterized by a mean of σu and a variance of σv .
On the other hand, ’v’ follows a normal distribution based on the mean of μ derived from
a normal distribution having mean with 0, variance σ 2

u , where, u = normal
(
0, σ 2

u

)
and

v = normal
(
0, σ 2

v

)
The value of σu is determined on (34).

LF (x) = 0.005 ∗ u

v
1
σ

(33)

σμ =
[

(1 + δ) ∗ sin
(

πδ
2

)

1+δ
2 ∗ δ ∗ 2

δ−1
2

] 1
δ

(34)

Equation (35) is specified as the current position based on jackals’ based on male and
female specifications, considering the mean values derived from (27) and (28).

X (i + 1) = Xa (i) + Xb (i)

2
(35)

Exploitation phase This phase replicates how a dominant male golden jackal leads a pack in
hunting, gradually wearing down the prey until a male and female jackal duo can encircle it,
leading to a swift capture. This collaborative hunting behaviour is mathematically shown in
(36), (37), with ’i’ denoting the current iteration. ’Xa(i)’ represents the male jackal’s updated
position, while ’Xb(i)’ describes the changed positions of the female jackal about its prey.
To determine the prey’s elusive vitality, labelled as ’Ep ,’ we apply (29), and subsequently,
(35) is employed to reposition the jackals. In the exploitation phase, the utilization of ’s1’
is integrated into (36) and (37) to enhance exploration, reduce the likelihood of becoming
trapped in local optimal solutions, and tackle issues similar to those encountered in actual
hunting scenarios ’s1’ assists the jackals in converging toward the prey, particularly in later
iterations.

Xa (i) = XM (i) − EP |s1 ∗ XM (i) − X pery (i) | (36)

Xb (i) = XFM (i) − EP |s1 ∗ XFM (i) − X pery (i) | (37)

Fitness and transfer function
The position matrix X prey is converted from continuous values to binary values using

a transfer function during fitness calculation and adjustments. In this particular research,
a sigmoid transfer function has been presented in (38). The rationale behind selecting this
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sigmoid transfer function is its ability. It is essential to transition smoothly from real-number
positions to binary values to optimise the algorithm’s search efficiency and avoid premature
convergence.

T F = 1

1 + e−X
(38)

FromEquation, ’X ’ stands for the initial current position within its initial matrics, labelled
’X prey , before transforming into a binary format. The sigmoid function is employed to convert
the continuous input ’X ’ into a span ranging from 0 to 1, which allows for determining
the appropriate binary representation. This conversion ensures that the position values are
in binary format, making it easier to use them to compute the prey’s fitness. Here, ’fitness’
pertains to assessing amachine learning (ML) classifier’s predictive accuracy. The 40%of the
dataset is using for testing and rest 60% having training set. Then, the ’fitness’ is determined
by utilizing (39), where ’k’ spans from 1 to ’m’, where ’m’ represents the quantity based on
testing observations, then ’Err(k)’ denoted as prediction error based on ’kth’ observation.
Then, the outcome was obtained by aggregating these errors and subsequently dividing them
by ’m’ to produce the mean prediction error.

f i tness =
m∑

i=1

Err (k)

m
(39)

The algorithm uses two variables, MaleJackalscore and FemaleJackalscore, which show
the fitness values based on its better-performing male with female jackals, which were iden-
tified as part of the optimization process. Here, the ’fitness’ is specified as the fitness value,
while MaleJackalscore and FemaleJackalscore serve as the updated fitness values. In this
context, if the fitness level of a jackal, denoted as f , is less than the present MaleJackalscore,
it indicates that the jackal possesses higher fitness than the current top male jackal. As a
result, the position and performance of this jackal will replace those of the current male
jackal. On the other hand, if a jackal’s health is superior to MaleJackalscore but inferior to
FemaleJackalscore, It implies a higher fitness level than the recent leading female jackal,
which falls short of matching the fitness base of male jackal. In these instances, the current
position and performance of the female jackal will be replaced by those of the new female
jackal. After the fitness assessment, the resulting fitness will be expressed according to the
(40), with the fitness array labelled as ’ fi ,’ comprising p elements, namely f1, f2, f3, and so
forth, up to f p .

fi = (
f1, f2, f3, . . . , f p

)
(40)

Each algorithm step assigns a random value ranging from -1 to 1 to the initial energy, Ep0.
Ep0 represents the physical strength of the prey, and reduced between 0 and -1 signifies
the energy based on the prey’s. On the other hand, an increase between 0 and 1 implies
an improvement based on the prey’s vitality. In contrast, a decline based on Ep becomes
evident as the circular manner unfolds, depicted in Fig. 3. When the absolute magnitude that
Ep exceeds 1, it signifies that the pairs of jackals are exploring various territories in search
of prey, indicating that the Algorithm is currently in an exploratory stage. Conversely, here,
the absolute magnitude based on Ep is < 1, then the Algorithm shifts into an exploitation
stage, initiating predatory actions on the prey according to the Algorithm 2.

TheGJOapproach, crafted as ametaheuristic optimizationmethod drawn from the hunting
habits of golden jackals for inspiration, initiates by randomly populating prey. It pursues the
best solution through multiple iterations, drawing parallels with jackals. In this analogy,
the male jackal symbolizes the currently best solution, and the female jackal symbolizes
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Fig. 3 Proposed algorithm GJO searching and attacking approches

Algorithm 2 The deployed GJO method for Algorithm.
Input: Initializing Randomly initiate the prey population as follows Xi is set for all i ranging from 1 to P,

that is Xi = (i = 1, 2, ..., P)

1: while i < I do
2: Assume, position of male jackal as Xa
3: Assume, Female Jackal position as Xb
4: Assess the prey fitness value as
5: if f i tness < MaleJackalscore then
6: MaleJackalscore = fitness value
7: end
8: if f i tness > MaleJackalscore and f i tness < FemaleJackalscore then
9: Do Set FemaleJackalscore = fitness
10: end
11: for Eachprey do
12: Using (29)-(31) update the evading energy Ep
13: Update S1 by using (32) and (33)
14: if E ≥ 1 then
15: Then Exploitation stage
16: end
17: end for
18: Revise the prey’s location based on the provided (27), (28) and (35)
19: if E < 1 then
20: Then Exploration stage
21: end
22: Modify the prey location based on (35) - (37)

23: Update Jackal Position, X (i) = Xa+Xb
2

24: By employing a transfer method to transform continuous scores of Xi uisng (38)
25: i + +
26: end while
27: Revert to the male jackal’s Position Xa
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the second-best choice. The algorithm subsequently fine-tunes every target’s location and
evasive energy by employing specific equations designed for the purpose. Subsequently,
it proceeds with either exploration or exploitation based on the evasion energy value. The
algorithm changes the jackal’s location by determining the average of the positions of both
males and females. Subsequently, it alters ongoingpreyposition scores into binary equivalents
through a specified transformation function. This repetitive procedure persists for a predefined
number of iterations, ultimately yielding the male jackal’s position, representing the optimal
outcome achieved throughout its execution. This process provides a deeper insight into the
GJO algorithm, based on Algorithm 3 for a detailed explanation and Fig. 4 for a visual
depiction in a flowchart.

3.4 Classification using LS-SVM

In fundus image classification, machine learning classifiers are used to label data, a crucial
aspect of supervised learning. There are several classifiers like XGBoost [39], RandomForest

Fig. 4 Flowchart of the proposed algorithm

123



Multimedia Tools and Applications

(RF) [31], Decision Trees (DT) [40], k-nearest neighbour (KNN) [26], and back-propagation
neural network (BPNN) [26] with distinct applications and performance characteristics. In
our proposed work, we have used LS-SVM to classify glaucoma fundus images.

Conventional SVM poses a substantial computational burden when handling large-
dimensional datasets. To address this computational complexity, this paper employs an
updated variant known as LS-SVM, which has been employed as glaucoma detection. Unlike
the standard SVM, which involves solving a quadratic programming problem, LS-SVM
addresses a collection of linear equations because it uses equality constraints in its formula-
tion [33]. In (41), provided with a training dataset consisting of N data points represented as
{xk, dk}Nk=1 for k ranging from 1 to N, where each xk ∈ km belongs to a space of dimension
m and each dk ∈ {−1,+1} is a class label taking values from, Formulating LS-SVM as an
optimization problem specified as follows:

min
wi bi ,e

J (ω, b, e) = 1

2
ωTω + ζ

1

2

N∑

k=1

e2K (41)

Hence, the quality constant defined as follows

dk
[
ωTϕ (xk) + b

]
= 1 − ek, k = 1, 2, . . . , N (42)

In (42), ω specified as weight vector ϕ (.) shown as mapping method, ζ > 0 called
the factor of regularization, b assigned as the bias and ek specifed as variables error. The
Lagrangian can be specified as

ι (ω, b, e, α) = J (ω, b, e) −
N∑

k=1

αk

{
dk

[
ωTϕ (xk) + b

]
− 1 + ek

}
(43)

Here, ϕk is specified as multipliers language. The optimality conditions in (43) shown
as δ£

δω
= 0 → ω = ∑N

k=1 αkdkϕ (xk) ; δ£
δb = 0 → ∑N

k=1 αkdk = 0; δ£
δαk

= 0| → αK =
ζek; and δ£

δαk
= 0 → dk

[
ωTϕ (xk) + b

] − 1 + ek = 0, that specified as result of the
corrosponding list of linear Equations.

⎡

⎢⎢
⎣

I 0 0 −ZT

0 0 0 XT
D

0 0 ζ− I −I
Z D I 0

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

ω

b
e
α

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

0
0
0
1

⎤

⎥⎥
⎦ (44)

Here, Z = [
ϕ (x1)T d1 . . . ;ϕ (xN )T dN

]
, D = [d1; . . . ; dN ] , 1 = [1; . . . ; 1] , e =

[e1; . . . ; eN ] , α = [α1; . . . αN ]. We have find the result as

=
[
0 −DT

D Ω + ζ−1I

] [
b
α

]
=

[
0
1
]

(45)

Here, Ω = Z ZT and based on Mercer’s condition [47],

Ωkl = dkdlζ (xk)
T ϕ (x1) = dkdl K (xk, xl) (46)

Hence, K (., . . . . . .) is the kernelmethod. FromLS-SVMalgorithm can be achieved based
on:

f (x) = sign

[
N∑

k=1

αk dk K (x, xK ) + b

]

(47)
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In kernel functions applied to train the classifier have been tabulated in Table 2. The
hyperparameter θ is shown as a polynomial degree, and σ is the free hyperparameter that
manages the kernel’s size.

Algorithm 3 Pseudocode based on employed system.
Offline learning 1:
for all eachgroundthruth f undusimage do

Improve the visual contrast usingCLAHE ImplementDR2Twith degree 2 on the improved imageAchived
the DR2T coefficients and form a feature vector set with dimension D

end for
Ensure: Glaucoma or healthy fundus images.
Step 1: Feature generation using DR2T
2: Apply GJO method to decrease the dimension of feature vector from D to Xa
3: Specify k-fold stratified cross validation on all the entire dataset and generate the training and testing data
4: Feed reduced feature set to the LS-SVM algorithm training to predict detection of glaucoma performance
5: Evaluate it’s classification result on the test set
Online prediction 6: Load the unknown glaucoma fundus image as input
7: pre-processing the query image with CLAHE
8: Achived the DR2T based on degree 2 based on the enhanced fundus image
9: Evaluate the reduced feature vector by applying the GJO method
10: Feed reduced feature set as LS-SVM model based on kernel K to predict on test data as glaucoma or
healthy

4 Experimental results and discussion

The experiments were performed on the PARAM Shavak, a powerful supercomputer fea-
turing a tabletop setup with a high-performance computing (HPC) system. It is equipped
with an Intel(R) and Xeon(R) Gold 5220R CPU operating at a speed of 2.20GHz. The sys-
tem is designed with an approximate of CPUs with two multicore, which have a minimum
of 12 cores. Additionally, it incorporates one or two GPU accelerator cards, such as the
NVIDIA with K40 accelerator card and NVIDIA based on P5000. It provides a system with
peak computing power of 3 Tera-Flops, accompanied by 8 TB of storage and 64 GB of
RAM. Additionally, it is embedded based on a pre-installed parallel programming devel-
opment environment and possesses computing power of 2 TF and above. We conducted
our experiments using the computer-aided diagnosis (CAD) model we proposed and imple-
mented using Python 3.9.6. In our deployed work, we have considered two standard datasets,
namely, G1020 [2] and ORIGA [53]. Here, we have divided the glaucoma datasets into a
60%(training) and 40%(testing) ratio to achieve the highest level of accuracy. The experi-
ments have been configured with specific parameters like σ set at 1.5, the population size is
30, and the values of maximum iteration is 200 tabulated in Table 3. Similarly, the hyper-
parameters lists used for various classifiers have been tabulated in Table 4. We’ve utilized

Table 2 Several Kernel techniques applied on LS-SVM

List of Kernels Defination

Linear K (∞, ∞k ) = ∞T
K∞

Polynomial K (∞, ∞k ) =
(
∞T

K∞ + 1
)θ

Radial Basis Function (RBF) K (∞, ∞k ) = exp
{
−||∞ − ∞k ||2/2σ 2

}
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Table 3 Parameters utlized in
GJO feature selection models

Parameters Values

Population size 30

Maximum iteration 200

r (Random integer) 0 to 1

c1(Constant value), σ 1.5

a five-fold stratified cross-validation (SCV)approach to address overfitting concerns. This
technique splits the dataset into five distinct subparts, observing that no overlapping occurs.
Next, the model underwent training using four subsets, assessed on the remaining portion.
The iterativemethod has continued five times, with each iteration serving based on evaluation
at least once. Employing such a scheme improves the model’s performance and helps prevent
overfitting. The five-fold SCV using a single run has been shown in Fig. 5.

4.1 Preprocessing and feature extraction results

To increase the contrast based on the initial glaucoma fundus image, the CLAHE method is
used, and the settings of its parameters influence its performance. In this scenario, the initial

Table 4 Hyperparameters for different classifiers

Algorithms Specifications Parameters

XGBoost [39] Learning rate 0.3

n-estimators 100
Scale-pos-wirght 1

Random Forest [31] n-estimators 100
Criterion Gini
Min-impurity-decrease 0
Number of folds 5

Decision Tree [40] Criterion Gini
Max-features 0,1
Min-sample-leaf 1
Min-sample-split 2

KNN [26] Nearest neighbors(K) 1
Nearset neighbor search algorithm Euclidean distance
List of folds 5

BPNN [26] Learning rate, momentum 0.001, 0.4
Hidden neurons 6
List of folds 5

LS-SVM Linear [18] Dimension space −1,+1
Kernel type Linear
List of folds 5

LS-SVM Polynomial [18] Order 2
Kernel type Poly
List of folds 5

LS-SVM RBF [18] θ , σ [1-10]
Kernel type RBF
List of folds 5

Poly-Polynomial, RBF-Radial basis function kernel
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Fig. 5 Allocation of sample sets for each experiment through the utilization of k-Fold Stratified Cross-
Validation

fundus image is partitioned into 64 distinct contextual regions, with 256 bins and a clip
limit (β) of 0.01 have been selected. It’s important to highlight that a uniform distribution
approach is applied to each region to achieve a consistent flat histogram shape. Subsequently,
we apply the DR2T technique to each preprocessed image, extracting features as transform
coefficients using a 2-level 1D DWT with the Haar wavelet chosen as the basis because of
its straightforward nature. Since the sum of glaucoma fundus images has been obtained,
the dimensions of 256 × 256 = 65536. Hence, instead of DR2T, we employ 2D DWT and
ridglet transform and have preserved their coefficients. The procedure entails determining
the magnitude of the coefficients for each change and then normalizing them according to
the most crucial coefficient. The normalized coefficients’ magnitudes are then arranged in
descending order to assess the rate of reduction in coefficients, as illustrated in Fig. 6. Notably,
DR2T outperforms 2D DWT and ridgelet in terms of the speed at which coefficients decline.
Consequently, DR2T generates sparse feature vectors that notably improve classification
accuracy.

4.2 Feature selection results

Here, we have implemented an improved scheme for feature selection, which involves using
the GJO algorithm. This approach leverages metaheuristic optimization with the GJO algo-
rithm to effectively identify the most optimal set of features, i.e., (29 features) from discrete
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Fig. 6 Cofficient decaying comparision with list of image transform

ripplet-II transform (DR2T). Feature selection helps mitigate collinearity, leading to more
stable coefficient estimates and improved model accuracy. From our experimental analy-
sis, we have obtained better classification results on both datasets. Namely G1020 [2], and
ORIGA [53] by selecting 29 features. The proposed model DR2T+GJO+LS-SVM+RBF
provides better classification accuracy with 29 optimal features. Also, we have compared
the effectiveness of our employed scheme with feature selection without feature selection.
Table 5 presents a comparative analysis of the proposed model and LS-SVM using various
kernels, with and without GJO, in terms of accuracy, sensitivity, and specificity (in %) on the
G1020 and ORIGA datasets. We have compared the list of features based on their respective
classification accuracy, and the comparison graphs have been shown in Figs. 7 and 8. Our
experimental results show that our deployed model DR2T+GJO+LS-SVM+RBF gives better
classification accuracy with 29 optimal features in both datasets.

Table 5 Comparative analyses (%) of the proposed model with LS-SVM with list of kernels and LS-SVM
with kernels+GJO method

Proposed Method No. of
feature

G1020 ORIGA

Acc Sen Spe Acc Sen Spe

DR2T+LS-SVM+Linear 32 91.42 88.14 92.76 94.62 94.03 94.82

DR2T+LS-SVM+Polynomial 32 92.16 88.98 93.45 95.38 91.04 96.89

DR2T+LS-SVM+RBF 32 92.65 91.53 93.10 96.15 94.03 96.89

DR2T+GJO+LS-SVM+Linear 29 92.63 90.60 93.45 95.77 95.52 95.82

DR2T+GJO+LS-SVM+Polynomial 29 93.14 90.68 94.14 96.54 96.37 97.01

DR2T+GJO+LS-SVM+RBF 29 93.38 92.37 93.79 97.31 97.01 97.41

Acc-Accuracy, Sen -Sensitivity, Spe-Specificity
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Fig. 7 Classification result obtained in G1020 dataset has exprimented with least number of features

4.3 Classification results

We have utilized LS-SVM with several kernels for glaucoma detection during our classifi-
cation. We have assessed how well our suggested model performs using three parameters:
accuracy, sensitivity and specificity. Here, we have considered two standard datasets: G1020
[2] and ORIGA [53]. To improve the quality of our dataset, we applied a cropping process
to extract relevant regions of interest (ROI). Ophthalmologists provided the CDR scores on
numerous images. Our approach primarily centred on cropped images resized at 256 × 256
pixels. In cases where specific ROIs were unavailable due to a lack of prior information, all
256× 256 images have been considered.We have divided our whole dataset into training sets
and testing sets based on the ratio 60%, 40% accordingly. The training and testing sample
details have been specified in Table 1, and some samples of the dataset set have been shown in
Fig. 2.We have deployed by assessing the classification performance through a five-fold strat-
ified cross-validation procedure involving ten iterations. Wemanually fine-tuned the model’s
hyper-parameters to extract high-level features. Then, the LS-SVM was the prime classifier
for our classification task.We have used different traditional classifiers likeXGBoost [39], RF
[31], DT [40], KNN [26], and BPNN [26] with accuracy 90.93%, 89.22%, 88.97%, 91.18%,
91.67% accordingly in the G1020 dataset. Like the ORIGA dataset, several algorithms,
namely, XGBosst, RF, DT, KNN, and BPNN, have an accuracy of 91.41%, 90.63%, 89.84%,
93.44%, 93.46%. The comparison of all existing classifiers with our deployed scheme is

Fig. 8 Classification result obtained in ORIGA dataset has examined with least number of features
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Table 6 Comparative analysis (%) of deployed model with Glaucoma datasets

Classifiers G1020 Dataset ORIGA Dataset
Acc Sen Spe Acc Sen Spe

XGBoost 90.93 87.29 92.41 91.41 88.89 92.23

RF 89.22 83.90 91.38 90.63 87.38 91.71

DT 88.97 86.97 90.00 89.84 85.84 91.19

KNN 91.18 87.29 92.76 93.44 92.54 93.75

BPNN 91.67 89.83 92.41 93.46 89.55 94.82

DR2T+GJO+LS-SVM+RBF(Proposed) 93.38 92.37 93.79 97.31 97.01 97.41

Acc: Accuracy, Sen : Sensitivity , Spe: Specificity

tabulated in Table 6. Furthermore, to showcase the enhanced performance of DR2T features
in comparison to DWT, curvelet (FDCT) features, we have carried out an experiment in
which we have separately utilized DWT and FDCT features within the proposed system, and
the outcomes can be found from Table 7. During classification results, we observed that our
suggested scheme produced superior classification accuracy at 93.38% and 97.31 %, having
the G1020 and ORIGA datasets, accordingly. Table 8, 9, 10 and 11 represents the details of
5-fold SCV results of both the datasets. The AUC results of different kernels obtained by the
false positive rate concerning the true positive rate on both the G1020 and ORIGA datasets
are shown in Figs. 9 and 10. Then, The confusion matrix of both datasets, namely G1020
and ORIGA, is shown in Fig. 11. Figures 12 and 13 show the performance comparison of
the various classifiers on both datasets.

During our experimental analysis, we have observed that our employedmodelDR2T+GJO
+LS-SVM+RBF achieved better classification results than existing models with less number
of features. Hence, we have contrasted conventional LS-SVM with different kernels like
linear, polynomial and radial basis function (RBF). From the experimental results, we have
observed that the LS-SVM with RBF kernel has achieved better classification results with
less number of features as compared to other existing models. For feature selection we have
used GJO to select optimal features. These simulated results have been conducted on two
standard datasets, namely G1020 and ORIGA datasets. The efficacy of the proposed model
has been determined by two different experiments, without feature selection techniques and
with feature selection techniques. Both the experimental results have been shown in the
Table 7.

4.4 Compariosn with other state-of-the-art models

We have conducted experiments to evaluate our newmodel, comparing it to previous models.
We have compared our proposed model with traditional CAD techniques to gauge its effec-

Table 7 Comparative result(%) based on wavelet and curvlet based on G1020 and ORIGA dataset

Schemes No. of features Dataset (Acc in (%)
G1020 ORIGA

DWT+LS-SVM 32 90.20 91.92

DWT+GJO+LS-SVM 32 91.42 94.23

FDCT+GJO+LS-SVM 32 91.98 95.38

DR2T+GJO+LS-SVM 29 93.38 97.31
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Table 8 Glaucoma classifcation of average outcomes (%) of suggested DR2T without GJO method using
G1020 dataset for 5-fold 10 times for DR2T+LS-SVM+RBF kernel

R FN − 1 FN − 2 FN − 3 FN − 4 FN − 5 Acc

1 92.65 92.65 92.65 92.63 92.63 92.64

2 92.65 92.65 92.65 92.65 92.63 92.65

3 92.65 92.65 92.65 92.63 92.63 92.64

4 92.65 92.65 92.65 92.65 92.63 92.65

5 92.65 92.65 92.65 92.63 92.65 92.65

6 92.65 92.65 92.63 93.65 93.65 92.65

7 92.65 92.65 92.63 92.63 92.63 92.64

8 92.65 92.65 92.65 92.65 92.63 92.65

9 92.65 92.65 92.65 92.65 92.63 92.65

10 92.65 92.65 92.65 92.63 92.65 92.65

Final Result 92.65 ± 0.0045

FN : Fold Number, R: Run, Acc: Average Accuracy

tiveness. The evaluation results we conducted with G1020 and ORIGA fundus images have
been tabulated in Table 12. Our proposed model obtained better detection of outcomes than
existing models, even with fewer features. This represents a significant advantage compared
to various CAD models for identifying glaucoma. While the increase in accuracy is modest
and similar to specific existing methods, it’s worth noting that this outcome was achieved
across multiple iterations of a k-fold stratified cross-validation procedure, underscoring the
robustness and dependability of the proposed approach.

4.5 Advantages and disadvantages of proposedmodel

The experimental outcomes shows that the proposedmodel improves the classification results
as compared to other existing models with less number of features. The proposed model uses
discrete ripplet-II transform (DR2T) for extraction of features. Compared to other transforms

Table 9 Glaucoma classification of average outcomes (%) of suggested DR2T with GJOmethod using G1020
dataset for 5-fold 10 times for DR2T+GJO+LS-SVM+RBF kernel

R FN − 1 FN − 2 FN − 3 FN − 4 FN − 5 Acc

1 93.30 93.30 93.30 93.63 93.63 93.43

2 93.30 93.30 93.30 93.63 93.63 93.43

3 93.30 93.30 93.30 93.3 93.3 93.30

4 93.30 93.30 93.30 93.63 93.63 93.43

5 93.30 93.30 93.30 93.63 93.63 93.43

6 93.30 93.30 93.30 93.30 93.30 93.30

7 93.30 93.30 93.30 93.63 93.63 93.43

8 93.30 93.30 93.30 93.30 93.30 93.30

9 93.30 93.30 93.30 93.63 93.63 93.43

10 93.30 93.30 93.30 93.30 93.30 93.30

Final Result 93.38 ± 0.0636

FN : Fold Number, R: Run, Acc: Average Accuracy
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Table 10 Glaucoma classifiction of average outcomes(%) of employed DR2T without GJO method uisng
ORIGA dataset for 5-fold 10 times for LS-SVM+RBF kernel

R FN − 1 FN − 2 FN − 3 FN − 4 FN − 5 Acc

1 96.03 96.03 96.27 96.27 96.27 96.17

2 96.03 96.03 96.27 96.27 96.27 96.17

3 96.03 96.03 96.03 96.03 96.27 96.08

4 96.27 96.27 96.27 96.03 96.03 96.17

5 96.03 96.03 96.27 96.27 96.27 96.17

6 96.03 96.03 96.03 96.03 96.27 96.08

7 96.03 96.03 96.27 96.27 96.27 96.17

8 96.27 96.27 96.27 96.03 96.03 96.17

9 96.03 96.03 96.27 96.27 96.27 96.17

10 96.03 96.03 96.03 96.03 96.27 96.08

Final Result 96.15 ± 0.0017

FN : Fold Number, R: Run, Acc: Average Accuracy

namely discrete wavelet transform (DWT), Fourier transform, ridgelet, lifting wavelet trans-
form (LWT), etc., DR2T has produced 2D singularities with arbitrarily shaped curves, which
are available in the fundus images. Also, it obtains rotation invariant, sparse features, which is
important for improving the detection problem. Here, the golden Jackel optimization (GJO)
algorithm has been utilized for selecting the optimal featureswith reduced feature dimensions
and improve the model’s accuracy.

Our proposed model DR2T+GJO+LS-SVM+RBF integrates feature extraction, feature
selection, and classification based on advanced machine learning techniques to achieve
high performance, improved accuracy, and efficiency in processing complex datasets. Our
simulation results have focused on the discrete ripplet-II transform (DR2T) that captures
multi-directional and anisotropic details in fundus images more effectively than traditional
transforms, which is crucial for identifying subtle glaucoma features. Then, the optimal
features have been selected by meta-heuristic optimization techniques called golden jackal

Table 11 Glaucoma classification of average outcomes (%) of employed DR2T with GJO method using
ORIGA dataset for 5-fold 10 times for DR2T+GJO+LS-SVM+RBF kernel

R FN − 1 FN − 2 FN − 3 FN − 4 FN − 5 Acc

1 97.31 97.30 97.31 97.31 97.31 97.31

2 97.31 97.30 97.31 97.31 97.31 97.31

3 97.30 97.30 97.30 97.30 97.30 97.30

4 97.31 97.31 97.31 97.31 97.31 97.31

5 97.31 97.31 97.31 97.31 97.31 97.31

6 97.30 97.30 97.30 97.30 97.30 97.30

7 97.31 97.31 97.31 97.31 97.31 97.31

8 97.31 97.31 97.30 97.31 97.31 97.31

9 97.31 97.31 97.30 97.31 97.31 97.31

10 97.30 97.30 97.30 97.30 97.30 97.30

Final Result 97.31 ± 0.0045

FN : Fold Number, R: Run, Acc: Average Accuracy
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Fig. 9 The AUC curves for LS-SVM classifierwith three kernels using G1020 dataset

Fig. 10 The AUC curves for LS-SVM classifierwith three kernels using using ORIGA dataset
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Fig. 11 Confusion matrix of proposed model visualized on G1020 and ORIGA Datasets

Fig. 12 Classification accuracy achieved by various classifiers with proposed scheme using G1020 dataset
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Fig. 13 Classification accuracy achieved by various classifiers with proposed scheme using ORIGA dataset

optimization (GJO), which reduces computational load and enhances the model’s perfor-
mance. Finally,we have utilized the least square support vectormachine (LS-SVM) to provide
accurate and robust classification by solving a more straightforward optimization problem
than standard SVMs, leading to more precise glaucoma detection. Our model, combining
high-quality feature extraction with optimized feature selection, minimizes the chances of
misclassification, improving the reliability of glaucoma detection. The combined DR2T and
metaheuristic optimization approach ensures the system can efficiently handle large datasets,
making it scalable for widespread clinical use. The advanced feature extraction and selection
process adapts well to the variability in fundus images, providing consistent performance
across diverse patient data. Overall, this integrated method enhances glaucoma detection’s
accuracy, efficiency, and reliability in fundus images by leveraging sophisticated feature
extraction and optimization techniques coupled with novel machine-learning approaches.
Still, the proposed model has several demerits, as follows. The proposed model has been
experimented with only retinal fundus images. We can test our model with other images
like optical coherence tomography (OCT) images, confocal scanning laser ophthalmoscopy
(CSLO) images, etc. The proposed model solves binary classification problems, but multi-

Table 12 Performance simulation on proposed method with existing CAD shemes uising G1020 and ORIGA
datasets

Existing Schemes Acc (%)
Datasets

G1020 ORIGA

2D-FBSE-EWT [7] − 91.01

SMOTE+RF [54] − 78.30

SMOTE+SVM [54] − 82.80

HOG+SVM [1] 83.32 −
HOG +PNN [1] 87.92 −
HOG+RNN [1] 85.72 −
DR2T+GJO+LS-SVM+RBF(Proposed Model) 93.38 97.31

Acc- Accuracy
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class classification is challenging. However, the GJO requires more number of parameters to
tune, so in future, we can use other optimisation techniques with less number of parameters.

4.6 Discussion and summary

Our experiments demonstrated the visualization capabilities of input fundus images using
CLAHE and extracted features with discrete ripplet-II transform (DR2T). The golden jackal
optimization algorithm (GJO) has been employed to reduce feature dimensionality. We used
a least square support vector machine (LS-SVM) with linear, polynomial, and radial basis
function (RBF) kernels for classification. The employed work classified fundus images as
glaucoma or healthy and has been validated on two standard datasets namely G1020 and
ORIGA. Our proposed model DR2T+GJO+LS-SVM+RBF achieved better classification
results of 93.38 % for G1020 and 97.31 % for ORIGA with 29 features. However, our
experimental results show that performance heavily relies on selecting an appropriate kernel
function, which can be challenging and subjective despite the model’s benefits in improving
detection accuracy.

– The proposed model utilized fewer parameters for effective feature learning, and features
obtained through the discrete ripplet-II transform (DR2T).

– The golden jackal optimization algorithm (GJO) has been utilized to minimize feature
dimensionality

– For classification, we have utilized a least square support vector machine (LS-SVM)with
linear, polynomial, and radial basis function (RBF) kernels.

– Our proposed model deployed on detection of glaucoma fundus images as glaucoma or
healthy and validated using the G1020 and ORIGA datasets.

– Our employed model DR2T+GJO+LS-SVM-RBF achieved better classification accu-
racy, which is 93.38% for the G1020 dataset and 97.31% for the ORIGA dataset, with a
reduced number of features.

– The proposed model attains superior classification accuracy while using fewer features
compared to existing models

Consequently, this method can be a supplementary tool for early glaucoma detection and
improve clinical recommendations.

5 Conclusions and future scope

The paper presented a novel approach to glaucoma detection in fundus images by leveraging
the discrete ripplet-II transform (DR2T) for feature extraction and a metaheuristic algo-
rithm named GJO for feature selection, combined with least square support vector machine
(LS-SVM) for classification. The key contributions and findings include: firstly, the discrete
ripplet-II transform effectively captured the intricate structural details of fundus images,
providing robust features that enhance the discrimination between glaucoma and healthy
images. Secondly, for feature selection, we have employed golden jackal optimization algo-
rithm (GJO) metaheuristic algorithms, explicitly improving the efficiency of the feature
selection process. These algorithms optimized the selection of the most relevant features,
reducing the dimensionality of the dataset while retaining essential information for accurate
classification. Finally, LS-SVM with RBF kernel applied to classify the image as glaucoma
or healthy. The findings from the experiments on two publicly available datasets, namely
G1020 and ORIGA, show that the suggested method achieves greater classification accuracy
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than other competent methods, even when using a minimal number of features. In the future,
the proposedmodel’s overall performance could be enhanced by employing advanced feature
extraction and selection techniques. Deep learning could be investigated as a vital alternative
to the deployed scheme, and hybridizing fewer parameters based on different optimization
techniques can be another work in the future.
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