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Abstract
Damage to the retinal blood vessels is critical in diabetic retinopathy, a progressively 
emerging health concern that often advances quietly without explicit symptoms. Optical 
coherence tomography-OCT has emerged as a favored noninvasive imaging technique 
for diagnosing diabetic retinopathy promptly and accurately. However, timely and precise 
diagnoses from OCT images are essential in prevention of blindness. Moreover, accurate 
interpretation of OCT images is challenging. Single model learning debilitates in manag-
ing diverse data types and structures, constraining its adaptability to varied environments. 
Its limitations become apparent in tasks requiring expertise from multiple domains, delay-
ing overall performance. Moreover, learning may exhibit susceptibility to overfitting with 
large and heterogeneous datasets, resulting in compromised generalization capabilities. In 
this study, we propose a hybrid learning model for the classification of four distinct classes 
of retinal diseases in OCT images with improved generalization capabilities. Our hybrid 
model is constructed upon the well-established architectural foundations of ResNet50 and 
EfficientNetB0. By pre-training the hybrid model on extensive datasets like ImageNet and 
then fine-tuning it on publicly available OCT image datasets, we capitalize on the strengths 
of both architectures. This empowers the hybrid model to excel in discerning intricate 
image patterns while efficiently extracting hierarchical prediction from various regions 
within the images. To enhance classification accuracy and mitigate overfitting, we elimi-
nate the fully connected layer from the base model and introduce a concatenate layer to 
combine two objective learning prediction. A dataset comprising 84,452 OCT images, 
each expertly graded for illnesses. we conducted training and evaluation of our proposed 
model, which demonstrated superior performance compared to existing methods, achieving 
an impressive overall classification accuracy of 97.50%. Notably, we address the interpret-
ability issue, providing clear and insightful results, making our model suitable for deploy-
ment in ophthalmology clinics, where it can significantly contribute to the diagnosis of 
retinal disorders with enhanced precision and efficiency.
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1 Introduction

In recent years, a notable surge in the prevalence of retinal diseases has drawn consider-
able attention [1]. Among these conditions [2], DME and age-related macular degenera-
tion-AMD stand out as significant contributors to irreversible visual impairment. AMD, 
encompassing both dry and wet forms, is the leading cause of blindness in adults aged 65 
and above. Drusen on the retina characterizes the dry AMD variant, while CNV typifies 
the wet AMD manifestation [3].

The intricate neurovascular networks within the retina undergo structural alterations 
in the presence of DME, a condition closely associated with diabetes that leads to com-
promised vision [4]. This ailment stems from disruptions in retinal blood vessel integrity, 
culminating in the accumulation of fluid and proteins within the retinal layers [5]. Disturb-
ingly, research has indicated that approximately a quarter of individuals afflicted by dia-
betic retinopathy eventually progress to the more severe DME stage [6]. The significance 
of early detection and intervention in retinal pathologies cannot be overstated, as timely 
management can potentially mitigate disease progression and associated vision loss.

OCT is a sophisticated and pivotal ophthalmic imaging modality, offering a unique 
glimpse into the intricate cross-sectional architecture of retinal layers. The merits of OCT 
are underscored by its non-contact nature, minimal invasiveness, and rapid imaging capa-
bilities [7]. Notably, OCT has assumed a paramount role within the realm of ophthalmol-
ogy, serving as a linchpin for quantification, analysis, and the development of therapeutic 
interventions targeting a spectrum of retinal pathologies. The manual interpretation of reti-
nal OCT images is a multifaceted challenge that warrants meticulous attention. The imper-
atives of diagnosis and treatment in the face of escalating patient volumes underscore the 
inadequacy of relying solely on a cadre of certified medical professionals [8]. Furthermore, 
specific lesion attributes may elude direct observation, engendering potential ambiguities 
and instances of diagnostic oversight. Alas, the confluence of restricted healthcare acces-
sibility in specific regions has consigned a substantial cohort of patients to the shadows of 
early-stage ailment, accentuating their conditions’ gravity.

Convolutional Neural Networks-CNN has emerged as a promising avenue for automat-
ing the diagnostic process of OCT images. In [9], an OCT-Net, a specialized CNN archi-
tecture, with the primary goal of categorizing retinal images into healthy and three preva-
lent retinal disorder classes. This network architecture adeptly gathered and presented data 
that can be utilized for accurate medical diagnoses.

Ultimately, the collective body of research showcases the compelling potential of DL 
methodologies in OCT image analysis. These approaches have consistently demonstrated 
diagnostic accuracy on par with or surpassing that of experienced ophthalmologists [10], 
opening new horizons for efficient and accurate medical diagnoses in the realm of retinal 
diseases.

In medical research, acquiring supervised data poses a formidable challenge, often 
necessitating specialized expertise within the medical domain. Many advanced DL meth-
odologies [11, 12] have been meticulously devised to overcome formidable challenges 
to address the scarcity of annotated data [13]. One promising avenue for expanding the 
training dataset is strategically implementing data augmentation techniques. These encom-
pass a spectrum of approaches, including geometric transformations and the replication 
of image distributions, effectively boosting the diversity and volume of training examples 
[14, 15].Furthermore, unsupervised learning offers strategic possibilities, including semi-
supervised, multi-instance, and TL paradigms [16]. Among these, TL has emerged as a 
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particularly potent strategy due to its ability to benefit pre-existing knowledge from one 
domain to another effectively. TL minimizes the need for extensive retraining by judi-
ciously transferring model information across tasks, even when those tasks are divergent 
or seemingly unrelated. This distinctive attribute has amplified the prominence of TL in 
recent times.

An illustrative case that underscores the potential of TL was demonstrated in [17]. This 
study harnessed a DL framework to categorize OCT images depicting normal eyes and 
those afflicted with three distinct macular disorders. Leveraging a dataset of 4,000 OCT 
images, the researchers showcased TL’s efficacy in enhancing classification accuracy. This 
empirical validation underscores TL methodologies’ profound impact on medical image 
analysis tasks, particularly where limited annotated data hinders conventional supervised 
learning approaches. The contribution of this study is listed below:

• The paper presents an enhanced hybrid learning method aimed at enhancing the accu-
racy of retinal disease detection in OCT images. The primary aim is to achieve more 
precise disease classification, mitigating issues and overfitting that often arise in single-
model learning. The benefit of hybrid learning over single-model learning lies in its 
ability to combine the strengths of multiple models, resulting in improved generaliza-
tion and robustness in disease detection tasks.

• The hybrid model exploits the robust capabilities of both the ResNet-50 and Efficient-
Net-B0 models. This fusion of strengths empowers the hybrid model to excel in dis-
cerning intricate image patterns while efficiently extracting hierarchical prediction 
from various regions within the images.

• Our model effectively resolves the interpretability challenge by delivering transparent 
and enlightening interpretability outcomes, demonstrating the significant advantage of 
understanding complex processes by utilizing GRADCAM analysis.

2  Related work

Different methods have been used to identify retinal OCT lesions throughout the past few 
decades [18]. These diagnostic techniques can be roughly divided into two categories. The 
first category consists of algorithms for spotting retinal OCT lesions using ML methods. 
These methodologies advantage sophisticated image processing techniques for higher pre-
cision and recall.

Numerous established ML methodologies rely on sophisticated feature extraction tech-
niques to generate distinctive and discriminative representations, effectively enhancing 
image classification tasks. A feature extraction pipeline was meticulously devised in a sem-
inal work by [19], incorporating the local binary mode of OCT and a directional gradient 
histogram. This intricate pipeline facilitated the creation of a unique feature set, subse-
quently harnessed by a linear Support Vector Machine-SVM classifier for precise image 
classification predictions.

In a parallel pursuit, [20] introduced a compelling approach to image classification, 
methodology hinged on a multiclass linear SVM classification strategy coupled with an 
innovative universal retinal image alignment and cropping technique. This initial step dif-
ferentiated between ARMD and DME. A global visual representation was meticulously 
constructed by strategically incorporating a spatial pyramid framework and advanced 
sparse coding techniques.



 Multimedia Tools and Applications

An automated technique for categorizing retinal eye diseases was introduced [21] by 
implementing a CNN-based model. This approach involved initial image denoising and 
mask creation using morphological dilation and thresholding techniques to mitigate noise 
effects. The preprocessed images, alongside their corresponding masks, were utilized for 
training the CNN model, resulting in the generation of surrogate images. The proposed 
model achieved impressive Area Under the AUC values of 0.9856 and 0.9783 on the duke 
and local datasets, respectively.

In parallel research efforts [14, 22], classified DME and AMD as three distinct reti-
nal eye disorders using TL-based technology. Employing ten distinct experiments, the 
researchers employed the GoogleNet architecture with TL, achieving a commendable accu-
racy rate of 96%.

Furthermore, [23] developed a robust Deep CNN model for identifying AMD in OCT 
images. Their model underwent validation through blindfold and ten-fold cross-validation 
techniques, resulting in accuracy rates of 91.17% and 95.45%, respectively. Notably, [24] 
proposed a DL methodology to identify DME and DR from fundus images. The authors 
trained their model from scratch, necessitating a substantial dataset and an extended train-
ing phase. Despite these challenges, the model achieved a remarkable mean AUC of 0.991 
when evaluated on the EyePACS-1 dataset. These collective efforts underscore the sub-
stantial advancements in accurately categorizing retinal eye diseases through advanced DL 
methodologies.

Several advanced methods using deep learning have been proposed for the automated 
identification of various diseases through optical OCT images, showcasing the remarkable 
potential of these techniques in the medical field. Authors [25] introduced a CNN-based 
model for diagnosing retinal disorders. Their method achieved a noteworthy accuracy 
index of 97.10% across five distinct retinal eye diseases.

Further advancements were made by [26], who proposed an innovative deep network 
employing iterative fusion within an international fact-checking network-IFCN frame-
work. This approach achieved an accuracy of 93.25% for the automatic classification of 
four retinal eye illnesses. Author [27] employed a TL-based approach to discern various 
eye diseases, employing a comprehensive suite of five distinct DL models. Impressively, 
their meticulously developed methodology yielded an exceptional maximum accuracy of 
93.32% across four distinct disease classes. With a focus on OCT images. Building on this 
trajectory, [28] introduced a enhance diagnosis enhancement strategy for OCT image clas-
sification. By innovatively substituting the traditional residual connections with the Edg-
eEn block and cross-activation technique, three ResNet [29] topologies underwent signifi-
cant improvements in contrast enhancement, derivative refinement, and feature extraction, 
ultimately leading to a marked boost in classification accuracy.

Notably, [30] contributed to the field by introducing the GABNet architecture, a novel 
and lightweight classification model uniquely tailored for retinal OCT images. The com-
prehensive experimentation encompassed the analysis of an extensive dataset comprising 
108,312 OCT images from a cohort of 4686 patients sourced from the universally recog-
nized UCSD repository. Remarkably, the proposed GABNet model exhibited a substantial 
3.7% enhancement in classification accuracy, signaling a promising advancement in the 
domain of OCT image analysis.

Deep learning-DL, a subset of AI, excels in revealing complex data representations, 
notably in object recognition and image classification. CNNs, a key DL architecture, 
employ convolution and pooling layers for feature extraction, often complemented by 
ReLU activation functions. CNNs streamline computation through techniques like depth-
wise separable convolution and pooling layers, enhancing efficiency in image processing 
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tasks. Additional components like dropout layers and batch normalization further refine 
CNNs, making them a robust tool for various image-related applications. TL [31, 32] is 
a powerful solution in DL to mitigate overfitting, especially with limited data. TL lever-
ages pre-trained models’ knowledge from extensive datasets like ImageNet, employing 
two primary approaches. Feature Extraction involves using pre-trained models as feature 
extractors, while Fine-Tuning allows for retraining select layers or adjusting weights. Both 
methods expedite model development and enhance performance by leveraging pre-existing 
knowledge. Table 1 presents the comparative studies review.

3  Materials and methods

3.1  Dataset detail

The dataset utilized in our study, as referenced in [37], was meticulously curated from a 
comprehensive study and subsequently made publicly available on Mendeley. Comprising 
a vast collection of 84,452 high-resolution retinal images, this dataset has been extensively 
organized into distinct training, testing, and validation sets, ensuring its usability across 
various research frameworks. The images within this dataset represent four crucial cate-
gories of OCT retinal scans: DRUSEN, NORMAL, CNV, and DME, providing a diverse 
and comprehensive representation of retinal pathology. These OCT images were carefully 
selected from a retrospective cohort of adult patients, ensuring a robust and representa-
tive sample for analysis. Figure 1 visually presents a representative collection of images 
from this dataset, offering a sight into the affluence and complexity of the retinal scans 
incorporated within this invaluable research resource [37]. Moreover, it is noteworthy that 
this dataset has been widely utilized in numerous previous studies [38] to validate various 
proposed models and algorithms. Its extensive usage across different research endeavors 
underscores its reliability, relevance, and applicability in advancing the understanding and 
diagnosis of retinal diseases.

3.2  Data preprocessing and augmentation

The preprocessing phase is pivotal in the data preparation pipeline, serving as the founda-
tional step to ensure data cleanliness and model readiness. CNN demand substantial data to 
excel in performance while mitigating the risk of overfitting. Data augmentation techniques 
were employed to strengthen the training dataset size without the need for additional data 
collection efforts. Data augmentation serves the dual purpose of enriching the dataset with 
diverse examples and secure the model’s resilience against overfitting. In this research, 
three distinct augmentation strategies were applied. These strategies collectively augment 
the model capacity to discern features within the data while preventing it from the risk of 
overfitting, thereby fostering robust and accurate model performance. Figure 2 illustrates 
various stages of image augmentation techniques employed in this study.

• Rescale OCT Image: The ImageDataGenerator class is crucial in preprocessing the 
original OCT images within the dataset. These original OCT images inherently pos-
sess diverse dimensions, which can pose challenges for subsequent analysis and model 
compatibility. To address this issue, the ImageDataGenerator class is to standardize the 
image dimensions uniformly. Specifically, it rescales the original OCT image, ensuring 
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all images conform to a consistent format (224, 224, 3). This standardization is essen-
tial for facilitating effective data handling, compatibility with TL models, and main-
taining the integrity of the dataset during the training process.

• Rotation: A data augmentation step was undertaken to enhance the dataset’s robust-
ness and improve the model’s ability to handle variations in object orientations. This 
augmentation involved the rotation of each scan in the dataset by 90 degrees, creating 
multiple new versions of the original scans. Introducing these rotated variants makes 
the model better equipped to identify objects from diverse viewpoints and orientations. 
This augmentation technique effectively broadens the model’s perspective. It equips it 
with the adaptability required to accurately recognize objects regardless of their orien-
tation, ultimately contributing to improved classification performance and generaliza-
tion capabilities.

• Flip: A mirroring operation was applied to the scans to enhance the training data and 
augment the dataset, generating mirror-image duplicates of every original image. This 
augmentation strategy enabled the model to learn from the original images and their 
horizontally and vertically flipped parallel. By doing so, the model becomes more adept 
at recognizing objects from various perspectives, encompassing top-to-bottom and bot-
tom-to-top orientations and left-to-right and right-to-left viewpoints. This augmentation 
technique broadens the model’s ability to generalize and detect features irrespective of 
the image’s orientation, ultimately contributing to improved robustness and adaptability 
in image recognition tasks.

The distribution of images for each class after applying augmentation techniques is as 
follows: CNV (112,341 images), DME (34,770 images), DRUSEN (26,574 images), and 

CNV 
(37,447)

DME 
(11,590)

DRUSEN 
(8,858)

Normal 
(26,557)

Fig. 1  OCT Retinal Scans Samples

Fig. 2  Image Augmentation OCT Retinal Scans Samples
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Normal (79,671 images). In our study, we implemented these techniques to enhance the 
diversity and robustness of our dataset. These augmentation methods have been widely 
employed in the literature [10, 36, 39–41] and are recognized for their efficacy in improv-
ing model generalization and performance. By incorporating these techniques, we aim to 
ensure that our model learns invariant features and is better equipped to handle variations 
in orientation and perspective commonly encountered in real-world scenarios.

Augmentation strategies like rotation and flipping have been extensively validated across 
various domains, ranging from computer vision to natural language processing. Their util-
ity lies in their ability to artificially expand the dataset without the need for additional data 
collection, thereby mitigating issues related to overfitting and data scarcity. Furthermore, 
by mimicking realistic transformations that images may undergo in practical settings, these 
techniques contribute to the model’s adaptability and resilience to unseen variations dur-
ing inference. Furthermore, while these augmentation methods are well-established, their 
application requires careful consideration of the specific characteristics of the dataset and 
the task at hand.

3.3  Methodology

Deep Convolutional Neural Networks-DCNN have emerged as a potent approach for tack-
ling diverse and complex image categorization tasks, significantly reinforcing accuracy in 
this domain. Despite the widespread adoption of DCNNs, their training can present formi-
dable challenges. Two prominent issues that often afflict these networks are accuracy satu-
ration and overfitting. Accuracy saturation arises when a network reaches a point where 
it no longer improves its performance despite additional training. Conversely, overfitting 
occurs when a network becomes too specialized in learning from its training data, causing 
a decrease in its generalization ability to unseen data. One of the fundamental limitations 
of deep networks is the vanishing gradient problem. This problem stems from the intensive 
computational demands and the number of layers in deep networks. It results in the gradi-
ents during the training process diminishing to the point where they no longer effectively 
guide the network’s weight updates. As a result, addressing these challenges and mitigating 
the vanishing gradient problem remain pivotal research issues in DL and neural network 
design.

While TL offers several significant benefits to DL models, first and foremost, it accel-
erates the training process by benefiting pre-trained models on vast datasets, allowing 
the model to inherit valuable feature representations. TL saves computational resources 
and reduces the need for extensive labeled data, a scarce resource in many domains. TL 
enhances generalization capabilities, as models pre-trained on diverse tasks tend to capture 
higher-level patterns and nuances within data. Furthermore, TL fosters model robustness, 
as it enables the adaptation of existing knowledge to new domains or problem instances, 
making it a valuable tool for real-world applications where data distribution may change or 
evolve. TL empowers DL models to learn more efficiently, effectively, and flexibly across 
various domains and tasks.

Our proposed methodology presents a comprehensive approach for classifying retinal 
OCT images, benefiting advanced fine-tuning techniques to construct a hybrid learning 
model. The foundational architecture for extracting discriminative features from these OCT 
retinal image scans consists of two primary models: ResNet50 WResNet50 and EfficientNetB0 
WEfficientNetB0. In a subsequent phase. n initial experiments, ResNet-50 and EfficientNetB0 
showcased remarkable performance in classification tasks, achieving the highest accuracy 
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scores of 96.70% and 95.19%, respectively. Notably, ResNet-50 exhibited superior preci-
sion and recall rates at 95.68% and 95.50%, while EfficientNetB0 demonstrated outstand-
ing precision and recall scores at 96.85% and 96.70%. Consequently, these models yielded 
an impressive F1 Score of 95.17%, leading us to designate them as the backbone of our 
proposed architecture. The benefit of ResNet-50 lies in its deep residual learning frame-
work, facilitating more straightforward training of deep neural networks and enabling bet-
ter convergence. On the other hand, EfficientNetB0’s advantage stems from its efficient 
scaling approach, achieving superior performance with significantly fewer parameters, 
making it computationally more efficient and suitable for resource-constrained environ-
ments. we employ a stacking procedure to benefit the extracted prediction from both mod-
els. The overarching objective of this stacking process is to form a powerful ensemble that 
capitalizes on the strengths and diversity of these individual learners, thereby enhancing 
the system’s classification performance. This method ensures a robust and accurate classi-
fication of retinal OCT images, addressing the complex task of diagnosing retinal diseases 
with high precision and reliability. Figure 3 is presenting an architecture diagram of pro-
posed methodology.

ResNet50 [42], a 50-layer deep neural network-DNN architecture, employs bottleneck 
residual blocks to reduce model parameters and accelerate training effectively. The model 
involves the input OCT retinal scan being processed through convolution layers. Simul-
taneously, it takes a shortcut through an identity connection, and the resulting outputs 
are passed through an activation function. This innovative approach enhances the mod-
el’s capacity for generalized classification while mitigating overfitting issues. ResNet50’s 
architecture commences with the input layer, which accommodates images up to a size of 
224 × 224 pixels. The first convolutional layer employs 64 filters with a stride of two and 
incorporates maximum pooling. Subsequently, ResNet50 utilizes four distinct types of con-
volutional blocks, each characterized by varying numbers of layers, filter sizes, and kernel 
sizes.

Fig. 3  Architecture diagram of Proposed Methodology
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The first convolutional block comprises three separate convolution layers with kernel 
sizes of 1 × 1, 3 × 3, and 1 × 1 and corresponding filters of 64, 64, and 256, respectively. 
This block is repeated three times. The second convolutional block consists of three layers 
repeated four times, employing filters of 128, 128, and 512 in the respective layers. The 
third convolutional block repeats six times and utilizes three convolutional layers with 256, 
256, and 1024 filters, respectively. The fourth and final convolutional block is repeated 
thrice and features three convolutional layers with 512, 512, and 2048 filters. Ultimately, 
Customize ResNet50 concludes with a dense layer of four neurons with a Softmax activa-
tion function designed for ImageNet classification tasks.

EfficientNetB0 [43] is a CNN model that advance innovative scaling techniques to scale 
each dimension of the network uniformly. It builds upon the inverted residual blocks origi-
nally introduced in MobileNetV2, adapting them to create a highly efficient architecture. 
With approximately 237 layers, EfficientNetB0 employs advanced features like squeeze-
and-excitation mechanisms integrated within its blocks. This model’s design prioritizes 
computational efficiency and superior performance, making it a valuable asset in various 
computer vision tasks, particularly in scenarios where resource constraints are a concern.

3.3.1  Ensemble architecture

In the ensemble learning [44] strategy known as stacking, a meta classifier or meta-regres-
sor is employed to consolidate predictions from multiple classification or regression mod-
els. The process involves training a meta-model using the outputs generated by the base 
level models, which are initially trained on the complete training dataset. In this particu-
lar study, the base level models consist of ResNet50 and EfficientNetB0, which serve as 
fundamental classifiers for the first level of prediction. These models generate predictions 
that subsequently function as input prediction for the second level of prediction. This two-
level approach allows for a more refined and accurate prediction, exploit the strengths of 
ResNet50 and EfficientNetB0 to enhance the overall predictive capability of the ensemble 
model. In this study, our approach centers on a feature ensemble technique as a pivotal 
part of our hybrid learning strategy. This ensemble method involves binding deep predic-
tion extracted from two distinct pre-trained CNNs into a unified sequence. As illustrated in 
Fig. 4, our prediction-level ensemble procedure involves concatenating prediction extracted 
from ResNet-50 WResNet50 and EfficientNet-B0 WEfficientNetB0, merging them into a single 
sequence. To predict the output, this concatenated deep feature sequence is subsequently 
passed through a dense layer with a dimensionality of 100, complemented by the ReLU 
activation function. This feature ensemble mechanism captures comprehensive informa-
tion from multiple sources, enhancing the model’s ability to make accurate predictions 
based on the combined knowledge extracted from ResNet50 and EfficientNetB0 prediction. 
Stacking, often referred to as Super Learning or Stacked Regression, comprises a set of 
DL algorithms that introduce a unique approach to ensemble learning. Unlike conventional 
ensemble techniques like bagging and boosting, which emphasize the combination of weak 
learners to form a strong learner, stacking takes a more robust route. In stacking, the focus 
shifts towards assembling a diverse set of strong base learners. These base learners are then 
subjected to a second-level meta learner, which is responsible for determining the opti-
mal way to combine the predictions from the base learners. This two-tiered architecture 
allows stacking to the strengths of different base learners effectively and, in turn, enhance 
the overall predictive performance of the model.
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4  Experiments and results

An exhaustive evaluation was conducted, employing pivotal metrics, including Accu-
racy, Precision, Recall, and F1-score, to assess the models’ proficiency in multi classifica-
tion comprehensively. These metrics collectively provide a multidimensional view of the 
model’s effectiveness, factoring in false positives and negatives. Additionally, a confusion 
matrix was employed to enhance the insight into the diagnostic efficacy of the proposed 
methodologies. This matrix visually illustrates the distribution of true positive, true nega-
tive, false positive, and false negative classifications, clearly delineating the model’s diag-
nostic strengths and weaknesses.

A comprehensive evaluation of a hybrid learning model with the strengths of both 
ResNet50 and EfficientNetB0 architectures was conducted. This evaluation entailed the 
assessment of the diagnostic capabilities of the model using a dedicated test dataset, ensur-
ing a thorough and meticulous examination. The assessment employed established equa-
tions and statistical metrics to quantitatively measure the model’s overall performance, 
facilitating a comprehensive understanding of its effectiveness in classifying diseased cells.

(1)Accuracy =
TP + TN

TP + FP + TN + FN

(2)Precision =
TP

TP + FP

(3)Recall =
TP

TP + FN

(4)F1Score = 2 ×
Precion × Recall

Precision + Recall

Fig. 4  Stacking of EfficentNetB0 and ResNet50 for final prediction
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4.1  Experimental setup

This section presents the test results and details the comprehensive evaluation process of 
the proposed hybrid learning model. It underwent comparisons with various competing 
analyses, including TL models and state-of-the-art CNN techniques, to ensure the model’s 
robustness and effectiveness. The evaluation utilized the publicly available OCT retinal 
scans dataset [37], considered one of this research’s most relevant and significant datasets. 
Model training was conducted using Python and the Keras package, with optimization for 
GPU runtime environments to enhance computational efficiency. The model was success-
fully trained on the NVIDIA GeForce RTX 3080, equipped with 13 MiB/1024 MiB of 
RAM, ensuring optimal performance and reliable results.

4.2  Performance evaluation of proposed architecture

4.2.1  Classification Performance

Table 2 presents an evaluation of different models for a classification task. Three models 
are compared based on four performance metrics as mention in Sect.  5: Accuracy, Pre-
cision, Recall, and F1 Score. The EfficientNet-B0-Base model achieves an accuracy of 
96.70%, with corresponding precision, recall, and F1 Score values of 96.85%, 96.70%, 
and 96.69%, respectively. The ResNet-50-Base model also outperform it significantly, 
with an accuracy of 95.19% and higher precision, recall, and F1 Score of 95.68%, 95.50%, 
and 95.17%, respectively. The proposed model demonstrates the best performance, with 
an accuracy of 97.50% and the highest precision, recall, and F1 Score values of 98.10%, 
97.23%, and 98.21%, indicating its effectiveness in the classification task.

Table 3 below presents the comprehensive classification performance of our proposed 
hybrid model applied to the retinal OCT dataset, with results provided for each class label. 
Precision, recall, f1-score, and macro-average scores have been meticulously calculated for 
each class type. Notably, the performance metrics exhibit remarkable consistency, with val-
ues ranging from 0.93 to 1.00. This remarkable stability underscores the robustness of our 

Table 2  Performance Analysis of 
Proposed Models

Models Accuracy Precision Recall F1 Score

EfficientNet-B0-Base 96.70 96.85 96.70 96.69
ResNet-50-Base 95.19 95.68 95.50 95.17
Hybrid Learning 97.50 98.10 97.23 98.21

Table 3  Class wise Classification 
Performance of proposed model

Class Accuracy Precision Recall F1 Score Support

CNV 0.93 1.00 0.96 250
DME 1.00 0.97 0.98 250
DRUSEN 1.00 0.93 0.96 250
NORMAL 0.98 1.00 0.99 250
Macro Avg 97.50% 0.98 0.97 0.98 1000
Weighted Avg 0.98 0.97 0.98 1000



Multimedia Tools and Applications 

model in the task of classifying retinal images. Specifically, our model demonstrates excep-
tional precision, receiving a perfect score of 1.0 in both the DRUSEN and DME classes. 
Moreover, it achieves the highest recall of 1.00 for the NORMAL and CNV classes, further 
affirming its efficacy in correctly identifying these conditions.

When we consider the macro-average scores across all evaluation metrics, our hybrid 
model exhibits impressive performance metrics, including a precision of 0.98, a recall of 
0.97, and an F1 score of 0.98. These results underscore the model’s accuracy and its strong 
performance in the classification of retinal diseases. Notably, our proposed hybrid learning 
system attains an impressive overall classification accuracy of 97.50% when tested on the 
classification of retinal diseases in OCT images.

In order to comprehend class-specific results in terms of the number of correctly and 
wrongly classified classes, confusion matrices are frequently utilized, a confusion matrix 
for the ResNet50-Base EfficientNetB0-Base model, which was suggested for the clas-
sification of retinal OCT images, is displayed in Fig.  5. This graph demonstrates that 
250 + 242 + 233 + 250 = 975 OCT images are appropriately identified. The classification 
accuracy of the proposed deep residual network is calculated to be 975/1000, or 97.50%, 
for the remaining 25 images. As observed, eight DME photos, seventeen DRUSEN images, 
zero CNV, and one NORMAL image were incorrectly classified.

The graph in Fig. 6 illustrates the accuracy, recall, and f1-score metrics for the four dis-
tinct classes. Our hybrid learning-based approach has yielded auspicious results across all 
categories of retinal disorders.

The ROC curve plots the true positive rate (recall) against the false positive rate, serving 
as a graphical tool to evaluate diagnostic test performance. The AUC quantifies how well a 
test distinguishes between CNV, DME, DRUSEN, and normal samples, thereby assessing 
diagnostic accuracy. Figure 7 displays ROC curves illustrating the diagnostic performance 
of both the suggested model and base models. For the base models, EfficientNetB0 and 
ResNet50 exhibit AUC values of 0.9978 and 0.9977, respectively. Meanwhile, our sug-
gested model achieves highest AUC value of 0.9983 as compared to base models.

GRAD-CAM analysis was utilized to inspect images and the corresponding GRAD-
CAM maps generated by proposed model, which combines the power of CNN models 
ResNet-50 and EfficientNet-B0. As these models analyze images from our dataset, they 
each yield unique Grad-CAM visualizations. To offer behavior of each model, we’ve 
used a small selection of images and generated Grad-CAM representations for each. 
Figure  8 displays these sample images alongside their corresponding GRAD-CAM 
maps, as produced by our models. This observation is the noticeable divergence in the 

Fig. 5  Confusion Matrix Analysis
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specific image regions highlighted by each model. This divergence underscores the fact 
that each model has ability to discern distinct features crucial for making accurate pre-
dictions. Due to this, our proposed models exhibit a capability to accurately identify 
infected areas in images afflicted with CNV, DME, and DRUSEN.

GRAD-CAM analysis offers valuable insights into DL model decision-making pro-
cesses, aiding medical professionals in understanding how diagnoses are reached. By 
highlighting regions of interest within medical images, GRAD-CAM enables clinicians 
to verify and interpret model predictions, enhancing trust and facilitating collabora-
tive decision-making. Ultimately, this transparency promotes the adoption of AI-driven 
tools in clinical settings [45, 46], potentially leading to more accurate diagnoses and 

Fig. 6  Class wise precision, recall, and f1 score analysis

Fig. 7  Illustrate the ROC curve 
between ResNet50 (Base), Effi-
cientNetB0 (Base), and Proposed 
(Our) Model
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improved patient outcomes. While Fig.  9 illustrate the feature map visualization of 
backbone models.

Table 4 provides a comparative overview of various methods and their corresponding 
accuracies in a classification task, likely related to a specific domain or dataset. These 
methods are compared based on their performance in terms of accuracy. The methods 
listed in Table 3 include IFCNN proposed by [26] with an accuracy of 87.30% and the 
use of ResNet50, VGG16, and InceptionV3 by [47]. Achieving 90.00%, TL [48] with 
an accuracy of 87.40%, and DL [49]. Reaching 89.10%, and CNN employed by [50]. 
They were resulting in an accuracy of 93.30%. The final row represents the Proposed 
Architecture that utilizes a Hybrid Learning approach and achieves the highest accu-
racy of 97.50%. Hassan et  al. [51] achieved an accuracy of 97.47% using a Random 
Forest model with TL, indicating the effectiveness of leveraging pre-trained models 
for improved performance. Özdaş et al. [52] achieved a high accuracy of 95.70% using 
the Firefly Algorithm, showcasing the efficacy of nature-inspired optimization algo-
rithms in solving complex problems. Meanwhile, Han et  al. [53] attained an accuracy 
of 97.40% by employing a Conditional Generative Adversarial Network-CGAN) to 
generate OCT images, demonstrating the power of generative models in creating syn-
thetic data for training classifiers. These results underscore the diverse approaches and 
methodologies that can yield high accuracy in machine learning tasks, each leverag-
ing unique strengths and techniques tailored to the specific problem domain. Table  4 
serves as a comparative reference for evaluating the effectiveness of different methods 

Fig. 8  Few sample images extracted from the dataset generated by the two models employed in our ensem-
ble model, along with their corresponding GRAD-CAM visualizations



 Multimedia Tools and Applications

in the specific classification task, highlighting the superior performance of the proposed 
Hybrid Learning approach with the highest accuracy.

4.3  Performance analysis with baseline methods

Table 5 shows the performance metrics for various models used in a classification task. 
These models include well-known architectures like DenseNet121, EfficientNetB0, Effi-
cientNetB5, ResNet-50, MobileNet, VGG16, and a hybrid learning model. The evaluation 
metrics include Accuracy, Precision, Recall, and F1 Score. ResNet-50, and EfficientNetB0 

Fig. 9  Feature Map visualization: (a) EfficientNetB0-Base, and (b) ResNet50-Base

Table 4  Performance Comparison with existing studies

Reference Method Accuracy

Fang et al. [26] IFCNN 87.30
Hwang et al. [47] ResNet50, VGG16, and InceptionV3 90.00
J Han et al. [48] Transfer Learning 87.40
DDJ Hwang et al. [49] Deep Learning 89.10
Saraiva et al. [50] CNN 93.30
Hassan et al. [51] Random Forest with TL 97.47
Özdaş et al. [52] Firefly Algorithm 95.70
Han et al. [53] CGAN-generated OCT 97.40
Proposed Architecture Hybrid Learning 97.50
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achieved the highest accuracy at 96.70%, 95.19%, demonstrating its effectiveness in clas-
sification respectively. It also showed the highest Precision and Recall at 95.68%, 96.85% 
and 95.50%, 96.70% respectively, resulting in an impressive F1 Score of 95.17%. On the 
other hand, DenseNet-121 had the lowest accuracy and F1 Score at 80.20% and 80.11%, 
respectively, indicating lower overall performance. The Hybrid Learning model outper-
formed all the base models, achieving an exceptional accuracy of 97.50% and high Preci-
sion, Recall, and F1 Score of 98.10%, 97.23%, and 98.21%, respectively. These metrics 
provide valuable insights into the models’ capabilities in accurately classifying data, with 
the hybrid learning model emerging as the top performer.

5  Discussion

In the realm of disease diagnosis, precisely categorizing medical images poses a signifi-
cant challenge. DL models, known for their exceptional performance in this field, typi-
cally require extensive datasets with accurate annotations. However, the availability of 
well-labeled medical image data is often scarce. To tackle this issue, this study utilizes 
TL to develop a robust model for classifying retinal diseases. The study leverages TL to 
develop a hybrid learning model, merging ResNet-50 and EfficientNet-B0 architectures 
for retinal disease classification from OCT images. Evaluation on a public dataset demon-
strates superior performance in precision, recall, and F1-score. This model enhances classi-
fication accuracy, even with limited annotated data, reducing the dependency on extensive 
specialized datasets. ResNet50-Base and EfficientNetB0-Base offer superior performance 
due to their deeper architectures and efficient parameter usage, respectively, resulting in 
more accurate feature extraction and classification from images compared to other pre-
trained models. Prediction Fusion of ResNet50-Base and EfficientNetB0-Base combines 
the strengths of these architectures, enhancing prediction accuracy by leveraging diverse 
feature representations, leading to more robust and reliable detection of retinal diseases in 
OCT images. Moreover, this combination creates a robust, adaptable model for diverse reti-
nal images. Notably, while individual models may struggle with generalization, our ensem-
ble approach mitigates this issue. The ensemble model offers enhanced classification accu-
racy and reliability, aiding in tailored handling strategies and broadening accessibility to 
retinal disease diagnosis in medical applications. ResNet-50 and EfficientNetB0 have dem-
onstrated highest effectiveness in classification tasks, achieving the highest accuracies at 
96.70% and 95.19%, respectively. These models also exhibit superior Precision and Recall 
rates, with ResNet-50 scoring 95.68% and 96.85%, and EfficientNetB0 achieving 95.50% 

Table 5  Performance 
Comparison with pre-trained 
models

Models Accuracy Precision Recall F1 Score

DenseNet-121-Base 80.20 82.04 80.19 80.11
EfficientNetB0-Base 96.70 96.85 96.70 96.69
EfficientNetB5-Base 93.20 94.12 93.20 93.15
ResNet50-Base 95.19 95.68 95.50 95.17
MobileNet-Base 80.50 83.13 80.49 80.14
VGG16-Base 92.70 92.69 92.69 92.66
Hybrid Learning 97.50 98.10 97.23 98.21
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and 96.70% respectively, and impressive F1 Score of 95.17%. However, our Hybrid Learn-
ing model outperform all base models, boasting an highest accuracy of 97.50%, alongside 
high Precision, Recall, and F1 Score metrics, standing at 98.10%, 97.23%, and 98.21%, 
respectively. Notably, both our proposed model and its backbone models outperform not 
only other pretrained models but also existing state-of-the-art models in terms of classifica-
tion performance.

6  Conclusion

Tackling the vanishing gradient problem in deep learning is a critical challenge, espe-
cially when it comes to classifying medical images, particularly in the diagnosis of ret-
inal diseases using OCT images. To overcome this challenge, we have devised a robust 
hybrid learning approach that synergizes the capabilities of two well-established models, 
ResNet-50 and EfficientNet-B0, aimed at achieving precise classification of four distinct 
retinal illnesses. Our methodology revolves around merging the ResNet-50 and Efficient-
Net-B0 models, leading to a significant enhancement in classification accuracy. This 
fusion utilizes the strengths of both models and creates a framework for identifying ret-
inal diseases. In our experiments, we employed a substantial dataset comprising 84,452 
OCT images, categorized into four distinct retinal illness groups: DRUSEN, NORMAL, 
CNV, and DME. Thorough evaluations of our proposed approach resulted in impressive 
outcomes, boasting an average precision of 98.10%, a recall rate of 97.23%, an F1-score 
of 98.21%, and an overall classification accuracy of 97.50%. These outstanding results 
carry significant implications for the field of ophthalmology. Not only does our approach 
facilitate accurate identification of a range of eye disorders, but it also introduces an inter-
pretable dimension to the decision-making process. This interpretability factor sets our 
method apart from non-interpretable approaches, instilling trust and confidence in health-
care professionals who use it. As part of our ongoing research, we intend to expand the 
scope of our approach by incorporating additional retinal eye diseases, further enhancing 
its effectiveness in classifying such disorders. Ultimately, our research contributes sig-
nificantly to the advancement of medical image classification techniques, benefiting both 
healthcare practitioners and patients alike. Beside of this, our model proposed some limi-
tation such as Using multiple pre-trained models in an ensemble can demand substantial 
processing power, which poses a significant challenge for researchers with limited comput-
ing resources. This high computational requirement may hinder their ability to effectively 
implement and experiment with such ensembles.
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