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Abstract
The task of detecting small and tiny objects has not shown significant performance improve-
ment compared to detectingmediumand largeobjects, evenwith advanceddetectionmethods.
Several factors contribute to this, including the small size of the objects themselves, limited
availability of small-scale datasets, clustering of objects, and a low object-to-image ratio,
etc. However, various image augmentation techniques have been developed to address these
challenges. In this study, previous surveys and reviews have been summarized, offering an
overview of the augmentation libraries used to implement various augmentation approaches.
It also conducted a brief review of both traditional and state-of-the-art augmentation meth-
ods, outlining their respective advantages and disadvantages. The focus is on more to explore
the effectiveness of traditional and state-of-the-art augmentation approaches for small and
tiny object detection tasks in terms of performance improvement. This review paper distin-
guishes itself from previous papers by covering a thorough study of image augmentation
approaches specially designed for detecting small and tiny object detection tasks in aerial
images-a topic that has not been extensively covered on this scale in prior literature. This
paper also provided a discussion enabling readers to discern which approach or combination
of approaches is suitable for addressing specific challenges related to small and tiny object
detection. This will help the readers to establish a good knowledge and develop critical and
evaluation skills in this domain. Furthermore, it provides present challenges with possible
solutions and outlines future directions.
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1 Introduction

In computer vision models, especially in deep learning, the fundamental component is data.
The performance of these deep learning solutions needs to be improved due to insufficient
training data. Therefore, having ample data for training is essential for any deep learning
model to function well [1]. Modern machine learning models often need a lot of high-
quality, labelled data to ensure decent performance. However, image collection and labeling
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are time-consuming and costly processes. It is frequently not possible to gather enough
training data in many real-world application contexts. At the moment, image augmentation
approaches are the best solution for solving this issue. The primary objective of data aug-
mentation is to extend the number, quality, generalizability, and variation of the training
dataset. Image augmentation approaches can be used to increase the number of images and
instances in the dataset by artificially generating variants of real images. Appropriate image
augmentation approaches can also ease the need for complex algorithms and allow for the
excellent generalization ability of more straightforward model structures [2].). In computer
vision tasks, datasets contain images and videos. Even though there have been significant
advancements in generic object detection, small object detection research has moved along
somewhat slowly. More specifically, even for the most advanced detectors, there is still a
significant performance gap between the detection of small and normal-sized objects specif-
ically in aerial images due to many reasons like incomplete information, occluded objects,
lack of authentic definition, and the lack of large-scale datasets for the detection of tiny
objects [3, 4]. Researchers use self-generated datasets for small and tiny instance detection,
which did not appear to perform any better in cross-evaluation studies than other methods.
It is also believed that researchers have paid less attention to generating data augmentation
approaches for small object detection as compared to other computer vision issues due to its
complex structure. The identified gap is the lack of a review paper focused on performance
analysis, as small and tiny object detection remains a crucial challenge for researchers. There
is no comprehensive review paper specifically focused on small and tiny object detection.
This review primarily focuses on the significant advancements made in the last five years
in small or tiny object detection based on image augmentation approaches in aerial images.
In order to be comprehensive and make the text easier to read, several additional relevant
works are also included. The main contribution of this work is to compile the maximum
amount of papers written on small and tiny object detection, which will assist researchers
in understanding the current state of the field, identifying existing challenges, and exploring
potential solutions.

1.1 Comparison with previous reviews

1.1.1 Small and tiny object detection reviews

In recent years there have been different reviews and survey papers written about small and
tiny object detection that have been summarized Table 1. The paper written by [5] focuses on
small object performance evaluation on four models for deep learning: Fast R-CNN, Faster
R-CNN, RetinaNet, and YOLOv3. Also, the pros and cons of these models are introduced.
Tong and Wu [6] describes in detail the current tiny and small object detection techniques
based on deep learning from five perspectives, including multi-scale feature learning, data
augmentation, training strategy, context-based detection, and GAN-based detection. But in
this survey, researchers just briefly overview the basic augmentation approaches and their
performance on small and tiny object detection. Moreover, analyzed experimental results
on five datasets, and points out five promising future directions. Chen et al. [7] survey the
four pillars (multiscale representation, contextual information, super-resolution, and region-
proposal) for deep learning-based small object detection, lists some small object detection
datasets, and reports the performance of different methods on three datasets (MS-COCO,
PASCAL-VOC, and TT100K), Six possible directions in the future are also provided. Liu et
al. [4] listed out four possible issues faced during the detection of small object detection: a: the
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Table 1 Small and tiny object detection reviews/surveys

Title of paper Year Specifications

An evaluation of deep learning methods for
small object detection [10]

2020 Focuses on small object performance eval-
uation on four models for deep learning:
Fast R-CNN, Faster R-CNN, RetinaNet, and
YOLOv3. Also, the pros and cons of these
models are introduced.

Recent advances in small object detection
based on deep learning: A review [11]

2020 Reviews the existing deep learning-based
small object detection methods from five
aspects, analyses experimental results on five
datasets, and points out five promising direc-
tions.

A survey of the four pillars for small object
detection: multiscale representation, contex-
tual information, super-resolution, and region
proposal [7]

2020 Surveys the four pillars for deep learning-
based small object detection, lists some small
object detection datasets, and reports the
performance of different methods on three
datasets. Six possible directions for the future
are also provided.

A survey and performance evaluation of deep
learning methods for small object detection
[4]

2021 Aiming at the four challenges of small object
detection, it summarizes the corresponding
solutions and offers some experimental anal-
ysis.

A Survey on Deep Domain Adaptation and
Tiny Object Detection Challenges, Tech-
niques and Datasets [12]

2021 Three alternative current techniques for
object detection were addressed in this
survey. 1) Discrepancy-based, Adversarial-
based, Reconstruction-based, Hybrid domain
adaptive deep learning approaches are stud-
ied general and tiny object detection-related
issues and provided solutions by using
empirical and comparative analysis. 2) They
reviewed 5 strategies of tiny object detec-
tion namely: multi-scale feature learning,
Data augmentation, Training strategy (TS),
Context-based detection, GAN-based detec-
tion 3) They also identified various object
detection techniques, such as convolutions
and convolutional neural networks (CNN),
pooling operations.

Deep Learning for UAV-based Object Detec-
tion and Tracking: A Survey [8]

2021 This paper provides an in-depth analysis of the
state-of-the-art and future potential of deep
learning-based UAV object recognition and
tracking techniques.

Deep learning-based detection from the per-
spective of small or tiny objects: A survey [6]

2022 This survey comprehensively discusses small
or tiny object datasets, the definitions of small
or tiny objects, techniques for small or tiny
object detection, detection performance anal-
ysis of small or tiny objects, and promising
directions for small/tiny object detection.

Image Augmentation Approaches for Small
and Tiny Object Detection in Aerial Images:
A Review

2024 Ours
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information contained in each feature layer is insufficient for small objects; b: a lack of con-
text information for small instances; c: class imbalance; d: small objects contain inadequate
positive examples. Besides issues, they enlist their solutions as well as compare performances
of YOLOv3 and RCNN family on three datasets regarding small object detection. The solu-
tions offered are 1: feature maps combination 2: putting additional contextual information
3: some solutions of balance classes 4: addition of positive examples. Wu et al. [8] pro-
vides an in-depth analysis of the state-of-the-art and future potential of deep learning-based
UAV object recognition and tracking techniques. Three alternative current techniques for
object detection were addressed in this survey [9]. 1) Discrepancy-based, Adversarial-based,
Reconstruction-based, and Hybrid domain adaptive deep learning approaches study general
and tiny object detection-related issues and provided solutions by using empirical and com-
parative analysis. 2) They reviewed 5 strategies of tiny object detection namely: multi-scale
feature learning, Data augmentation, Training strategy (TS), Context-based detection, and
GAN-based detection 3) They also identified various object detection techniques, such as
convolutions and convolutional neural networks (CNN), pooling operations. Although this is
a comprehensive survey, it just briefly highlighted image augmentation approaches related to
tiny object detection. Tong and Wu [6] This survey comprehensively discusses small or tiny
object datasets, the definitions of small or tiny objects, techniques for small or tiny object
detection, detection performance analysis of small or tiny objects, and promising directions
for small/tiny object detection.

1.1.2 Image augmentation surveys/reviews

Data Augmentation approaches are becoming popular day by day, especially in computer
vision tasks. In Tables 2, 3 and 4, discussed a few recent and old surveys/reviews on data aug-
mentation approaches. Zhou and Buyya [13] outlines the fundamental ideas and the difficult
problems in making mobile cloud augmentation systems. The taxonomy is divided into two
types: a) mobile computing augmentation, and b)mobile storage augmentation. Furthermore,
the benefits and drawbacks of each type are addressed, along with the ideal circumstances
under which it should be used. Mikołajczyk and Grochowski [14] reported the state-of-the-
art data augmentation techniques concisely to improve performance in image classification
tasks. Shorten and Khoshgoftaar [15] presented an extensive survey related to image aug-
mentation approaches for 2D image data, and their main challenges during augmentation.
Its focus is the image classification task. It does not go into great detail about more modern
techniques for data augmentation, such as as neural style transfer (NST), 3D modelling etc.
[16–19] presented reviews/survey papers on image augmentation approaches but their pri-
mary application domain is medical images. Khosla and Saini [20] cover data wrapping and
oversampling data augmentation approaches.Moreover, the overfitting issue and its solutions
have been concisely discussed. Wang et al. [21] overview the categories of transformation
that supported the face data augmentation. This paper also discussed the background and the
concept of face data augmentation, commonly used approaches by comparative analysis. Liu
et al. [22] survey application domain is the augmentation of text data in NLP. Naveed et al.
[23] is primarily concentrated on region-level data augmentation approaches such as image
region deletion, addition, and combination approaches. Kaur et al. [1] presented a compre-
hensive review of photometric and geometric transformation data augmentation approaches
related to object detection but precisely touched small object detection image augmentation
methods. Duong and Nguyen-Thi [5] reviewed text enhancing augmentation techniques such
as Syntax-Tree Transformation, Back translation, and synonyms replacement for analysis of
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Table 2 Image augmentation surveys/reviews

Title of Paper Year Application domain Specifications

Augmentation techniques for
mobile cloud computing: A
taxonomy, survey, and future
directions [13]

2018 Cloud computing It discusses themost important
ideas and toughest problems
in implementing mobile cloud
augmentation systems. More-
over, it organizes the cutting-
edge methods into two cate-
gories and creates a taxonomy
for mobile compute augmen-
tation and mobile storage aug-
mentation, respectively. The
benefits and drawbacks of
each sort of approach are
addressed, alongwith the ideal
circumstances under which it
should be used. Additionally,
it also covers future direc-
tions and assesses the gaps
that mobile cloud augmenta-
tion systems still have.

Data augmentation for
improving deep learning in
image classification problem
[14]

2018 Classification This paper confers a new
perspective on the texture
style and style-transfer tech-
nique together with a novel
application concept and per-
tinent examples, narrating
advanced approaches used
for data augmentation in
classification tasks. Also, pro-
vides findings after discussing
the benefits and drawbacks
of the methodologies under
consideration.

A survey on image data aug-
mentation for deep learning
[31]

2019 Extensive (2D images) A comprehensive analysis of
numerous data augmentation
techniques for 2D image data
is provided by the authors.
Their assessment addresses a
number of important diffi-
culties that come up while
using data augmentation such
as changes in image resolu-
tion and dataset sizes growing
rapidly.

Data augmentation for brain-
tumor segmentation: a review
[16]

2019 Medical Images They highlight augmentation
approaches like affine, elas-
tic and, pixel-wise on medical
images (brain tumor). Besides,
GAN and Cycle GAN are also
discussed concisely.
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Table 2 continued

Title of Paper Year Application domain Specifications

Enhancing performance of
deep learningmodels with dif-
ferent data augmentation tech-
niques: A survey [20]

2020 Extensive (data warping,
oversampling, the overfit-
ting problem)

This survey article focuses
on various data augmenta-
tion (GAN) methods regard-
ing data warping and over-
sampling. Moreover, overfit-
ting issue and its solutions
have been discussed briefly.

A survey on face data augmen-
tation for the training of deep
neural networks [21]

2020 Face Recognition A literary review of data
augmentation approaches
demonstrates the broad range
of applications for various
face detection and identifica-
tion challenges. This paper
describes various types of
data augmentation meth-
ods for face detection and
recognition by comparing
techniques.

A survey of text data augmen-
tation [22]

2020 Text Estimation Text data augmentation in
NLP is uncommon. The
authors present a detailed sur-
vey of text data augmentation
methods and their application
in different domains.

Survey: Image mixing and
deleting for data augmentation
[32]

2021 Classification, image
recognition and object
detection

In this survey, the primary
concentration is the subclass
of data augmentation tech-
niques: region-level (deletion,
addition, combination) data
augmentation methods. Addi-
tionally, it empirically tests
these methods for classi-
fication, fine-grained image
recognition, and object detec-
tion, demonstrating how this
type of data augmentation
enhances deep neural net-
works’ general performance.

Data augmentation for object
detection: A review [1]

2021 Object Detection This is an exhaustive review of
data augmentation approaches
used in the field of object
detection. Furthermore, they
stated the class imbalance
problem and outlined some
solutions in the literature. In
the end, time augmentation
methods have been elaborated.
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Table 2 continued

Title of Paper Year Application domain Specifications

GAN-based data augmenta-
tion and anonymization for
skin-lesion analysis: A critical
review [17]

2021 Medical Images The methods utilized for
GAN-based augmentation
are summarized following
a thorough examination of
the literature. In that review,
they enumerate problems with
experimental planning that
might produce overly positive
outcomes.

sentiments. Shorten et al. [24] has discussed a number of techniques for using data aug-
mentation in text data, including label augmentation, neural augmentation, and symbolic
augmentation. Khalifa et al. [25] presented a comprehensive survey about image augmen-
tation in different application domains - specifically, medical imaging, remote sensing, and
agriculture. Yang et al. [26] briefly presented basic approaches (Image Manipulation Image
Erasing Image Mix) and advance approaches (Auto Augment Feature Augmentation Deep
Generative Models) of data augmentation in three application domains image classification,
object detection and segmentation.Mumuni andMumuni [27] presented a detailed survey that
covers almost every data augmentation method. Although it is a general and comprehensive
survey but does not deal with any specific application domain. Oubara et al. [28] precisely
reviewed the augmentation methods adopted in remote sensing for different computer vision
tasks but did not address object detection or small object detection. Lewy and Mańdziuk
[29] briefly described and compared two data augmentation topics presented in the last five
years: automated selection of augmentation approaches and mixing images. They also sub-
divided them into pixel-wise, patch-wise, pairs of images, and images used to generate an
augmented sample. Li et al. [30] just over-viewed image augmentation basic approaches as
data preprocessing methods for object detection.

1.2 Contribution

The major contribution of this review is to analyze and assess the role of image augmenta-
tion approaches in addressing the challenge of small and tiny object detection. This paper
has summarized survey and review papers from the last five years. Tables 1, 2, 3, and 4
show that no survey or review paper has been published yet regarding image augmentation
approaches for small and tiny object detection. It also highlights some basic and state-of-the-
art image augmentation approaches, including geometric and photometric transformations,
region-wise, pixel-wise, and sample-wise transformations, as well as GANs, Neural Style
Transfer, Meta Learning, and feature space transformations, and their performance for small
and tiny object detection tasks. This study is based on extensive research and covers a wide
range of subjects, some of which are novel contributions to the knowledge. Moreover, these
additions create an updated, comprehensive, and complete assessment that notably sets itself
apart from earlier reviews and surveys. This research is considered an important addition to
the image augmentation and small object detection domain. Additionally, it is anticipated that
this review will inspire new ideas for research on image augmentation and help researchers
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Table 3 Image augmentation surveys/reviews (continued)

Title of paper Year Application domain Specifications

A review of medical image
data augmentation techniques
for deep learning applications
[18]

2021 Medical Image It shows a critical review of
data augmentation (fundamen-
tal, deformable, deep learning,
etc.) approaches trained deep
learning models using medical
images limited to CT and MRI.
This review seeks to provide an
understanding of these methods
and confidence in the accuracy
of the models generated.

A review: preprocessing tech-
niques and data augmentation
for sentiment analysis [5]

2021 Analysis of Sentiments It reviews Syntax-free
Transformation, Synonyms-
Replacement, Back Translation
augmentation approaches for
enhancing the data for sentiment
analysis.

Text data augmentation for
deep learning [24]

2021 Text Data In this survey, numerous meth-
ods for applying data augmenta-
tion approaches including label
augmentation, neural augmen-
tation, and symbolic augmenta-
tion have been discussed. Addi-
tionally, they also elaborate the
use of data augmentation to sim-
ulate distribution shift and test
generalization. They also high-
light the main differences and
similarities in data augmenta-
tion NLP and computer vision
fields.

A comprehensive survey of
recent trends in deep learning
for digital images augmenta-
tion [25]

2022 Extensive (medical imaging,
remote sensing, and agriculture)

This survey provides a sys-
tematic review of 2D image
augmentation approaches and
encompasses a wider range of
fields such as medical imag-
ing, remote sensing, and agri-
culture. Nevertheless, contem-
porary cutting-edge techniques
like neural style transfer, meta-
learning, and Generative adver-
sarial network methods are only
explained concisely.

Image data augmentation for
deep learning: A survey [26]

2022 Computer Vision Tasks They provide a succinct
overview of image data augmen-
tation approaches along with
comparisons of the performance
of standard augmentation meth-
ods for computer vision tasks
such as classification, object
detection, and segmentation.
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Table 3 continued

Title of paper Year Application domain Specifications

Data augmentation: A com-
prehensive survey of modern
approaches [27]

2022 Computer Vision Tasks This is a comprehensive survey
ofmodern approaches and appli-
cations of data augmentation
approaches to date. They review
basic and advanced methods
of deep learning, feature learn-
ing, and meta-learning augmen-
tation approaches. Moreover, it
presents topics like 3D graph-
ics modeling, neural rendering,
and generative adversarial net-
works. Finally, a comparative
analysis is performed on dif-
ferent advanced augmentation
approaches.

Generative adversarial net-
works in medical image aug-
mentation: a review [19]

2022 Medical image This paper is divided and
reviewed into three groups:
classification, segmentation,
and imaging modality in terms
of GAN-based augmentation
methods. It also presents merits,
demerits, and potential future
research for segmentingmedical
images.

Survey on remote sensing
data augmentation: Advances,
challenges, and future per-
spectives [28]

2022 Remote Sensing Basic Techniques, ImagingSim-
ulation System Based Methods,
Deep Learning-based Methods
briefly. Precisely reviewed the
augmentation methods adopted
in remote sensing for different
computer vision tasks but did not
address object detection.

better comprehend the detection of small and tiny objects. The following is a summary of
contributions to this paper:

1. The recent and older reviews and survey papers on small and tiny object detection, as well
as image augmentation, have been summarized. It has been observed that, to date, there
is no comprehensive paper specifically addressing image augmentation for the detection
of small and tiny objects. While a few review/survey papers have briefly touched on
this concept, none have provided a thorough analysis. The novelty of this paper lies in
presenting the first comprehensive review of image augmentation approaches specifically
used for detection of small and tiny objects. This work systematically compiles and
assesses the scattered literature, providing a detailed analysis that has been notably absent
in previous research.

2. Additionally, This paper has also provided an overview of augmentation libraries utilized
for different approaches.

3. Systematically review image augmentation approaches such as geometric and photomet-
ric transformation, region-wise, pixel-wise, sample-wise, GAN, Neural Style Transfer,
Meta Learning, and Feature Space with their advantages and disadvantages.
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Table 4 Image augmentation surveys/reviews (continued)

Title of paper Year Application domain Specifications

A review: Data pre-processing
and data augmentation tech-
niques [33]

2022 Pre-Processing Data This paper discusses var-
ious pre-processing (Data
Transformation, Information
gathering, Data generation)
and Augmentation techniques
(Symbolic augmentation,
Rule-based augmentation,
Graph-structured augmenta-
tion, Mix-up augmentation,
Feature space augmentation,
Neural augmentation) for
improving the performance
and outcomes of machine
learning designed models.
For increasing the accuracy
of the prediction of the mod-
els’ various techniques of an
image, data augmentation is
discussed with the concepts
of Data Wrapping and Data
Oversampling.

A survey on GAN-based data
augmentation for hand pose
estimation problem [34]

2022 Pose Estimation This survey presents a detailed
synopsis of pose estimation
algorithms that benefit-
ted from GAN-based data
augmentation approaches,
hand-pose datasets, and their
comparative analysis. The
limitations of the current
approaches and potential
future paths are highlighted in
the conclusion.

A review on remote sensing
imagery augmentation using
deep learning [35]

2022 Remote Sensing Images This work aims to
provide an overview of the
most recent and cutting-edge
image augmentation using
deep learning based on CNN
applications for improving
remote sensing images.

An overview of mixing aug-
mentation methods and aug-
mentation strategies [36]

2022 Multiple domains This survey briefly describes
and compares two data aug-
mentation topics presented in
the last five years: auto-
mated selection of augmen-
tation approaches and mixing
images. They also subdivided
them into pixel-wise, patch-
wise, pairs of images, and
images used to generate an
augmented sample.
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Table 4 continued

Title of paper Year Application domain Specifications

Deep Learning-Based Object
Detection Techniques for
Remote Sensing Images: A
Survey [30]

2022 Object Detection for Remote
Sensing Images

This is one of the com-
prehensive surveys regarding
object detection for aerial
images. They present RSI
object detection approaches,
processes, datasets, metrics,
and their comparative analy-
sis. They briefly describe basic
approaches of data augmen-
tation as data preprocessing
methods.

Data Augmentation in Clas-
sification and Segmentation:
A Survey and New Strategies
[37]

2023 Classification and Segmenta-
tion

The paper surveys data aug-
mentation techniques in com-
puter vision, with a focus on
segmentation and classifica-
tion. It introduces the “ran-
dom local rotation strategy,” a
novel approach that mitigates
the shortcomings of traditional
rotation methods.

Image Data Augmentation
Approaches: A Compre-
hensive Survey and Future
directions [38]

2023 General Overview This survey comprehensively
reviews SOTA data augmenta-
tion methods to combat over-
fitting in computer vision tasks
with limited data. It pro-
vides a detailed taxonomy and
results across tasks like image
classification, object detec-
tion, and semantic segmenta-
tion for both supervised and
semi-supervised learning.

Image Augmentation
Approaches for Small and
Tiny Object Detection in
Aerial Images: A Review

2024 Small and Tiny Object Detec-
tion

Ours

4. This surveywork stands out since it simultaneously reviewsmany performances of image
augmentation approaches in terms of small and tiny object detection.

5. Finally, discussed challenges, future direction, and conclusion.

This review paper is organized into four sections. In Section 1, it summarizes previous
reviews and survey papers concerning small and tiny object detection (see Table 1 ) as
well as data augmentation papers within various application domains (see Tables 2, 3,4
) and and explains how this paper differs from them. Furthermore, Section 2 thoroughly
reviews existing operation libraries for geometric and photometric transformation, as well as
basic and state-of-the-art approaches of image augmentation, discussing their advantages and
disadvantages. Next, Section 3 presents the performance and application of various image
augmentation approaches for small and tiny object detection task. Successively, it discusses
challenges and future research direction in this domain.
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2 Image augmentation approaches

For training a deep learning model, data is a fundamental and essential component. Deep
learning performance limitations are occasionally attributable to limited training data. There-
fore, to ensure optimal performance of any deep learning model, a substantial amount of data
must be used for training [1]. There are a lot of issues in gathering large amounts of data
such as cost, time consumption, limited availability, and privacy concerns. So, image aug-
mentation is the solution to enlarge the datasets to overcome the issue of limited data. Image
augmentation uses existing data to create modified copies of datasets, which are then used to
artificially expand the datasets. It entails modifying the dataset only slightly or creating new
points of information using deep learning techniques. In other words, image augmentation
approaches are used to increase the amount of the dataset needed by deep learning mod-
els. This is achieved by intentionally modifying existing real images within the dataset. The
objective of augmentation is to increase the number of class instances while maintaining the
original characteristics. This data can be used for both training and testing of the model. By
and large, the performance of deep learning models depends heavily on the availability of a
significant amount of data. For instance, the performance of small and tiny object detection
can be enhanced by increasing the dataset’s instances and images as shown in Fig. 1.

2.1 Existing libraries for geometric and photometric transformations image
augmentation operations

Traditionally, geometric and photometric transformations in image augmentation are time-
consuming, tiring, and humanoid tasks. These restrictions make picture and video editing
tools hardly ever employed in real-world situations. In deep learning models, there are spe-
cially designed code libraries such as Augmentor [39], Imgaug [40] and Albumenatation
[41] used for image augmentation to make this task efficiently. Each DL framework comes
with a set of augmentation techniques, and libraries such as TensorFlow [42], MXNet [43],
Caffe [44], Keras [45], PyTorch [46]. This paper has enlisted some of the frequently used
packages in Tables 5 and 6 with specifications. Additionally, there are several software tools
like Octave [47]), MIPAV [48], LabView [49], Matlab [50], Mathematica [51] and ERDAS
Imagine [52] are being used for image transformation.

2.2 Performance evaluationmetrics

Performance evaluation metrics are critical in computer vision tasks because they provide a
comprehensive assessment of a model’s accuracy, efficiency, and overall effectiveness. Key
metrics typically include:

2.2.1 Average precision

Average Precision (AP) is the evaluation metric that is the most frequently used in research
studies. It is the most popular metric among the various labeled datasets like COCO and
DIOR for the evaluation of computer vision tasks like object detection. It is mostly used to
measure the accuracy of detection. Before defining the Average precision, its main concepts
should be reviewed as its variation shares these concepts frequently.

• True Positive (TP) predicts correct objects in the bounded boxes.

123



Multimedia Tools and Applications

Image
Augmentation
Approaches

Traditional
Approaches

SOTA Approaches

Fig. 1 The taxonomy of image augmentation approaches

123



Multimedia Tools and Applications

Table 5 Summary of image augmentation libraries

Package Code Specification

Scikit-image From scikit image import transform • open-source library
• scipy.ndimage

• scientific image analysis

• image transformation

Augmentor Import Augmentor • Image augmentation library

• Image augmentation library for ML
and DL models

•A fast and quick library for perform-
ing various transformation tasks.

Torchvision Import Trochvision.Tranformer as T •Open-source Python machine learn-
ing framework

•Common image transformation aug-
mentation techniques for all CV tasks.

Albumentations Import albumentations as A •Various methods for image augmen-
tation

• Applied to all CV tasks.

Imgaug From imgaug import augmenters as
iaa

• supports various augmentation tech-
niques.

• Powerful interface that can augment
images.

• Used for bounded boxes, segmenta-
tion task.

OpenCV Import cv2 • Powerful library for image augmen-
tation.

• Used for all CV tasks.

•Availability of geometric and photo-
metric transformation methods.

• False Positive (FP) predicts outcome incorrectly like missed objects or mistaken identity
of objects.

• False Negative (FN) predicts undetected bounded boxes. Bounded boxes that are hard to
detect in any image.

AveragePrecision(AP) =
∫ 1

0
p(r) dr (1)

mAP = 1

N

N∑
n=1

APn (2)

Equation 1 calculates the Average Precision (AP), which represents the average precision of
relevant items among the top-ranked ones in a given list. It assesses the system’s retrieval
performance by considering precision values (p) at different rank positions (r) ranging from 0
to 1. TheAP formula aggregates these precision values across various rank positions, yielding
a single score that reflects the system’s object detection capability.On the other hand, equation
2 represents themeanAverage Precision (mAP) for object detection evaluation. Its parameters
include “N,” representing the total number of classes, and “Average Precision (n),” which
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Table 6 Summary of image augmentation libraries (continued)

Package Code Specification

ImageDataGenerator from tensorflow.keras.
preprocessing.image import
ImageDataGeneratoren

• Specially built library for image
augmentation by Keras

• Produces tensor image data in
batches while adding real-time
data augmentations.

SOLT: Streaming Over
Lightweight data Trans-
formations

from kafka import KafkaCon-
sumer

• Image augmentation library for
DL.

• Quick and integrated with
PyTorch.

Kornia import kornia • Offers a variety of image aug-
mentation functions.

• Built to make use of GPUs for
faster processing.

• Differentiable augmentations
are supported for efficient opti-
mization and regularisation.

Open3D import open3d as o3d • 3D data processing and visual-
ization.

• Basic photometric transforma-
tions on 3D data.

Pillow • from PIL import Image • Supports a wide range of tech-
niques such as rotation, flipping,
cropping, and resizing.

• from PIL import ImageEn-
hance

• Provides a simple and intuitive
interface for performing image
augmentations.

• from PIL import ImageOp • Allows for fine-grained control
over image augmentation parame-
ters.

is the Average Precision value for each class “n.”. With these above-mentioned concepts,
the definition of Average Precision (AP) is the mean detection of precision under various
recalls. The variation of AP which is mostly used is mean Average Precision (mAP) which
determines the overall AP shown in (2).

2.2.2 Precision and recall

Equation (3) presents precision. This spots pertinent instances, and it measures the mean
accuracy of correct predictions. On the other hand, (4) represents recall which locates all
bounding boxes, and measures the percentage of correct positive predictions among all given
ground truths. According to the formula :

Precision = True Positives (TP)

True Positives (TP) + False Positives (FP)
(3)

Recall = True Positives (TP)

True Positives (TP) + False Negatives (FN)
(4)
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2.2.3 F1-score

The F1 -score is widely used to evaluate the performance of models by detecting as many
positives ( recall) as possible and ensuring the detections are accurate (precision) as shown
in (5).

F1 = 2× Precision× Recall

Precision+ Recall
(5)

The F1-Score is essentially the harmonic mean of precision and recall. It tends to skew
toward the lower number and makes it more sensitive to the lower value between precision
and recall. The 2 in the numerator of the formula ensures that if either precision or recall is 0,
the F1-Score will also be 0. It effectively balances the two metrics, so that improving either
precision or recall will improve the F1-Score. Overall, it forces the model to optimize both
detecting all relevant objects (recall) and minimizing false alarms (precision).

Abovemetrics are not just useful for evaluating the performance ofmodels but are also crit-
ical for model selection, the optimization process, benchmarking for comparing the model’s
performance, etc.

2.3 Basic image augmentation approaches

2.3.1 Geometric image augmentation

Geometric transformations are the basic approaches to image augmentation. These trans-
formations move the pixels from their initial place without changing the value of pixels in
an image. These transformations are further divided into two classes affine and non-affine
transformations. Affine transformations need a small number of parameter modifications to
complete a variety of augmentation actions. The most common actions of affine transfor-
mations are rotation, translation, shearing, zooming, cropping, reflection, scaling, resizing,
rotation, etc. On the other hand, non-affine transformations convert input image points to
equivalent ones in a differing view frame using a pre-established relationship. Examples
of these transformations are projective transformations, and nonlinear deformation. See
Reference 7

2.3.2 Photometric image augmentation

Photometric image augmentation techniques alter an image’s pixel content while maintain-
ing its spatial composition as well as numerous of these methods alter the RGB channel
composition to fit certain parameters. Initially, photometric modification is accomplished by
altering the image’s visual characteristics, including colour, brightness, sharpness, contrast,
and saturation level. Color jittering, colour space conversion, and picture enhancement and
distortion techniques are some of the most often utilized photometric data augmentation
methods. See table as reference 7

2.3.3 Region-level image augmentation

Region-level augmentation approaches transform some areas of the image rather than the
complete image. The main objective of region-level approaches is to alter particular charac-
teristics like the location, and content of the sub-regions of the input image so can to avoid
the overfitting problem of DL models. These approaches are beneficial for all computer
vision tasks, especially object detection tasks. The evidence will be presented in Section 3 in
detail. These approaches are further divided into Region-deletion, Region-Replacement and
Region-Combination. Region deletion is basically a data disposal approach that is used to
delete some information at the input level. Region deletion approaches remove a few random
locations from the original images during training, so a variety of visual elements can be
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Table 7 Advantages and disadvantages of augmentation approaches

Approaches Advantages Disadvantages

Geometric Augmentation • Due to their simple yet effec-
tive nature, they are a popular
choice as the primary form of
augmentation in many computer
vision tasks, frequently preced-
ing the use ofmore sophisticated
techniques.

• The task of determining the
best strategy for data augmenta-
tion presents a formidable chal-
lenge.

• Enables the creation of diverse
image variations, expanding the
training dataset and enriching
the learning process.

• If the original dataset con-
tains inherent biases, the aug-
mented data is subject to the
same biases, exacerbating the
complexity of data augmenta-
tion.

• Facilitates the discovery of
new patterns and features in
images, enhancing the perfor-
mance of machine learning
models.

• It is critical to develop evalu-
ation mechanisms to assess the
quality of augmented datasets.
This is a critical task because
it is critical to ensure that the
augmented data is reliable and
verifiable.

• The ability to increase model
robustness to image variations
such as lighting and orienta-
tion ensuresmore consistent and
accurate predictions across dif-
ferent scenarios.

Photometric Augmentation • Deep learning models’
resilience to image varia-
tions caused by environmental
conditions and imaging devices
can be improved by using pho-
tometric data augmentation,
which involves applying vari-
ous transformations to the data,
resulting in improved image
recognition and classification
performance.

• The need to ensure that the
parameters and methods align
with the network application.

• Photometric data augmenta-
tion can increase the diversity of
the training data by generating
additional training images with
different lighting conditions and
camera settings, resulting in bet-
ter generalization of the model.

• Objects may become indistin-
guishable from the background,
potentially misguiding the net-
work during training.

added to the training images dataset [53–57]. These approaches can be helpful in those tasks
where objects are occluded. Most frequently used augmentation techniques are Cutout [53],
RandomErasing [57], Hide-and-Seek [54], Gridmask [58] GridCut andmix [59] . The cutout
technique removes areas randomly from the input image by using square matrix that makes
the pixel value zero. Random Erasing also arbitrarily chooses a rectangle area in the image
and then erases the pixels in that area with random values. Region-aware Random Erasing
[55] is an extension of the Random Erasing approach. Hide-and-Seek (HaS) makes the input
image into grids and removes random areas by awarding zero value to pixels of that image.
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Gridmask andGridCut are two advancedmethods of region-level image augmentation. These
methods create a grid and change the region pixels. Region-replacementmethods cut out some
areas of the input image, make some alterations, and paste them back arbitrarily. Cut-Paste
[60], CutMix [61], CutBlur [62], PatchShuffle [63], Cut-Thumbnail [64] are some examples
of Region-replacement augmentation approaches. Cut-Paste and Cut-Thumbnail methods
outperformed all the previous methods by alleviating the problem of loss-information. There
are some advanced methods of Region-Replacement such as FocusMix [65], Attentive Cut-
Mix [66], AttributeMix [67]. These literature methods are used to copy and paste patches
semantically. Region-combination image augmentation approaches use information of the
patches from the same or different input image and combine this information pixel-wise
or fuse smaller patches of different images to make a new sample image. Random Image
Cropping and Patching (RICAP) [68], Patch-Level Augmentation [69], SaliencyMix [70],
PuzzleMix [71], SuperMix [72], TokenMix [73], Self-Replacement-and-Keeping-Augment
[74] are some of the approaches combine different or same images’ patches to augment
input samples. The advantages and disadvantages of this approach have been shown in the
Table 8. Table 9 provides an overview of multiple approaches, each supplemented by brief
descriptions to facilitate understanding.

Table 8 Advantages and disadvantages of augmentation approaches

Region-Level Image Aug-
mentation

•Region elimination is a useful
technique for creating the effect
of occlusion in computer vision
tasks.

• Region deletion approaches
have a limitation in their random
deletion process,which can lead to
the deletion of important features,
thus negatively affecting perfor-
mance.

•Occlusion can occurwhen track-
ing objects visually due to their
interaction with other objects or
changes in the environment. Elim-
ination of regions can help to
account for this.

• The random nature of the dele-
tion process does not allow for the
selection of appropriate regions
for deletion.

• Information dropping is a tech-
nique for removing unnecessary
visual features while retaining the
more useful ones.

• These techniques may not be
applicable or effective for all types
of images or object classes. This
may limit the generality and effec-
tiveness of the model in certain
scenarios.

• This technique is particularly
useful when appearance informa-
tion is not critical to the recogni-
tion task at hand.

Pixel-Level /Sample Level
Augmentation

• It is effective in combating
adversarial attacks, which are
deliberate attempts by malicious
actors to trick or deceive deep
learning models.

• The introduction of artificial,
out-of-distribution samples into
the original dataset is a limitation.
This can happen when the mixed
images are too dissimilar to the
original dataset, resulting in poor
model performance and accuracy
on new and unknown data.

• It has the ability to improve deep
learning model interpretability by
generating augmented images that
highlight specific features or pat-
terns in the input data.

• It can make interpreting the
model’s behavior and identifying
areas for improvement more diffi-
cult.
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Table 9 Region-Level augmentation approaches

Region replacement approaches Brief description

PA-AUG Replaces a region of an image with a patch from another image
with similar content.

CutBlur Replaces a region of an image with a blurred version of that
region.

CutMix Replaces a region of an image with a patch from another image,
and blends the two images.

CutPaste Replaces a region of an image with a patch from another image,
and preserves the original context.

AttributeMix Replaces a region of an image with a patch from another image,
and preserves the original attributes (e.g. color, texture).

Attentive CutMix Similar to CutMix, but uses an attention mask to select the patch
from the other image.

Region Swapping Approaches Brief Description

InPS Replaces a region of an image with a patch that has a similar
texture.

CutMix Replaces a region of an image with a patch from another image,
and blends the two images.

PatchShuffle Divides the image into patches, shuffles them, and reassembles
them.

PuzzleMix Divides the image into square patches, shuffles them, and
reassembles them.

Region Combination Approaches Brief Description

MixUp Combines two images by linearly interpolating their pixel values.

GridMix Divides the image into a grid and replaces each cell with a patch
from another image.

RICAP Randomly crops two or more images, and pastes them together
in a new image.

SaliencyMix Replaces a region of an image with a patch from another image,
and preserves the original saliency (i.e. importance).

SuperMix Combines two or more images by blending their saliency maps
and pixel values.

Region Deletion Approaches Brief Description

Cutout Randomly cut out a square region of an image.

Random Erasing Randomly erases a rectangular region of an image and replaces
it with noise or another background.

Hide and Seek Deletes multiple, smaller square regions from the image.

KeepAugment Similar to Cutout, but instead of replacing the cut region with
a background color, it keeps the surrounding pixels and fills the
cut region with the average color of the image.

GridCut Divides the image into a grid and randomly removes one or more
cells.

Grid Mask Similar to GridCut, but instead of removing cells, it masks them
with random noise.

FenceMask Removes a rectangular region of an image and replaces it with
another image.
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2.3.4 Pixel-level/ sample level image augmentation

Pixel-level image augmentation approaches combine the pixels of two or more images by
creating samples by manipulating the sensitivities of the chosen pixels of images. The objec-
tive of these approaches is to create new sample data by applying pixel-wise adjustments and
modifications to the given image dataset. Table 10 shows some of the examples like Mix-
Up [75], CoMixup [76],Sample-Pairing [77], Smooth-Mix [78], Ada-MixUp [79], Mixup
without hesitation [80], RoiMix [81], Augmix [82], Noisy Mixup and Random Pixels [83],
Smart Augment [84]. For a overview of the advantages and disadvantages associated with
this approach, please see Table 8.

2.4 State-of-the-art image augmentation approaches

2.4.1 Deep feature transformation

Deep Feature Transformation (DFT) is a technique used to enhance the performance of com-
puter vision models by augmenting existing images with additional features. This technique
is used to increase the diversity of the data set, which can help the model better generalize
to new data. DFT works by transforming the image data into a higher-dimensional fea-
ture space. This transformation is achieved by applying a set of convolutional filters to the
image. The resulting feature space contains more complex representations of the data that
are more meaningful to the model. These can be divided into feature addition, elimination,
and combination. Addition approaches include increasing the amount of an existing dataset
by adding additional features, which gives the model more data to learn from. Some of the
examples are Attention Augment [85], interpolation methods [53, 86–88]. Another strategy
is to use attention or feature fusion techniques to merge features taken from various input
samples like smart augmentation [67] creating an enriched feature vector. By giving the net-

Table 10 Pixel-level/ Sample Level Image augmentation

Approaches Brief description

Mix-Up Creates new samples by linearly interpolating between pairs of
samples and their labels

CoMixup A variant of Mix-Up that combines two or more input images by
interpolating the corresponding feature maps.

Sample-Pairing Augments the training set by pairing each sample with another
sample from the same class.

Smooth-Mix A variant of Mix-Up that uses Gaussian noise to smooth the inter-
polation weights Ada-MixUp A variant of Mix-Up that adapts the
interpolation weights based on the difficulty of the samples.

Noisy Mixup and Random Pixels A variant of Mix-Up that adds noise to the interpolated samples
and randomly changes some of their pixels in purpose.

Mixup without hesitation Avariant ofMix-Up that uses a deep reinforcement learning frame-
work to learn when to apply Mix-Up.

RoiMix Applies Mix-Up to the region of interest (RoI) of object detection
datasets Element-wise pixel combinations combine the corre-
sponding pixels of two or more images using element-wise
operations.

Augmix Uses a cascade of augmentation operations to produce augmented
images.
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work additional robust and discriminative characteristics, these techniques hope to boost its
performance by enabling the network to handle variances and generalize to new or undis-
covered inputs. A prominent regularization method for enhancing deep learning models is
feature elimination (removal). To enhance the overall performance of the model, this method
involves removing specific characteristics from the intermediate convolutional neural net-
work (CNN) layers. Mixout and its derivatives [89, 90], Shakeout [91], and Zoneout [92],
etc, are commonly used to randomly delete a subset of features and their synaptic connections
from intermediate layers. Table 11 outlines the various benefits and drawbacks, providing a
clear comparison to help understand the impact of the approach.

2.4.2 Digital visualization

A potent method for creating synthetic data that can be used to train computer vision models
is computer graphics modelling or digital visualization. For this, complex 2D and 3Dmodels
of the objects can be produced using CAD tools. It is possible to produce 3D data using CAD
modelling techniques, which can then be rendered and rasterized into 2D photos or used to
trainmodels for 3D visual recognition tasks. For the purpose of training deep learningmodels
across multiple domains, a large number of substantial datasets like shapenet [93], SceneNet
RGB-D [94], Looking beyond appearances [95], Hypersim [96] developed utilizing CAD
modelling techniques are accessible. More and more, data synthesis and visual augmentation
are being done using computer graphics modelling approaches based on 3D gaming engines.

Table 11 Advantages and disadvantages of augmentation approaches

Deep Feature Transformation • Manipulating feature vectors
or generating new features is
more appealing thanmanipulating
entire images because it is easier
and less computationally expen-
sive.

• These are not based on domain
knowledge, which means that it
may miss important attributes that
are critical to some tasks.

• Changing features at the vec-
tor level also allows for smoother
transformations than modifying
the input images.

• These are only applicable to
image data, so they cannot be used
with other types of data.

• Combining feature space tech-
niques with traditional data aug-
mentation techniques can help
improve performance.

• It is important to use caution
when adding too many features
since this can lead to overfit-
ting, where the model becomes
too specialized to the training data
and performs poorly on new data.
Computer Graphic Modeling

Computer Graphic Modeling • More advanced information
about the objects being repre-
sented can be included by using
computer-generated 3D datasets,
allowing for the solution of more
complex problems.

•The computer-generated images
may not accurately reflect the real-
world data, leading to discrepan-
cies between the model and the
actual environment.

• It is possible to create sce-
narios that would be difficult or
impossible to create in the real
world, allowing formore thorough
testing and training of computer
vision systems.

• The cost and time required to
create high-quality CGM can be
high, making it difficult to scale
up or apply to large datasets.
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With the help of these techniques, larger, more intricate scenes with interactive elements may
be created, resulting in datasets for more difficult tasks like augmented and virtual reality,
autonomous driving, and semantic scene interpretation in complex contexts [97–101]. For the
advantages and disadvantages of this approach, please refer to Table 11. This table illustrate
the various benefits and drawbacks associated with the approach.

2.4.3 Neural rendering

To produce lifelike photos and videos from 3D models or settings, the technology known as
“neural rendering” uses deep learning algorithms. In order to teach a neural network how
to replicate realistic lighting, shading, texture, and other visual properties, a huge dataset of
images must be used during the technique’s training phase. According to [102] the goal of
neural rendering is to utilize deep neural networks to acquire knowledge about the 3D scene
and obtain parameters that can be used to complete the rendering process. These methods
have created large-scale datasets like RTMV [103] and Synscapes [104], focused on complex
applications such as outdoor scene understanding and autonomous driving. In Table 12, the
advantages and disadvantages of this approach are outlined, and Table 13 presents a summary
of state-of-the-art methods, highlighting the approaches currently utilized by researchers.

Table 12 Advantages and disadvantages of augmentation approaches

Neural Rendering • These approaches can produce
highly realistic synthetic images
with a wide range of variations,
such as lighting, pose, and tex-
ture, which may not be possible
with traditional data augmentation
techniques.

• The utilization of neural
networks to execute this tech-
nique was an arduous task as
a result of impediments arising
from restricted computational
resources.

• Generating synthetic images
can significantly reduce the need
for manual data collection, which
can be expensive and time-
consuming.

• This approach suffers from the
disadvantage of demanding exten-
sive memory, thereby constrain-
ing the resolution of pixels and
the ability to handle voluminous
scenes.

• Synthetic images can be labeled
with high accuracy and consis-
tency since the ground truth infor-
mation is available by design,
unlike real-world images that
require manual annotation.

Generative Adversarial Net-
works (GANs)

•Generative modeling techniques
are commonly utilized to accom-
plish domain adaptation tasks,
which involve adapting a model
trained on one domain to perform
well on a different, but related,
domain.

•These are vulnerable to adversar-
ial attacks, where small changes to
the input can cause large changes
in the generated output.

•GANs are capable of learn-
ing complex data distributions
that may be difficult to model
with other machine-learning tech-
niques.

•Require high computational
resources to train and gener-
ate data, making it difficult for
small-scale applications.
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Table 13 Some state-of-the-art methods of Neural Rendering

Method Description

Neural Radiance Fields [105] Generates photorealistic 3D scenes by modeling light transportation
through different points in a 3D space.

Block-NeRF [106] Generates very large dynamic scenes of outdoor environments in the
form of videos from a collection of sparse images by dividing scenes
into smaller units and employingmultiple networks to process different
scene parts.

Mega-NeRF [107] Capable of generating high-quality, large-scale 3D scenes by lever-
aging efficient hierarchical representations and multi-resolution voxel
grids.

2.4.4 Generative adversarial network (GAN)

The GAN [108] approaches [109] are used for generating synthetic image data by imple-
menting two sub-approaches: a: to generate realistic data and b: to distinguish between real
and artificially generated data. Figure 2 provides a visual representation of the GAN concept,
elucidating the workings and components of the Generative Adversarial Network. Ref 12

The following Table 14 shows some of the example papers of the GAN with their brief
description.

2.4.5 Neural style transfer (Fig. 3)

Neural style transfer (NST) [125] is a method that creates new images by blending features
from different layers of deep convolutional neural networks (CNNs). The technique aims
to produce images that have similar visual characteristics as a reference image while pre-
serving the underlying structure of the original image. Several techniques for improving the
visual quality of stylized images have been proposed, such as using whitening and colouring
transforms [126] and introducing training loss terms to optimize for photorealism [127, 128].
These methods are designed to reduce image distortions and improve the overall photometric
quality of generated data. Some approaches [129] emphasize memory efficiency when styl-
izing high-resolution images. Traditional style transfer methods have a limitation in that they
primarily focus on texture while ignoring image shape. StyleAugment [130] and StyleMix
[131] are style transfer techniques that prioritize shape as well as texture to address this
shortcoming. Reference Table 15 lists the pros and cons of this approach.

Fig. 2 Visual representation of the Generative Adversarial Network (GAN) concept as explained by [14]
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Table 14 Some state-of-the-art approaches of Generative Adversial Network (GAN)

GAN Approaches Brief Description

Conditional-GAN (CGAN) [110] Uses additional input for conditional information for
generating images with specific attributes.

Deep Convolutional GAN (DCGAN) [111] Uses convolutional layers in the generator and discrim-
inator networks for generating high-quality images.

Wasserstein GAN (WGAN) [112] Uses Wasserstein distance for generating diverse and
realistic images.

Vanilla GAN [113] Basic GAN architecture for generating simple images.

Cycle-GAN [114] Image-to-image translation between two domains, used
for generating images in with different attributes.

Style-GAN [115] Generates diverse and high-quality images with con-
trollable style and structure.

Adversarial Autoencoder (AAE) [116] Uses autoencoder as the generator network for gener-
ating images.

Super-Resolution GAN (SR-GAN) [117] Generates high-resolution images from low-resolution
inputs.

Attention-GAN [118] Uses attention mechanisms to focus on specific regions
of the input images to generate high-quality dataset.

Star-GAN [119] Image-to-image translation between multiple domains
with a single generator and discriminator, used for gen-
erating images with multiple attributes or styles.

Info-GAN [120] Learns interpretable and disentangled representations
of images, allowing control over specific attributes
without labeled data.

BigBi-GAN [121] Learns a bi-directional mapping between images and
their corresponding text descriptions, used for generat-
ing images from text and vice versa.

ESR-GAN [122] Combines perceptual loss with adversarial loss for
improved visual quality in super-resolution tasks.

LS-GAN [123] Uses mean squared error as the adversarial loss, used
for generating high-quality images with sharp edges.

VQ-GAN [124] Uses vector quantization to learn a discrete representa-
tion of images for generating images dataset.

2.4.6 Meta augmentation (Fig. 4)

Meta augmentation is a method of equipping machine learning models with the ability to
acquire valuable concepts that assist in the extension of acquired knowledge to new tasks. It
has two categories in terms of augmentation:

• Meta-learning techniques use meta-data to train deep learning models that can general-
ize across tasks and adapt to new ones. These methods incorporate data augmentation
and few-shot learning methods to improve sample efficiency [132–136]. Meta-learning
surpasses transfer learning in flexibility, particularly during training phases. Extracting
meta-knowledge greatly enhances the efficiency of few-shot learning in testing environ-
ments [137].
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Fig. 3 Visualization of the reconstructions of style and content in Neural Style Transfer [125]

• AutoML-based data augmentation [138–145] is a meta-learning technique that employs
optimization methods to learn the best model hyper-parameters for improved general-
ization. This method automates the process of creating effective data augmentations and
training a neural network for optimal task performance. AutoML approaches facilitate
the creation of systems without requiring extensive expert knowledge and prolonged
research. These approaches are employed to automate the design of neural networks,
aiming to identify the best architectures for specific problems.

Ref 15

2.5 Definitions of small objects

The small objects in an image are referred to by how many few pixels they occupy. Com-
puter vision researchers provide various definitions depending on various applications and
environments. Liu and Mattyus [147] concluded that vehicles take few pixels in images that
is why it is difficult to detect. According to [148] all object instances are no larger than 0.2%
of the image size, and a sizable proportion of them are between 0.1% and 0.15%. Another
researcher [149] stated that DOTA objects are separated into three categories and small and
tiny objects range in height of bounded boxes between 10 and 50. By definition, tiny objects
are less than 16 x 16 pixels in size. As compared to larger objects small objects have low pixel
count, do not interpret, and easily fuse with their backgrounds [3]. Instances that occupy less
than 50 pixels in terms of height and width are considered small objects [150, 151]. Figure
5 shows some representation of small objects in the aerial images.
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Table 15 Advantages and disadvantages of augmentation approaches

Neural Style Transfer • It leverages the capabilities of a
neural network to extract significant
visual characteristics from an image
that embodies a particular artistic
style and subsequently applies these
features to another image that lacks
the same style. This process results
in a transformation of the second
image, which now bears the artistic
appearance of the original image.

•The generated dataset images’
quality may not always be consis-
tent or realistic.

• Neural Style Transfer (NST) can
provide an advantage in image
restoration or enhancement by lever-
aging the ability to transfer the
style of a high-quality image to
a low-quality or degraded image.
This process enables the low-quality
or degraded image to adopt the
visual appearance of the high-
quality image, resulting in improved
visual quality and the restoration of
some of the lost details.

Meta Augmentation • It enables few-shot learning, par-
ticularly useful when data is scarce
or expensive to obtain.

• It may introduce noise or variabil-
ity into the training data.

• It expands the support dataset and
range of tasks to diversify data for
each class and create more diverse
tasks for each training sample. This
enhances themodel’s adaptability to
new tasks and improves its overall
performance.

• It necessitates substantial compu-
tational resources, such as process-
ing power, memory, and time.

• To implement effectively, a high
level of skill and expertise is
required, including knowledge of
machine learning algorithms, data
processing, and computer program-
ming.

2.5.1 Applications of image augmentation in small object detection

2.5.2 Geometric transformations

Geometric image augmentation enhances and alters images by applying geometric transfor-
mations. These transformations involve modifying the spatial properties of the image, such
as its position, size, rotation, and perspective. It is used to increase the number of images in
the dataset. In the field of object detection, the focus is primarily on locating and identify-
ing objects that appear in various positions within an image. When it comes to aerial image
detection, there is a particular emphasis on detecting small objects. During the training phase,
incorporating random or group of geometric augmentation approaches enables the generation
of an augmented dataset, which greatly benefits the study of small and tiny object detection.
By applying transformations like scaling, rotation, translation, and affine transformations to
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Fig. 4 Achieving enhanced performance through shot augmentation employing MetaOptNet, trained with the
proposed Meta-MaxUp technique. The top results showcase 1-shot and 5-shot outcomes on CIFAR-FS, while
the bottom results exhibit 1-shot and 5-shot performance on mini-ImageNet [146]

the training images, the dataset becomes more varied and better reflects real-world situations.
The researchers [152] proposed two augmentation approaches to address the issue of poor
performance in detecting tiny objects due to a lack of such objects in the training set: Firstly,
oversampling images with tiny objects during training: By randomly selecting images that
contain tiny objects and oversampling them during training, the model can learn to detect
tiny objects more effectively. Secondly, copy-pasting tiny objects from segmented masks:
This approach involves extracting tiny objects from images using a segmented mask and then
copying and pasting them into new images. These new images are then added to the training
set, providing the model with more examples of tiny objects to learn from.

One notable approach, as discussed in [153], involves the use of horizontal flipping for data
augmentation while maintaining the original size of the image or sub-image. This method
avoids any zooming, thereby preserving the integrity of the image data. To further tackle
the issue of varying object sizes and to prevent information loss for smaller objects, a scale-
matching strategy was implemented. This technique involves cutting images based on the
object size to minimize the disparity between objects of different sizes. Another significant
contribution in this field is from researchers [154], who observed that the Single Shot Detec-
tor (SSD) faces challenges in classifying small objects without resampling. They introduced
an innovative data augmentation strategy that significantly improves performance, especially
in small datasets. This strategy includes generating random crops as a “zoom-in” operation
and a “zoom-out” operation, creating smaller training examples. This augmentation trick not
only increased training iterations but also consistently improved the mean Average Precision
(mAP) by 2%-3%. To address the UAV object detection challenge due to numerous small

Fig. 5 Examples of some small objects in aerial images
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objects in the images, [155] used a memory-efficient strategy employed during training by
dividing the images into four cropped parts. This not only conservesmemory but also expands
the dataset, enhancing the network’s sensitivity to small objects by emphasizing their vis-
ibility in the enlarged images. During the inference phase, performance is further boosted
through the application of test time augmentation (TTA). This involves scaling the image
and conducting tests at multiple scales, while also introducing random flips. The resulting
predictions from the differently scaled images are merged using non-maximum suppres-
sion (NMS) to enhance overall detection accuracy. A novel geometric augmentation, termed
“jumble-up,” was introduced by [156]. This method, inspired by jigsaw puzzles, involves the
non-intersecting split and swap of image parts horizontally and vertically. It aims to enhance
the robustness of the YOLOrs network, particularly in scenarios with limited labeled remote
sensing (RS) training datasets. Furthermore, [157] demonstrated that incorporating “Crop”
augmentation for black edge padding can further enhance performance, especially for rare
classes. In another study, [158] researchers incorporated density crops as a new class during
training to augment the dataset. This innovative approach involved detecting objects from
this new class alongside the base class objects during testing. This method not only enhances
the dataset but also improves the model’s accuracy in small object detection. It represents a
strategic move to address the challenges of limited training data and the need for improved
detection capabilities. Additionally, [159] utilized various data augmentation approaches to
enhance the training process of their machine learning model. They applied random hori-
zontal flipping with a probability of 0.5 to the training data, a technique that has become
relatively standard in image-based machine learning tasks. Beyond this, they employed ran-
dom cropping and expanding techniques to further increase the diversity of the training data.
Their efforts yielded significant results, as evidenced by their impressive APtiny50 score of
71.53%, securing them the second position in their challenge.

2.5.3 Photometric transformations

One notable approach is AUGMIX, introduced in a study [160], which employs a range
of photometric transformations applied randomly. This method is designed to enhance the
model’s ability to detect small objects by improving its robustness to variations in image
quality and object appearance. The AUGMIX technique is particularly effective in scenarios
where small objects are present with limited details or are partially occluded, making them
difficult to detect using conventional methods. Another significant contribution in this field
is the augmented small object detection method proposed in [161]. This method utilizes a
Neural Architecture Search (NAS-FPN) based feature pyramid architecture. It incorporates
various transformations such as scaling, contrast enhancement, flipping, brightness alteration,
and random angle rotation. These augmentations are specifically tailored to improve the
detection effectiveness of small objects, which often get lost or misclassified due to their
size and the lack of distinct features. Study [162] focuses on enhancing the diversity and
robustness of the reference patch in their analysis by employing flipping and color jittering
as data augmentation methods. These techniques are particularly useful in scenarios where
the reference patch lacks variability, thereby limiting the model’s ability to generalize across
different instances of small objects.

2.5.4 Region-wise image augmentation

One innovative approach is the “Stitcher” approach, introduced in [163], which leverages
feedback-driven resizing and stitching of images. This method, focusing on smaller objects,
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uses loss statistics as feedback to guide subsequent updates, enhancing detection accuracy.
Similarly, [164] applied the same technique to tackle the unbalanced distribution of small
and tiny objects, thereby boosting detection performance. The cutout approach, as used in
[165], combines traditional random masking with targeted cutouts based on the extremities
within ground truth boxes. This strategy aims to mitigate occlusion issues while preserv-
ing essential semantic information for tiny objects. In contrast, [166] employed a variety of
image augmentation methods, including random flipping, Gaussian noise addition, and ran-
dom cropping, erasing, and softening, specifically for enhancing features during the training
stage of a Feature Enhancement Network. Further diversifying the augmentation landscape,
[167] and [168] utilized cutout and mosaic augmentation approaches, with [168] specifi-
cally applying Random-Cutout image augmentation to simulate occlusion in wheat images.
This was achieved by selectively erasing rectangles based on the number and size of wheat
ears. Complementarily, [169] enhanced performance by combining Random Perceptive and
RandomErasing techniques withMosaic techniques. Addressing the challenges in gigapixel-
level image object detection, [170] introduced a novel framework that combines a Patch
Filter Module (PFM) for patch selection and a Patch Packing Module (PPM) for efficient
patch arrangement. This approach significantly reduces computation time while maintaining
detection efficacy. Similarly, [171] employed copy and restricted paste techniques, along-
side three augmentation approaches, to enhance the relevance of objects in scenes for small
object detection. In the realm of model training and convergence, [172] employed a combina-
tion of Copy-Paste and Mixup augmentation strategies to expedite convergence and smooth
the training curve. This facilitated faster model execution. Additionally, [173] and [174]
utilized combinations of Mosaic and Mixup approaches, with [174] specifically applying
these in YOLOv3 for spatial transformations ((random flipping, cropping) and classification
task blending, creating virtual training examples during model training. Zhou et al. [175]
study employed the Mix-Up model for small object detection in aerial images, utilizing it
for multiple reasons. By fusing two images with a specified ratio, the approach aims to
enrich background information, enhance sample diversity, and improve prediction capabil-
ity, while concurrently mitigating training fluctuations. In a similar vein, [176] upgraded
the YOLOv4 algorithm by incorporating Mixup with Mosaic, introducing a multi-attention
block for improved feature extraction, and adjusting loss functions for optimized small target
detection. Lastly, [177] introduced Corner CutMix, a novel data augmentation approach for
deep convolutional neural networks (CNNs). This method combats overfitting by randomly
replacing a corner region in an image with a region from a distractor image during train-
ing. It also incorporates an auxiliary self-supervised loss function, enhancing the learned
representation’s transferability and generalizability.

2.5.5 Pixel-wise or sample-wise image augmentation

A notable study [178] explored two distinct augmentation techniques to enhance the general-
izability of object detection algorithms. The first strategy involved substituting backgrounds
to add negative samples, thereby diversifying the backgrounds encountered during training.
This approach is grounded in the rationale that exposure to a wider range of backgrounds
can prevent the model from overfitting to specific scenarios, thus enhancing its ability to
generalize across diverse environments. To enhance the generalizability of object detection
algorithm. The second strategy adopted by [178] was the incorporation of noise into the
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training process. This technique is designed to mitigate the risk of the model becoming
overly tailored to the specific objects in the training set. By introducing noise, the model is
encouraged to focus on the salient features of the objects, rather than the idiosyncrasies of
the training data, which may not be present in real-world scenarios. Interestingly, the study
observed that the simultaneous application of both these augmentation techniques did not
yield as effective results as when they were employed individually. This finding is significant
as it suggests that while each method independently contributes to improving the model’s
performance, their combined use might not be synergistic. In fact, it could potentially lead
to a diminution of the effectiveness of the algorithm. In a different approach, study [179]
adopts the Pixel Level Balancing (PLB) method, which aims to adapt the training loss with
dynamic weight adjustments based on the detection box pixel count. This technique specif-
ically targets the challenge of detecting small objects, a common issue in object detection
tasks. By dynamically adjusting the weights in the loss function based on the size of the
object, the PLB approach ensures that smaller objects receive adequate attention during the
training process, thereby improving the model’s accuracy in detecting them. The contrast
between the strategies employed in [178] and [179] highlights the diverse methodologies
that can be adopted in enhancing object detection algorithms. While [178] focuses on aug-
menting the input data to improve generalizability, [179] emphasizes the modification of the
training process itself to address specific challenges such as small object detection. Further-
more, study [180] addresses the challenge of detecting small objects in images dominated by
sky regions. In such scenarios, traditional methods like uniform random cropping often fail
to capture crucial elements such as birds, while also misclassifying hard-negative samples
like leaves and turbine edges. To overcome this, the study introduces a selective cropping
strategy. This strategy involves randomly yet intensively sampling from areas containing key
features, utilizing known bounding boxes to intensify the training focus on these important
regions. This targeted approach ensures that the model is exposed to and learns from the most
relevant parts of the image, thereby improving its accuracy in detecting small objects.

2.5.6 Generative modeling image augmentation

GANs are the preferred data augmentation approach due to their strong image generation
capabilities, allowing for the creation of new target images and versatility across applications.
However, they face challenges in terms of training complexity, high computational require-
ments, and occasional image quality issues. The use of GANs for effective training often
involves supervised learning, but GANs themselves require a substantial amount of image
data for optimal performance as deep learning models. This poses a paradox in the context
of image data augmentation, as using GANs to generate additional target images assumes
an initial availability of an ample quantity of target images. One innovative approach is the
DS-GAN augmentation method [181], which enhances standard object detectors by boost-
ing small object samples during training. This method avoids the introduction of unrealistic
artifacts in resized images, leading to an increase in average precision (AP) by 4 to 10 points.
Similarly, a novel end-to-end multi-task GAN [182] integrates a super-resolution genera-
tor with a multi-task discriminator for aerial image detection. The generator incorporates
a gradient guide and edge-enhancement strategy, while the discriminator employs a faster
region-based CNN for object detection with detection task losses back propagated into the
generator during training for improved optimization. This approach upsamples small objects,
enhancing their detectability without compromising image quality. The EESRGAN model
[183, 184] represents a significant leap in this domain. It combines an Edge-Enhanced Super-
Resolution GAN (EESRGAN) with a Detection network, employing residual-in-residual
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dense blocks (RRDB) for both GAN and Edge Enhancement Network (EEN) components.
This architecture is integrated with Faster R-CNN and SSD for detection, where the detector
loss is backpropagated into EESRGAN, synergistically enhancing image quality and detec-
tion performance. Rabbi et al. [184] used the same method with improvement for another
aerial dataset. The Centered Multi-task Generative Adversarial Network (CMTGAN) [185]
adopted that merges small object detection with gaze estimation. This method employs a
GAN with a generator for high-resolution imaging and a discriminator for two-stage object
detection, focusing on central image areas where small objects commonly appear. Stachoń
and Pietroń [186] study adopted a multi-phase approach. It began with augmenting the VOC
Pascal dataset using oversampling strategies and Generative Adversarial Networks (GANs),
followed by employing the Faster R-CNN model for evaluation. Finally, a Perceptual GAN
enhanced small object representation by generating super-resolved, large-object-like images,
significantly boosting object recognizability and improving the performance of small object
detection. This research [187] focused on improving small object detection in aerial and
satellite images using a targeted super-resolution method within a neural network’s training
phase. The technique is efficient, necessitating fewer network layers, and is tailored to the
object’s scale and size. The network’s learning utilizes deep residual blocks in a Wasser-
stein Generative Adversarial Network (GAN) framework, optimizing detection in remote
sensing imagery. Courtrai et al. [188] study explores enhancing object detection in satellite
and aerial remote sensing imagery by utilizing super-resolution to amplify spatial resolution,
thereby enlarging object size and clarity. It details the development of a super-resolution
framework, initially based on a Generative Adversarial Network (GAN) with residual blocks
and its subsequent integration into a cycle model. Significantly, the incorporation of an aux-
iliary network specifically designed for object detection markedly boosts both the learning
process and the efficacy of the super-resolution architecture, leading to notably improved
object detection performance. The work of [189] enhances small object detection by inte-
grating a GAN for unsupervised super-resolution with a jointly trained detection network.
This approach, utilizing the CycleGAN strategy, increases detection accuracy without rely-
ing on low-/high-resolution image pairs. A novel framework proposed in [190] integrates
a Super Resolution GAN (SRGAN) and a multitask Wasserstein GAN (WGAN) with a
standard detection model like RetinaNet. This framework enhances global image resolution
before detection, while the WGAN, applied to anchor regions post-detection, improves local
resolution. The unique aspect of this approach is the WGAN’s ability to perform generation,
classification, and regression tasks, thereby enhancing detection accuracy by refining the gen-
eratorwith classification and regression loss. Thismethodhas showneffectiveness in reducing
false positives and improving bounding box accuracy on the DOTA aerial image dataset. The
Classification-Oriented Super-ResolutionGenerativeAdversarialNetwork (CSRGAN) [191]
represents another innovative approach in UAV aerial imagery. By integrating a classification
branch into the SRGAN framework and employing VGG19-based content loss, CSRGAN
effectively reconstructs high-quality images from low-resolution inputs, improving object
contours and category discrimination to solve small object detection issues. In addressing
the challenges of object identification and recognition in remote sensing images, a hybrid
approach combining GANs and Convolutional Neural Networks (CNNs) [192] leverages the
synthetic data generation capability of GANs to enhance limited labeled data. This method
accommodates the diverse backdrops and variances typical in these images, while the inte-
gration of CNNs ensures precise and robust small object detection. The FPN-GAN method
[193], combining Generative Adversarial Networks with Resnet-50 and a Feature Pyramid
Network, offers an innovative solution for detecting small objects in low-resolution, noisy
images. This unified end-to-end model enhances image resolution and detail recognition,
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significantly boosting small object detection in the remote sensing DIOR dataset. In the field
of infrared image dataset enhancement, researchers [194–196] have combined GANs with
transfer learning and other novel techniques for improved training efficiency and detection
accuracy. These approaches include refining models like YOLOv4 with a negative sample
focus mechanism, integrating a Dilated CBAM into CSPDarknet53, and employing Con-
ditional Generative Adversarial Networks (CGANs) to augment datasets. Particularly, the
novel intensity modulation network [196] generates realistic target objects, facilitating the
selection of optimal models through extensive experimentation and improved performance.

In short, the integration of GANs with object detection frameworks has marked a signifi-
cant advancement in the field of small object detection in aerial and satellite imagery. These
methods not only enhance image quality but also improve the accuracy and efficiency of
object detection models, addressing the inherent challenges of limited sample sizes, diver-
sity, and feature representation in remote sensing datasets.

2.5.7 Neural style transfer image augmentation

An eminent study is the use of transfer learning with the VGGmodel, as introduced in [197].
This approach, coupled with data augmentation through style transfer algorithms, has signifi-
cantly enhanced the capability of convolutional neural networks (CNNs) in image recognition
tasks. By incorporating a broader range of prior knowledge through training samplesmodified
by style transfer, thismethodhas shownamarked improvement in recognitionprecision. In the
realm of generative adversarial networks (GANs), a novel generative network loss function
has been developed [198], transforming satellite images into aerial images. This transforma-
tion is further refined by employing advanced algorithms like D2-Net and LoFTR, which aid
in the enhanced matching of satellite-aerial image pairs. This method demonstrates an adept
use of style transfer in improving the quality and utility of remote sensing data. Another
groundbreaking method [199] involves the intelligent registration of heterogeneous remote
sensing images using style transfer via GANs. This technique ensures precise alignment
and content preservation, a critical factor in remote sensing applications. The validation
of this method through a custom-designed dataset highlights its effectiveness and potential
for broader applications. In agricultural monitoring, particularly in orchard monitoring via
UAVs, challenges such as scarce open access labeled datasets and class imbalances have been
addressed innovatively. The study [200] utilizes YOLOv5 for object detection, enhancing its
efficacy through a transfer learning approach with pre-training on a synthetic dataset created
via object-based augmentation. This strategy has significantly improved the detection of rare
and anomalous vegetation states, showcasing the potential of synthetic data in overcoming
data scarcity and imbalance issues. The use of CycleGAN for style transfer between distinct
datasets [201] is another noteworthy development. By maintaining the labels of generated
data, this approach facilitates effective domain adaptation. The enhancement of the Cycle-
GANmodel with multi-scale convolution and an attention mechanism in both generative and
discriminative models represents a significant improvement in image quality post-transfer.
In the specific area of soybean leaf disease detection, the methodology used in [202] involves
evaluating four deep neural network models. Techniques such as fine-tuning, transfer learn-
ing, and data augmentation have been employed to enhance accuracy. The use of the SLIC
method for precise segmentation of plant leaves in top-view images captured byUAVs further
underscores the importance of specialized image processing techniques in agricultural appli-
cations. Recent developments in plant leaf disease dataset generation [203] has leveraged
advanced techniques such as GANs and Neural Style Transfer (NST). When evaluated with
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transfer learning models like VGG16, ResNet, and InceptionV3, these innovative augmen-
tations have surpassed traditional methods in accuracy, marking a significant improvement
over basic image manipulation methods in dataset enhancement.

2.5.8 Meta augmentation

Meta-augmentation transforms a single task into multiple tasks [132], introducing diversity
to enhance the model’s adaptability. This technique expands the learning capacity by expos-
ing the model to varied instances of the same task. Researcher [204] adopted a meta-learning
approach called Dynamic Resolution Adaptation Transfer to augment training images with
diverse smaller resolutions ensuring consistent performance across object sizes with shifted
feature aggregation and an anchor relation module. This combination of TransDet effectively
enhances small object detection performance. In addressing the limitations of UAV-based
vehicle recognition under conditions of significant occlusion, researchers [205] have devel-
oped a novel approach combining meta-learning and transfer learning. This method initially
trains a classifier to extract features, and then employs meta learning techniques to train both
a “learner” and a “meta learner,” thereby acquiring a set of initial parameters. These param-
eters are particularly effective for training the recognition model with minimal samples in
new, uncharted tasks, offering a significant improvement over traditional Bayesian inference
and component models in challenging scenarios.

Xu et al. [204] focuses on consistent object detection performance and [205] excelling in
rapid adaptability under challenging conditions.

2.5.9 Feature-space image augmentation

The advancement in small object detection, particularly in aerial datasets (UAV imagery and
remote sensing, etc), has seen significant contributions from various studies. For instance
[206] employed various image interpolation methods, including bilinear, under the nomen-
clature UA-net, aiming to improve the performance of small image processing. Similarly,
an improved YOLOv5-based method [207] utilizes bilinear interpolation upsampling for
feature fusion, effectively reducing information loss and improving the detection of small
and medium-sized targets in drone aerial images. The utilization of bilinear interpolation
upsampling enhances feature fusion, mitigating information loss during upsampling. Addi-
tionally, the integration of a specialized small target detection layer (size 160) effectively
locates and recognizes small targets using shallow feature information, thereby minimizing
missed detection rates. The modification of the Faster R-CNN framework [208] represents
another significant stride. This approach integrates top-down and skip connections to achieve
high-resolution feature maps, which are crucial for detecting small and tiny objects in optical
remote sensing images. The study also tailors anchor sizes to the dataset’s object size distri-
bution and employs ’random rotation’ data augmentation and strategic sampling methods to
address class distribution imbalance. In the context of minor insulator defects, [209] intro-
duces an enhanced detection network incorporating a Batch Normalization Convolutional
Block Attention Module (BN-CBAM). This optimizes channel information utilization and
enhances feature map channel impacts. Additionally, a feature fusion module proposed in
this study significantly boosts small object detection. To address the scarcity of aerial images,
the researchers developed a unique data augmentation technique that blends target segments
with backgrounds, effectively enriching the dataset and enhancing the model’s robustness.
This combination of BN-CBAM and feature fusion, along with the novel data augmentation
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strategy, marks a significant step forward for small object detection. Li and Zhang [210]
tackles false detections in object recognition by integrating Mosaic and Mixup techniques
into a novel method, MDAB, which enhances background sample data augmentation. This
study also incorporates FaPN into the Rep-PAN structure and merges Transformer technol-
ogy with CNN, achieving a 6% accuracy improvement on the Visdrone dataset. Another
study [211] introduces an innovative attention-guided feature alignment fusion module,
which effectively fuses features across scales to enhance spatial and contextual information,
thus mitigating the problem of feature inconsistent deterioration in small target detection.
Additionally, it proposes a shallow feature supplement module that employs attention mech-
anisms for augmenting small object information in low-level features directly at the base
of the Neck, improving the detection efficiency for small objects without the need for an
extra detection head. These advancements collectively enhance the detector’s performance in
identifying small-scale targets. Addressing challenges like limited features and sample imbal-
ance, [212] proposes a method combining multiscale feature fusion with dilated convolution.
This enhances the receptive field of feature maps and incorporates attention mechanisms to
improve context awareness in object detection. In another study [213], UAV image mosaic
speed and accuracy are enhanced by analyzing aerial image characteristics and address-
ing ghosting and blurring issues. This approach employs the Quick-SIFT operator and the
As-Natural-As-Possible algorithm for effective image registration and transformation. This
approach employs the frame difference method and region-growing algorithm for moving
object segmentation and linear weighted fusion to mitigate ghosting. Comparative experi-
ments with existing methods demonstrate a significant 78% improvement in matching time,
showcasing the method’s efficiency in rapid image mosaic processing by developing custom
dataset for image mosaic. A notable contribution is the FS-SSD method, an extension of the
FSSD framework, as detailed in [211] introduces a novel feature fusion and scaling approach.
This includes an additional scaling branch with a deconvolution module and average pooling
to form a feature pyramid, enhancing detection capabilities for smaller objects. The integra-
tion of two feature pyramids, from the deconvolution and feature fusion modules, allows for
combined predictions, improving detection accuracy.Moreover, incorporating spatial context
analysis, which considers interclass and intraclass distances, further refines multiclass small
object detection, showcasing a significant advancement in the field. Complementing these
advancements, [214] introduced a groundbreaking approach for tiny object detection. Their
method, a feature pyramid composite neural network, integrates a context enhancement mod-
ule (CEM) and a feature purification module (FPM). The CEM utilizes multi-scale dilated
convolution features for enhanced context information, while the FPM employs channel and
space dimension purification to highlight tiny objects amidst conflicting information. Addi-
tionally, [214] proposed a unique data-enhancement technique, termed copy-reduce-paste.
This technique is designed to amplify the impact of tiny objects within the loss function,
thereby addressing the issue of imbalanced training samples. This methodological innova-
tion not only enhances the detection accuracy but also contributes to the overall robustness
of the training process.

3 Discussion

In the past five years, basic approaches to augmentation for small object detection have pre-
dominantly favored geometric and region-wise methods. Despite being widely adopted in
this domain, there has been a noticeable shift towards the utilization of Generative Adver-
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sarial Networks (GANs) for synthesizing training data, reflecting a growing trend in the
exploration of synthetic data generation techniques. The transition towards using GANs for
data synthesis in small object detection is driven by the ability of GAN-generated images
to closely mirror real-world scenarios. This shift addresses challenges related to variations
in images and enhances the complexities present in training models, ultimately contributing
to improved model performance. In basic data augmentation approaches, photometric and
sample-level methods are less frequently used, primarily due to their limited applicability
and potential for introducing unrealistic modifications. Thesemethods, which include adjust-
ments to color, brightness, and texture, can sometimes distort the essential characteristics of
objects in images. Moreover, in sample-level augmentation, the creation of entirely new
samples may not accurately reflect real-world scenarios, particularly in specialized fields
like medical imaging or aerial surveillance, where fidelity to actual conditions is crucial.
Meta-augmentation, a state-of-the-art approach in computer vision tasks like few-shot learn-
ing, has not yet been widely employed for small object detection due to several potential
reasons. First, the specific characteristics of small objects in images, such as their scale and
sparse distribution, may not align well with the general principles of meta-augmentation.
This approach typically requires a level of generalization that might not be effective for the
detailed and precise detection of small objects. Additionally, the complex and varied back-
grounds often present in images with small objects could further challenge the efficacy of
meta-augmentation methods, which are designed for broader and more general applications
in computer vision.

It is also noticed that traditional image augmentation andmeta augmentation serve distinct
purposes. Traditional methods aim to create more samples within a single task, whereas meta
augmentation focuses on generating diverse tasks for a single example. The latter approach
compels the model to rapidly learn new tasks from feedback, differentiating it from the
objective of traditional augmentation methods. State-of-the-art (SOTA) image augmentation
approaches exhibit comparable speed to traditional approaches for small object detection in
aerial images.However, their efficiency differs, often requiring the integration of an additional
network to extract significant information from input images. Throughout the analysis, it has
been identified that augmentation methods have effectively addressed the following issues.
During the review of the literature, it is noted that state-of-the-art (SoTA) augmentation
approaches provideguidelines on selecting and combining techniques, they are constrainedby
a limited range of supported augmentation operations and tend to requiremore computational
power and memory. Such limitations restrict the volume of data. Consequently, research in
the field of data augmentation, particularly for the detection of small and tiny objects, remains
a highly active area.

The main challenge of image augmentation approaches for small and tiny object detection
in aerial images is the risk of overfitting. When augmenting the dataset by generating addi-
tional images with variations such as rotation, scaling, or flipping, there is a possibility that
the model may learn features specific to the augmented images rather than generalize well to
unseen data. To address overfitting in image augmentation for detecting small objects in aerial
images, researchers should constrain augmentation parameters to realistic transformations,
use adaptive policies likeAutoAugment, and employ advanced techniques such asMixup and
CutMix. Targeted regularization methods, such as dropout, and rigorous evaluation on mini-
mally augmented validation sets are essential. Additionally, region-level augmentations and
meta-augmentation strategies can further improve model generalization and performance.
Additionally, aggressive augmentation techniques might introduce unrealistic variations that
do not accurately represent real-world scenarios, leading to a degradation in model perfor-
mance when applied to actual aerial images. To mitigate the negative effects of aggressive
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augmentation, researchers can use regularization techniques like dropout or weight decay.
Additionally, monitoring validation performance during training helps identify when aug-
mentation becomes excessive, ensuring that the model generalizes well to real-world data.
Moreover, extensive augmentation can significantly increase the computational complexity
and training time. Researchers can optimize augmentation pipelines for efficiency by using
GPU-accelerated libraries and parallelization. This approach helps manage the increased
computational burden and ensures that the training process remains feasible in environments
with limited resources. The paper primarily focuses on image augmentation for small and
tiny object detection in aerial images, which may limit its applicability to other domains.

The following points outline the problems that the aforementioned augmentation
approaches have addressed in the context of Small and Tiny Object Detection (STOD).

3.1 Problems solved with basic augmentation approaches

• The model faces challenges in performance when aerial images lack a sufficient number
of small or tiny objects, making it difficult for the model to learn them accurately. To
address this issue, basic augmentation approaches artificially generate samples for small
and tiny objects.

• In aerial images, the size of objects varies significantly, with some appearing large and
others too small to discern easily. This diversity in size poses a challenge for detection
due to the relative scale of objects. Techniques such as resizing and scaling effectively
address this challenge, providing a viable solution to ensure accurate and comprehensive
detection of varying object sizes.

• During the processing or transformation of images, there is a risk of losing crucial infor-
mation or details pertaining to objects. This concern ismore pronounced for small objects,
given their inherently lower pixel count in the image. This, in turn, results in poor per-
formance. Augmentation approaches, such as flipping and rotation, serve as effective
solutions to mitigate this problem.

• Dealing with a large-scale dataset containing numerous small and tiny objects and man-
aging high detection accuracy can pose a challenge due to memory intensity, resulting
in a slow inference rate. Efficient batch processing helps alleviate this challenge to some
extent. Moreover, the combination of various augmentation techniques enhances both
detection accuracy and inference rate.

• It is crucial formodels to effectively handle inputswith diverse variations, such as changes
in orientation, lighting, andmore. This challenge becomesmore complex in aerial images
due to the varied conditions at high altitudes where the capturing devices are positioned.
Approaches like rotation, flipping, scaling, translation, brightness/contrast adjustments,
zooming, shearing, and color jittering play a key role in enhancing a model’s robustness
against a wide range of input variations during training.

• In aerial images, it is observed that small and tiny objects often lack detailed infor-
mation due to occlusion, and environmental factors such as lighting conditions can
impact both image and object quality, affecting the accuracy of models. Augmentation
techniques, such as cropping and zooming to enlarge objects, help gather detailed
information and address occlusion issues. Additionally, adjustments in brightness and
color tackle challenges related to image quality. In conventional augmentation methods,
researchers commonly employ a combination of approaches to effectively address issues
with aerial images and performance concerns.
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3.2 Problems solved with SoTA augmentation approaches

• Enhanced feature representation approaches improve the visibility of objects in aerial
images, especially those that are often overlooked or poorly depicted using traditional
methods. By employing feature augmentation, models can achieve higher accuracy in
detecting small and tiny objects.

• Small and tiny objects tend to be underrepresented in training datasets, leading to biased
models. SoTA augmentation approaches like copy-paste, mix-up, or custom data aug-
mentation strategies increase the prevalence of these objects in training datasets, leading
to more balanced and effective learning.

• One of the significant challenges in detecting small and tiny objects is the wide range of
scales at which objects can appear. Advanced augmentation techniques involve scaling
objects to various sizes during training, enabling the model to learn how to recognize
objects across different scales.

• For tiny object detection, contextual information is crucial. Augmentation approaches
can enhance the contextual surroundings of tiny objects in images, making it easier for
models to discern them from the background or noise.

• By providing a more robust and varied training dataset, SoTA augmentation approaches
help reduce false positives (incorrectly identifying objects where there are none) and
false negatives (failing to identify existing objects), which are common issues in small
object detection.

• With a more diverse and comprehensive training dataset, models become better at gen-
eralizing to new, unseen data, which is crucial for practical applications.

• In datasets where some classes of objects are much more common than others, augmen-
tation can help to balance these classes by artificially increasing the presence of less
common objects.

3.3 Challenges and future work

There are several challenges that need attention, and are elaborated in the following:

• Detecting small objects remains a significant challenge for researchers, particularly when
working with aerial datasets. Despite efforts to address this issue through various data
augmentation approaches, there is an ongoing need to identify themost accurate augmen-
tation method specifically tailored to the challenges posed by aerial images. Adaptive
augmentation approaches and improved annotation precision can be Potential solutions.
Adaptive augmentation involves continuouslymodifying augmentation parameters based
on feedback from the training process. It dynamically adjusts the type and intensity of
approaches. On the other hand, improved annotation precision ensures that small objects
in aerial images are labeled with high accuracy and detail. Precise annotations help the
model learn the correct features associated with these objects, reducing confusion with
background noise and improving detection performance.

• The application of traditional augmentation approaches in computer vision lacks a
specific, universally applicable framework. Instead, the choice of techniques or their
combination is largely determined by the challenges and characteristics of the dataset
a researcher is working with. This tailored approach to augmentation is employed
based on the specific needs identified during the experimental phase. This variability
requires researchers to conduct extensive preliminary experiments to identify suitable
augmentation approaches. Researchers can develop automated systems that can analyze
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dataset characteristics and suggest optimal augmentation approaches. For future research,
researchers can also develop a standardized guideline for common scenarios for aerial
datasets that could streamline the augmentation process.

• Creating effective augmentation strategies for object detection is notably more complex
than for other computer vision tasks, receiving less research attention due to perceived
lesser impact on performance and limited applicability across tasks. Future research
may focus on developing task-specific augmentation approaches that enhance model
sensitivity to small and contextually diverse objects. This involves integrating advanced
geometric transformations and contextual augmentations that closely imitate real-world
scenarios.

• Identifying the optimal number of samples for augmentation remains an unresolved
question in this context. Determining the ideal quantity of data for effective augmentation
approaches poses an ongoing challenge for researchers. In the future, more investigation
on reinforcement learning approaches can be helpful in determining the most effective
sample sizes for effective augmentation approaches.

• Machine learning anddeep learningmodels demand substantial data for effective training,
yet generating additional datasets proves challenging, time-consuming, and expensive.
While data augmentation partially addresses this issue, the demand for extensive aerial
datasets is crucial, particularly in the detection of small objects. Researchers can explore
collaborative data-sharing platforms and advanced synthetic data generation approaches
to cost-effectively expand and improve aerial datasets.

• Maintaining scalability, efficiency, and high-quality annotations for small objects in
augmented datasets proves challenging. This complexity poses a significant hurdle in
advancing the performance of detection models, requiring thoughtful solutions for real-
world applicability. Developing automated annotation tools and scalable annotation
platforms can enhance data handling while implementing quality control mechanisms
ensures annotation accuracy.

• The effectiveness of using contextual information in small object detection is inconsis-
tent, highlighting the need for future research to identify and refine strategies that better
manage the use of such information. This involves exploring how contextual data can
be optimally utilized or controlled to enhance detection accuracy in small object scenar-
ios. Researchers can focus on developing sophisticated contextual-aware augmentation
approaches that respect object boundaries and contextual relationships in aerial images.
Investigating adaptive and multi-scale augmentation methods could help manage the
complexities of high object density and varied sizes. Additionally, enhancing machine
learning models to better process and learn from contextually enriched synthetic datasets
could significantly improve detection accuracy.

• Image augmentation techniques become increasingly computationally intensive as they
improve the performance of detection tasks during both training and testing. This added
complexity poses a challenge, making it less feasible for real-time applications due to
inefficient resource management. Using GPU-accelerated libraries and parallelization
can be helpful in this scenario.

• Further research is needed in the area of object detection through meta-learning in aerial
datasets. This approach is helpfulwhendealingwith small or limiteddatasets, rare objects,
or when there is a lack of labeled data for training.
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4 Conclusion

Quality data is pivotal for the performance of deep learning systems, irrespective of the
field. Augmentation methods provide a solution to address the voracious appetite of machine
or deep learning models, compensating for the challenge of obtaining high-quality data.
Image Augmentation approaches, gain much more importance in addressing the challenges
posed by small and tiny objects in aerial images. In this paper, a comprehensive review
of image augmentation approaches for detecting small and tiny objects in aerial images
has been conducted. The review includes a summary of the libraries commonly utilized by
programmers and researchers to augment datasets, offering developers and researchers a cen-
tralized resource. It also provided a brief description of both traditional and State-of-the-art
image augmentation approaches, highlighting their respective advantages and disadvantages,
that contribute to researchers in selecting optimal augmentation approaches. Furthermore,
explored how these image augmentation techniques enhance the detection performance of
small and tiny objects in the aerial datasets. Finally, analyzed the effectiveness of these
approaches specifically for small and tiny object detection, discussing the challenges and
future prospects in this field. Although traditional augmentation approaches improve per-
formance in small and tiny object detection, challenges arise in determining the optimal
combination of approaches in advance and the availability of existing training examples.
State-of-the-Art approaches attempt to address this issue but encounter difficulties in pre-
dicting performance. These approaches aim to simplify this process, yet their narrow range of
operations requires time-consuming trial-and-error experimentation with actual data. Future
work in the field of small and tiny object detection for aerial images should prioritize refining
augmentation approaches shaped specifically for aerial images, exploring meta-learning and
few-shot learning for efficient training with limited data, and enhancing computational effi-
ciency to facilitate real-time applications. Additionally, it is crucial to develop augmentation
approaches that effectively utilize contextual information and ensure high-quality, scalable
annotations to advance the accuracy and practicality of detection models in real-world sce-
narios. Hence, the research for developing and optimal use of augmentation approaches for
small and tiny object detection in aerial images is still an open area to answer.
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