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Abstract
The potential of AI-based disease prediction models for assessing COVID-19 patients out-
performs conventional methods. However, their black-box nature has limited their applica-
bility. This study explores the approach for COVID-19 identification by integrating Artificial 
Intelligence (AI) methods with Deep Neural Networks (DNNs), such as EfficientNet and 
DenseNet, applied for medical imaging. To address the black-box challenge, the study incor-
porates eXplainable AI (XAI) techniques, including LIME, Grad-CAM, and a novel variant 
of Grad-CAM++ , termed ”Modified Grad-CAM++ ”. The modification aims to enhance 
explanations for COVID-19 predictions, improving the interpretability and transparency 
of the model’s decision-making process. Collaborating with expert radiologists, the study 
validates the Modified Grad-CAM++ using a separate dataset of radiologist-validated chest 
X-ray (CXR) images. The Integrated Uncertainty Calculation (IUC) metric is introduced as 
an evaluation measure for the Modified Grad-CAM++ . Remarkably, both EfficientNet and 
DenseNet achieve high diagnostic precision, with accuracy rates of 98% and 97%, respec-
tively. The integration of XAI algorithms enhances the interpretability and transparency of 
predictions, ensuring clinical relevance and validity. These precise AI models offer valuable 
support to healthcare professionals in decision-making and resource allocation.

Keywords COVID-19 diagnosis · Deep neural networks · eXplainable Artificial 
Intelligence (XAI) · Interpretability · Medical imaging · EfficientNet · DenseNet · LIME · 
Grad-CAM · Grad-CAM++ · Modified Grad-CAM++

1 Introduction

In recent years, Computer-Aided Diagnostic (CAD) technologies and medication research 
have both benefited from the application of artificial intelligence (AI) methods aimed at 
replicating human neural activity and judgment. These methods hold promise for generat-
ing new data to enhance clinical outcomes and patient care [15, 37, 38, 51, 58, 66, 76, 77]. 
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DNNs serve diverse purposes, including image recognition, natural language processing, 
and sensor data analysis, marking a significant stride in deep learning’s evolution [41, 49, 
78]. These developments have led to considerable advancement in the field of deep learn-
ing [36].

The urgent need for accurate, efficient, and rapid COVID-19 diagnosis, especially in 
overwhelmed healthcare systems during the pandemic, underscores the significance of 
employing advanced technologies like DNNs. These networks offer a powerful tool for 
automatic feature extraction and classification, enabling the differentiation of COVID-19 
from other respiratory diseases based on CXR images. Leveraging DNNs makes it possible 
to analyze a large volume of CXR images quickly, aiding in the early detection and sub-
sequent containment of COVID-19, particularly in economically disadvantaged and rural 
areas where access to advanced medical facilities and equipment may be limited.

AI-assisted solutions have the potential to aid general practitioners in triaging patients, 
especially in resource-constrained settings where confirmatory testing or skilled radiolo-
gists may be lacking. By identifying crucial chest regions for automated diagnosis, these 
solutions can offer valuable support.

While DNNs excel in both single and multi-modal tasks [47], comprehending their 
decision-making process proves challenging due to their opaque, black-box nature. This 
challenge is particularly pronounced in high-stakes circumstances where failure could have 
serious repercussions. It can be difficult to trust the results of these models due to their lack 
of interpretability, especially when they are used for high-stakes decisions such as finan-
cial or medical ones [1]. To address this issue, the development of more transparent and 
understandable AI methods may be necessary. These methods would enable greater human 
monitoring and involvement in the decision-making process, fostering trust and reliabil-
ity in AI-driven systems [25, 53, 54, 67]. Researchers have been exploring ways to make 
DNNs more transparent and understandable to address this issue, including the develop-
ment of techniques that offer valuable insights into the model’s workings. Enhancing the 
explainability of DNNs can encourage their adoption in a range of applications and instill 
user confidence in their use [17, 40].

Many medical applications, including the diagnosis and treatment of COVID-19, have 
benefited significantly from the deployment of artificial intelligence (AI) and deep learn-
ing techniques. DNNs have shown promising results in detecting COVID-19 from medical 
photos.

AI is revolutionizing various aspects of combating COVID-19. Medical imaging analy-
sis involves using AI algorithms to detect COVID-19 pneumonia from chest X-rays and 
CT scans, aiding radiologists in making accurate diagnoses. Symptom analysis tools uti-
lize AI to assess the likelihood of infection, helping prioritize testing. Predictive analyt-
ics models forecast the spread of the virus, guiding resource allocation and public health 
interventions. Genomic analysis tracks the virus’s evolution and identifies drug targets. 
AI-driven drug discovery expedites the search for COVID-19 treatments. Natural lan-
guage processing (NLP) extracts valuable insights from vast amounts of textual electronic 
health records, clinical notes, and scientific literature. AI-driven remote monitoring solu-
tions enable real-time tracking of patient health status, reducing the burden on healthcare 
facilities.

A team of researchers conducted an investigation into the use of chest X-rays for auto-
matic COVID-19 detection, recognizing the potential of AI and deep learning in diagnos-
tic imaging. Given the substantial amount of training data required for deeplearning-based 
solutions, academics have begun to merge multiple datasets to expand their knowledge 
base and improve the efficacy of AI-driven diagnostic tools [26, 44, 46, 61, 69].
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Challenges arise in training accurate AI models due to limited, incomplete, and het-
erogeneous data coupled with regular updates to datasets due to the rapid evolution of 
the pandemic. The black-box nature of deep learning models hampers interpretability and 
transparency, necessitating explanations for AI-generated predictions. Ensuring diagnos-
tic accuracy and reliability entails generalizing AI models to new variants and address-
ing ethical and regulatory considerations. Moreover, resource constraints and integration 
challenges into clinical workflows impede widespread adoption. Effective assessment of AI 
models’ performance requires rigorous validation and standardized benchmarks. Achieving 
seamless integration necessitates collaboration among AI developers, healthcare providers, 
and IT professionals to optimize workflow processes.

We utilized the COVID-QU-Ex collection, one of the largest available datasets for 
COVID-19 CXR images, to train our models. This dataset consists of 33,920 total lung 
images, including approximately 11,956 COVID-19 images, 11,263 Non-COVID (Pneu-
monia disease) images, and 10,701 Normal CXR images.

For our analysis, we applied advanced deep neural network (DNN) detection models 
such as DenseNet121 and EfficientNetB7, known for their superior performance in medical 
imaging tasks.

Furthermore, we introduced an enhanced version of the Grad-CAM+ + algorithm, 
termed Modified Grad-CAM+ + , to provide better explanations. To assess its effective-
ness, we proposed the Integrated Uncertainty Calculation (IUC) metric, which we used 
alongside established eXplainable Artificial Intelligence (XAI) methods such as Grad-
CAM, and Grad-CAM++. This allowed us to compare the performance of Modified Grad-
CAM++ with these existing techniques.

Our research contributes significantly to several key areas:

1. Preprocessing and Image Segmentation: We establish a robust preprocessing pipeline 
for COVID-19 medical images to ensure high-quality data for analysis. Moreover, we 
employ advanced segmentation algorithms to precisely define regions of interest and 
extract relevant data, thus enhancing the performance of our models.

2. Collection of Radiologists’ Marked Datasets: We curate a large dataset of COVID-19 
medical images annotated by qualified radiologists. This dataset serves as a valuable 
resource for developing and testing our models, affirming the quality and reliability of 
our findings.

3. DenseNet and EfficientNet Implementation: We evaluate the performance of state-of-
the-art deep learning architectures, specifically DenseNet and EfficientNet, for COVID-
19 identification. By leveraging these powerful models, we generate accurate and reli-
able predictions for both binary and multi-class scenarios.

4. Proposed Modifted Grad-CAM++ Explainer: We propose and implement modified 
explanation techniques to further illuminate the model’s logic and improve interpret-
ability. We compare the interpretability of our explainer with existing explainers like 
LIME, GradCAM, and GradCAM++ by applying them to highlight the decision-making 
process of AI model’s for COVID-19 detection.

5. Results Validation Using Radiologist-Marked Data: We validate the effectiveness of 
our proposed Modified Grad-CAM++ explainer by comparing their explanation with 
annotations provided by radiologists. The Integrated Uncertainty Calculation (IUC) 
metric is introduced as an evaluation measure for the Modified Grad-CAM++ . This 
validation stage underscores the potential of our models as reliable tools for COVID-19 
diagnosis, ensuring alignment with professional evaluations.
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Our study contributes to the development of reliable and understandable COVID-19 
detection systems by integrating image preprocessing, dataset curation, sophisticated deep 
learning architectures, explainability methodologies, and validation against expert annota-
tions. These contributions represent significant advancements in medical imaging analysis 
and offer invaluable support to medical practitioners in accurately diagnosing COVID-19.

2  Literature Review

2.1  Explainable AI(XAI)

Explainable Artificial Intelligence (XAI) is a rapidly evolving field aimed at enhancing 
our comprehension of AI systems and their inner workings [68] Its significance is par-
ticularly pronounced in industries such as healthcare, finance, and transportation, where 
AI-driven decision-making profoundly impacts individuals’ lives [48]. By employing XAI 
techniques, predictive accuracy can be improved, and trust in AI system outputs can be 
bolstered [21, 42, 64].

Moreover, the “Right to explanation” mandated by the European Union’s General Data 
Protection Regulation (GDPR) has elevated the importance of explainability to a legal 
imperative, ensuring compliance with regulatory frameworks [18]. Explainability encom-
passes developers’ strategies to elucidate the workings of an AI system, while interpret-
ability focuses on end-users’ ability to comprehend and interpret algorithmic outputs [22].

Integrating explainability into various stages of AI system development, from pre-mod-
eling to post-implementation, is paramount for fostering responsible AI practices. Under-
standing the rationales behind AI model successes or failures enables iterative improve-
ments and refinement using explainable methodologies [3].

This paper [35] introduces an explainable AI model for detecting lung disease from 
chest X-ray images. It not only accurately identifies abnormalities but also provides trans-
parent explanations for its decisions, enhancing trust and clinical utility.

XAI techniques aim to make the decisions and processes of AI systems more under-
standable and interpretable to humans. Some of the commonly used XAI techniques [34] 
that help increase the transparency of AI systems include.

• Feature Importance Techniques, like SHAP (SHapley Additive exPlanations), help 
identify which features or regions in the chest X-ray are most influential in predicting 
lung diseases. They can highlight specific abnormalities such as opacities, nodules, or 
consolidations, providing clinicians with valuable insights into the diagnostic process.

• Local explanations techniques, like LIME (Local Interpretable Model-agnostic Expla-
nations), help highlight relevant regions or features in the image providing the model’s 
reasoning and hence gaining confidence in its decision-making process.

• Attention Mechanisms, like Guided Grad-CAM, highlight pathological features of 
CXR images in the form of attention map visualizations aiding in the interpretation of 
pathological abnormalities or patterns within the image.

• Counterfactual explanations help understand changes in the chest X-ray affecting the 
model’s predictions. For example, the presence or absence of certain abnormalities/
features and its impact on the model’s prediction help gain insights into the model’s 
robustness.
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Overall, XAI techniques help increase transparency and trust in AI systems for CXR- 
based lung disease predictions by providing a better understanding of pathological symp-
toms like.

1. Presence of abnormalities such as nodules, infiltrates, masses, opacities, consolidations, 
or pleural effusions.

2. Visibility of anatomical structures such as the lungs, bronchi, trachea, diaphragm, ribs, 
or cardiac silhouette on CXR image.

3. Patterns or distribution of pixel intensities like reticular, nodular or honeycomb patterns.
4. Symmetry and Asymmetry between the left and right lung or between different regions 

of the same lung.

2.2  AI for COVID‑19

COVID-19, a highly contagious viral illness, has triggered widespread outbreaks globally, 
profoundly impacting public health, the economy, and society. Governments worldwide 
have implemented various measures to curb its spread, underscoring the importance of 
adhering to guidelines from health authorities to safeguard oneself and others [20].

According to the World Health Organization (WHO), as of July 1, 2022, there have been 
a total of 545,226,550 confirmed cases of COVID-19 and 6,334,728 fatalities reported 
globally. A large number of vaccine doses have also been distributed. However, the reo-
pening of commercial operations and easing of social distancing measures have made it 
more difficult for countries to control the spread of the virus, particularly as testing kits 
remain scarce. The COVID-19 incubation period, during which an infected person may 
not show symptoms but can still spread the virus to others, can range from 5–6 days on 
average to as long as 14–21 days in some cases [30, 65]. COVID-19 is typically diagnosed 
using reverse transcription-polymerase chain reaction (RT-PCR) tests and chest X-rays. 
Although RT-PCR assays are the gold standard for detecting the virus, their sensitivity can 
be low; some studies have shown that it can be as low as 71% [14, 72]. The diagnosis of 
COVID-19 can also be made via chest X-rays and CT scans, which may reveal distinguish-
ing features such as symmetrical lung involvement and anomalies in the pictures. However, 
these traits may not always be discernible with the unaided eye and can be challenging to 
identify from those of other types of pneumonia [13, 26]. Medical imaging can be a help-
ful tool for determining how COVID-19 affects the lungs, but it’s crucial to use a variety 
of techniques for an appropriate diagnosis. X-rays are used in chest radiography (CXR) 
to create images of internal chest structures, such as the heart, lungs, and blood arteries. 
It should, however, be read in conjunction with additional clinical and diagnostic data [9, 
26]. According to professionals in the industry, deep learning has the ability to develop an 
autonomous sickness classifier for radiography. Chest X-rays have been used to investigate 
the application of deep learning and artificial intelligence in the diagnosis of COVID-19. 
Using chest X-rays, convolutional neural networks (CNN) have been used to detect TB, 
pneumonia, right pleural effusion, cardiomegaly, aberrant mediastinum, and pneumonia [4, 
7, 19, 29, 31, 39, 79]. The paper [43] presents an explainable AI framework for interpret-
ing pulmonary diseases from chest radiographs. Utilizing deep learning techniques, such 
as CNNs and attention mechanisms, the framework accurately identifies abnormalities and 
provides transparent explanations for predictions. This approach aims to enhance trust and 
understanding among healthcare professionals, potentially improving diagnosis and patient 
care. The paper [28] introduces a hybrid DCNN-ViT-GRU model with explainable AI 
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to enhance the diagnosis of lung abnormalities. By integrating convolutional neural net-
works (DCNN), Vision Transformers (ViT), and Gated Recurrent Units (GRU), the model 
achieves better performance in detecting lung abnormalities from medical images.

Convolutional neural networks (CNNs) and other artificial intelligence (AI) techniques 
have been employed in a number of studies to create deep learning models for the detection 
of COVID-19 utilizing chest radiography (CXR) pictures. In one study [2], five pre-trained 
CNN models were tested on CXR images, with the VGG19 [59] and MobileNetv2 [55] 
models producing the highest accuracy scores of 0.93 and 0.92, respectively. Another study 
proposed a hybrid approach using CNNs for feature extraction and support vector machines 
(SVMs) for classification, achieving an accuracy of 0.95 on a test set of 50 COVID-19 
images [16]. A two-stage strategy was also suggested, in which CXR patches were used to 
identify the outlines of the lungs and heart, which were then used for classification, with 
an accuracy of 88.9% and a sensitivity of 96.4% [45],The Xception network architecture 
was used in another study to develop a deep transfer learning-based method for COVID-
19 identification [11] and the COVID-ResNet architecture, a pre-trained ResNet-50 model 
[57], was used in a different study for the detection of COVID-19 from chest X-rays 
through incremental downsizing of input images and fine-tuning of the network. The 
DenseNet-121, ResNet50, Inception-V3, InceptionResNetV2, Xception, and EfficientNet-
B2 models were also used in a study to develop the DeepCOVID-XR composite of CNNs 
for binary prediction of COVID-19 versus non-COVID-19 cases, achieving an accuracy of 
0.83 and an AUC of 0.90 on a test set of 300 images [71]. In another study, a modified ver-
sion of the CheXNet deep learning model was used to create COVID-CXNet, which was 
then used to identify COVID-19-based pneumonia from chest radiographs [24]. This study 
presents an explainable AI model that uses deep learning methods like CNN and RNN as 
well as machine learning algorithms including random forests, SVM, logistic regression, 
and SVM. The model uses genetic data analysis to pinpoint certain genes or biomarkers 
linked to COVID-19, giving clear insights into the genetic factors affecting COVID-19 sta-
tus. This method offers early disease detection and individualised treatment plans [74].

This [32] research presents a MobileNet-based CNN model with an innovative fine-tun-
ing mechanism for detecting COVID-19 infections, combining the efficiency of MobileNet 
architecture with a novel fine-tuning approach. Experimental results confirm the model’s 
effectiveness in accurately identifying COVID-19 cases from medical imaging data, sug-
gesting its potential for real-world applications in healthcare settings.

3  Material and Methods

3.1  Setup Details

The DNN models presented in this research were trained using a robust computing setup. 
Hardware included an Intel(R) Xeon(R) Silver 4208 CPU @ 2.10 GHz, accompa- nied by 
an RTX A6000 GPU boasting 48 GB RAM, and a 1 TB SanDisk SSD G5B for efficient 
storage management. The system operated on Ubuntu 20.04 as the operating system. Ten-
sorFlow 2.9.2 served as the primary deep learning framework, supplemented by CUDA 11 
for GPU acceleration. Keras, OpenCV, and seaborn were also utilized for model develop-
ment, data manipulation, and visualization, respectively. This setup provided a powerful 
and versatile environment for training and evaluating complex DNN architectures, ensuring 
the reliability and reproducibility of our experimental results.
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3.2  Proposed Framework

A comprehensive pipeline for COVID-19 diagnosis is proposed as shown in Fig. 1.

1. Dataset Preparation: To create a thorough dataset for COVID-19 diagnosis research, a 
diverse collection of chest X-ray images is meticulously collected and expertly annotated 
by collaborating with radiologists.

2. Data Preprocessing: To improve the quality of the acquired dataset and make it easier 
to analyze, preprocessing techniques like image scaling, normalization, and noise reduc-
tion are applied.

3. Utilizing UNet for Data Segmentation: To precisely identify COVID-19 related anom-
alies, the UNet model, a potent segmentation method, is used to effectively segment the 
lung regions in the chest X-ray images.

4. DNN-based Multi-class Classiftcation: To perform multi-class classification, a deep 
neural network model is trained on the segmented data to distinguish between COVID-
19 positive, negative, and maybe other classes for thorough diagnosis.

5. Use of the Interpretability Model for Justiftcations: The classification decisions 
made by the DNN are explained using an interpretability model, such as Grad-CAM or 
LIME, giving details about the characteristics and regions that went into the diagnosis.

6. Veriftcation of Explanations Using Radiologist-Annotated Pictures: To ensure the 
accuracy and alignment of the interpretability model’s explanations with professional 
knowledge, an iterative process is undertaken. This involves testing the model’s expla-
nations against radiologist-annotated images, comparing highlighted regions to radiol-
ogist-identified features, and iteratively refining the model, dataset, inputs (segmented/
non-segmented) until consistency in the model’s interpretability is achieved.

7. Analysis and Evaluation: The suggested approach enables comprehensive analysis 
and evaluation of the COVID-19 diagnosis pipeline, evaluating the precision, interpret-
ability, and clinical applicability of the findings. The overall diagnostic procedure is 
improved and refined as a result of this analysis.

Fig. 1  Proposed Architecture for COVID-19 Detection
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Our complete framework incorporates these processes in an effort to improve the pre-
cision, explicability, and dependability of COVID-19 diagnosis while offering insightful 
information to researchers and medical professionals fighting the epidemic.

3.2.1  Dataset Preparation

In this study, multiple datasets are employed for various purposes such as classification, 
segmentation, and weight initialization. The datasets utilize open data sources, as specified 
below, for classification. Several image data repositories were utilized to compile publicly 
accessible COVID-19 Chest X-ray pictures. Additionally, samples for both normal and 
pneumonia cases were extracted from the NIH chest X-ray dataset, which was also used 
in the Kaggle RSNA pneumonia detection competition. The authors provide information 
regarding the number of distinct samples in each class for the COVID-19 datasets, as some 
images were included in several datasets.

The COVID-QU-Ex collection Fig. 2, assembled by Qatar University researchers, con-
tains 33,920 chest X-ray (CXR) pictures [9, 50, 62], including:

• 11,956 COVID-19 [9, 10, 12, 24, 70, 73, 75] CXR Images
• 11,263 viral or bacterial pneumonia illnesses that are not COVID [5, 33, 60].
• 10,701 Normal [5, 33, 60] (healthy) CXR images.

The authors of the above dataset collected images from various sources to tackle the 
class imbalance challenge. For example, to address the deficiency of ’Normal’ class 
images, 1128 CXR normal images from the RSNA dataset were added. Similarly, 1228 
COVID-19 images were replaced with Non-COVID (Pneumonia) class CXR images. This 
substitution ensured that COVID-19 cases were appropriately represented across the data-
sets while maintaining the integrity of the original normal class. By sourcing data from 
multiple datasets, each with its unique characteristics and demographics, authors aimed to 
capture a diverse range of cases, thereby mitigating the risk of bias towards specific demo-
graphic groups or disease severities.

Fig. 2  Dataset Distribution for Training, Validation, and Testing
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The full dataset includes ground-truth lung segmentation masks, making it a compre-
hensive resource for lung segmentation tasks. It is noted as one of the most comprehensive 
lung mask datasets ever produced.

Additionally, the test set comprises 39 radiologist-verified COVID-19 images. It’s 
important to mention that no post-processing is performed on these images, ensuring the 
integrity and authenticity of the data for analysis and evaluation purposes.

The dataset was split into Training, Validation and Testing sets with the Training set 
including 7658 COVID-19, 7208 Non-COVID and 6849 Normal CXR images. Similarly, 
test set included 2434 COVID-19, 2253 Non-COVID and 2140 Normal CXR images. 
The Validation set included 1903 COVID-19, 1802 Non-COVID and 1712 Normal CXR 
images.

3.2.2  Data Preprocessing

The images were resized to dimensions of 224 × 224x3, significantly reducing the num-
ber of parameters to enhance the neural network’s efficiency. Additionally, a thresholding 
method was employed to remove overly bright pixels that could potentially disrupt the 
image processing procedure. Any missing portions were filled in to maintain focus on the 
relevant visual characteristics, minimizing the impact of text annotations present in some 
images. Data enrichment techniques, including rotating training set images by up to 10 
degrees, were utilized to enrich the training dataset and increase its diversity. These pre-
processing and data augmentation techniques collectively improve the model’s ability to 
generalize and effectively learn from the available data, ultimately enhancing the perfor-
mance and robustness of COVID-19 classification.

3.2.3  Data Segmentation using UNet

In order to improve model precision, we narrowed down its focus exclusively to the lung 
regions. The model demonstrates increased precision in identifying specific patterns and 
anomalies associated with COVID-19 virus, consequently enhancing its accuracy. This 
targeted approach effectively eliminates unnecessary noise from non-lung areas, thereby 
improving the model’s ability to detect subtle signs of infection. Furthermore, it optimizes 
computational resources by reducing the input size, thus enhancing the efficiency of the 
model. The accuracy of this approach heavily relies on the quality of the masking process. 
Improper execution of the masking process can lead to information loss, thereby impacting 
the effectiveness of the model.

The UNet model was selected based on specific criteria tailored to the requirements of 
our data segmentation task. The UNet architecture’s simplicity and effectiveness facilitate 
the seamless integration of low-level features with high-level features, making it adept at 
handling segmentation tasks. Its ability to perform well with limited training data, preserve 
contextual information, and adapt to imbalanced datasets, in addition to its flexibility and 
comparative performance, make it the preferred choice over other segmentation models 
such as FCN or DeepLab.

Figure 3 provides tabular architecture diagram of UNet model. Each row represents a 
layer in the UNet architecture for image segmentation. Here’s an explanation of the compo-
nents and their functionalities.
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Fig. 3  UNet Architecture
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1. Input Layer (input 1): This is the input layer where the image data is fed into the network 
for processing.

2. Convolutional Layers (conv2d, conv2d 1, …, conv2d 17): These layers perform feature 
extraction by applying convolutional filters to the input image.

3. Max Pooling Layers (max pooling2d, max pooling2d 1, …, max pooling2d 3): Max 
pooling layers downsample the feature maps, reducing spatial dimensions and extracting 
dominant features.

4. Convolutional Transpose Layers (conv2d transpose, conv2d transpose 1, …, conv2d 
transpose 3): These layers perform upsampling to increase the spatial dimensions of the 
feature maps.

5. Concatenation Layers (concatenate, concatenate 1, …, concatenate 3): Concatenates 
feature maps from the corresponding encoder path with the upsampled feature maps in 
the decoder path.

6. Output Layer (conv2d 18): This is the final output layer that produces the segmented image.

This architecture follows the UNet design, consisting of a contracting path for feature 
extraction and a symmetric expanding path for precise localization. Skip connections 
between corresponding layers in the contracting and expanding paths help preserve spatial 
information and facilitate gradient flow during training. The architecture efficiently seg-
ments images while maintaining spatial details, making it well-suited for various segmen-
tation tasks (Figs. 4, 5 and 6).

In this context, the term “lung mask” refers to the masking of areas outside the lung 
region, enabling the model to focus solely on relevant lung features. These masked 
images, overlaid onto the original chest X-rays, delineated non-lung regions. Subse-
quently, these modified (segmented) chest X-ray images Fig. 7 were employed to train 
supplementary models for COVID-19 classification. By leveraging the precision of the 
UNet model in generating accurate lung masks, we optimize the training process, ensur-
ing that subsequent models effectively capture pertinent COVID-19 features and pat-
terns, thus enhancing overall classification performance.

In this study, a UNet model was trained on a dataset comprising 599 chest X-ray 
images, each accompanied by corresponding masks outlining the lung region Fig.  4. 
The model underwent training for 20 epochs, achieving an impressive accuracy of 98% 
Fig. 6. Subsequently, the trained UNet model was utilized to predict masks for a COVID 
dataset, facilitating the generation of masked images through the combination of the 
original chest X-ray with the predicted mask Fig. 5.

To address the challenge of generalization in lung region segmentation using UNet, 
comprehensive measures were implemented. Data augmentation techniques were metic-
ulously applied, encompassing rotations, flips, scaling, and contrast adjustments, effec-
tively simulating real-world variations encountered in diverse CXR datasets. Transfer 
learning strategies were adeptly employed, harnessing pre-trained UNet models on 

Fig. 4  Input Image and Mask to train UNet model
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extensive datasets like ImageNet and fine-tuning them to the specific task of lung seg-
mentation, thus facilitating adaptable model adaptation. Cross-validation experiments 

Fig. 5  UNet model Mask Predictions on Validation Data set

Fig. 6  UNet Model Training Metrics
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were rigorously conducted across multiple datasets sourced from distinct populations 
and imaging protocols, elucidating the model’s performance variability and generaliza-
tion capabilities. The UNet model was trained using above methodologies to accom-
modate dataset-specific challenges, ensuring robust and reliable segmentation across 
diverse CXR datasets. These concerted efforts have significantly enhanced the gener-
alizability of UNet in lung region segmentation, fostering its broader applicability in 
clinical settings and medical imaging research.

3.2.4  Multi‑class Classiftcation using DNN

Both DenseNet and EfficientNet exhibit characteristics that render them valuable for 
medical imaging and classification tasks:

DenseNet’s [27] feature reusability is advantageous for medical imaging applica-
tions. This feature enables efficient utilization of features learned from preceding layers, 
which proves beneficial in tasks requiring intricate details, like segmentation and clas-
sification of medical images.

EfficientNet’s [63] capability to achieve high accuracy with fewer parameters posi-
tions it as a suitable option for medical imaging tasks. This efficiency aids in reduc-
ing the computational burden associated with running the model, a critical aspect in 
medical imaging where data sizes are often substantial and computational resources are 
limited.

Both architectures are pre-trained on extensive datasets such as ImageNet, endowing 
them with the capacity to generalize well to other datasets. This adaptability proves invalu-
able for medical imaging tasks characterized by small and constrained datasets.

DenseNet-121 model we adopted for chest X-ray (CXR) image-based lung disease pre-
diction, employs various blocks and mechanisms to efficiently extract features, propagate 
information, and make predictions. The model’s architecture comprises convolutional lay-
ers, dense blocks, transition layers, batch normalization, ReLU activation, global average 
pooling, and a dense output layer.

Convolutional layers initiate feature extraction by convolving learnable filters over input 
CXR images, capturing low-level features relevant to lung structures and abnormalities. 
Dense blocks, containing dense units, promote feature reuse and information flow by con-
catenating feature maps from preceding layers and passing them through convolutional lay-
ers. This dense connectivity aids in capturing intricate patterns in CXR images.

Fig. 7  Segmented Chest X-ray Dataset Generated using Masks Predicted by UNet Model
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Transition layers inserted between dense blocks reduce feature map dimensionality, 
managing computational complexity while retaining crucial features for lung disease 
prediction.

Global average pooling aggregates spatial information across feature maps, generat-
ing a fixed-length vector representing the entire input image. This pooled representation 
contains high-level features pertinent to lung disease prediction, forwarded to the final 
dense output layer for classification.

We added a soft attention mechanism, shown in Fig. 8, into DenseNet-121 to enhance 
its performance in medical imaging tasks, particularly in CXR analysis. This mecha-
nism offers several improvements to the model’s functionality. Firstly, it enables selec-
tive feature focus, allowing the network to dynamically prioritize relevant regions or 
features within medical images by assigning varying weights to different spatial loca-
tions or channels within feature maps. This selective attention helps in emphasizing sig-
nificant regions associated with abnormalities or structures of interest in CXR images.

The implementation of eXplainable Artificial Intelligence (XAI) techniques on these 
architectures enhances their interpretability and trustworthiness. This attribute is par-
ticularly vital in medical imaging, where errors can have severe consequences and the 
need for transparency is paramount.

These combined attributes make DenseNet and EfficientNet highly suitable for medi-
cal imaging tasks, offering both efficiency and reliability in a domain where accuracy 
and interpretability are of utmost importance.

Training Parameters In this work, Table 1, we trained our model using the Adam optimi-
zation technique, employing a learning rate of 0.0001. Adam stands out as a popular and 
effective choice for training neural networks due to its amalgamation of the advantages 
offered by the RMSprop and Adaptive Moment Estimation (Adam) optimizers. The selec-
tion of a learning rate of 0.0001 was deliberate, aiming to strike a balance between swift 
convergence and averting issues of overshooting or divergence during training. By adopt-
ing a moderate learning rate, our model consistently approached the optimal parameter val-
ues, thereby enhancing convergence while mitigating the risk of overfitting the training set.

Table 1  Hyperparameters Configuration Value

Optimizer Adam
Epoch 30
Batch Size 32
Learning Rate 0.0001
Batch Normalization True
Model Checkpoint Accuracy, AUC, Precision, Recall



Multimedia Tools and Applications 

1 3

Furthermore, we refined the training process of our model by fine-tuning these hyperpa-
rameters, which included leveraging Adam with a learning rate of 0.0001 and incorporating 
dropout regularization techniques. These hyperparameters played a pivotal role in expediting 
our model’s convergence, enabling successful generalization, and significantly advancing the 
outcomes of our study in the research domain.

Evaluation Metrics The Accuracy (ACC), Sensitivity (SE), Specificity (SP), and Area 
Under the Curve (AUC) [8] measures were utilized to evaluate the performance of the sug-
gested strategy. These metrics provide a comprehensive evaluation of the method’s ability 
to accurately classify images and differentiate between classes.

AUC assesses the performance of the classifier across all possible thresholds, providing 
insight into its overall performance. Sensitivity and specificity measure the proportion of true 
positive and true negative predictions, respectively, offering a nuanced understanding of the 
classifier’s performance.

Taken together, these metrics offer a comprehensive assessment of the proposed approach’s 
capability to identify and distinguish between various classes, providing valuable insights into 
its effectiveness and reliability.

The accuracy of a model is the percentage of right predictions it makes out of all possible 
forecasts Eq. (1).

The percentage of genuine positive cases that the model correctly recognized is known as 
sensitivity. It is often referred to as the recall rate or true positive rate. It is determined by Eq. 
(2).

The percentage of true negative cases that the model correctly recognised is known as 
specificity. It’s also referred to as the real negative rate. Below is the formula used to deter-
mine it Eq. (3).

A binary classification model’s performance is measured by a metric called precision. Out 
of all cases anticipated as positive, it calculates the percentage of correctly predicted positive 
instances. To put it another way, precision measures how well the model recognizes the posi-
tive class Eq. (4).

(1)
(ACC = (True Positives + True Negatives)∕(True Positives + False Positives + True Negatives + False Negatives)

(2)sensitivity or recall = True Positive∕(True Positive + False Negative)

(3)SP = True Negatives∕(True Negatives + False Positives)

Fig. 8  DenseNet-121 with Soft Attention Mechanism
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The accuracy of a model is assessed using the F1 score, which considers both preci-
sion and recall. It offers a solitary metric that balances the compromise between recall and 
precision.

The formula Eq. (5) is used to determine the F1 score:

The area under the curve (AUC) is an indicator of how well a binary classifier can dis-
tinguish between two classes. It is calculated using the Receiver Operating Characteristic 
(ROC) curve, which compares the true positive rate (sensitivity) against the false positive rate 
(1-specificity) at various classification thresholds. AUC values range from 0 to 1, where 1 indi-
cates the best possible classifier and 0.5 indicates the worst possible classifier. AUC, computed 
using ROC curves, is a commonly used performance metric in medical classification tasks as 
it highlights the trade-off between accurate and inaccurate classifications by the model.

Sensitivity and specificity are frequently used parameters in medical applications and 
studies related to COVID-19. They represent the true positive rate and true negative rate, 
respectively, and are essential for evaluating the performance of classification models in 
medical contexts. Therefore, they are utilized in our analysis to assess the effectiveness of 
the model in distinguishing between different classes.

Experimentation and Results In this study, we utilized multiple datasets sourced from 
diverse open data repositories for tasks such as classification, segmentation, and weight 
initialization. Specifically, we employed the COVID-QU-Ex collection, which includes 
33,920 chest X-ray pictures, with a balanced representation of COVID-19, pneumonia, 
and normal cases. To address class imbalance challenges, we strategically augmented 
the datasets by adding images from different sources. For instance, to counter the defi-
ciency of ’Normal’ class images, 1128 CXR normal images from the RSNA dataset were 
included. Similarly, 1228 COVID-19 images were replaced with non-COVID (pneumonia) 
class CXR images. Most importantly, we also included 39 radiologist-verified COVID-19 
images into our final test set that was used for validation of our proposed XAI algorithm.

In the paper [23], researchers conducted an extensive survey of various methodologies uti-
lized for COVID-19 detection from chest X-rays. They examined machine learning models, 
including Naive Bayes, Decision Tree, Artificial Neural Networks (ANN), Logistic Regres-
sion, and Support Vector Machine (SVM), achieving accuracies ranging from 89.2% to 94.99%. 
Notably, XGBoost demonstrated a sensitivity of 95.9% and an AUC score of 91%, while Logis-
tic Regression and Random Forest achieved accuracies of 84.21% and 92%, respectively.

Additionally, the study investigated deep learning models employed in medical image 
processing for COVID-19 detection. ResNet50 exhibited an accuracy, sensitivity, and spec-
ificity of 76%, 81.1%, and 61.5%, respectively, whereas ResNet101 achieved an impressive 
accuracy of 99.51%. The study also analyzed other models such as VGG-19, InceptionV2, 
Decision Trees, DenseNet, VGG-19, AlexNet, Googlenet, and pre-trained MobileNetV2, 
each demonstrating varying success rates and performance metrics.

We illustrate the performance of DenseNet121 and EfficientNetB7, two state-of-the-
art deep learning models, on the COVID classification challenge. Critical metrics such as 
accuracy, precision, recall, and F1 score were employed to compare the performance of the 
two models Table 2, Fig. 9.

(4)Precision = TruePositives∕(TruePositives + FalsePositives)

(5)F1Score = 2 ∗ (Precision ∗ Recall)∕(Precision + Recall)
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Table 2  Performance Evaluation Metrics for COVID Classification Models

Model Dataset Class Accuracy Precision Recall f1-score

DenseNet121 Non-Segmented Covid 19 0.963 0.98 0.96 0.97
Non-COVID 0.949 0.9 0.95 0.92
Normal 0.893 0.94 0.89 0.92

Segmented Covid 19 0.946 0.99 0.95 0.97
Non-COVID 0.912 0.93 0.91 0.92
Normal 0.95 0.89 0.95 0.92

EfficientNetB7 Non-Segmented Covid 19 0.968 0.97 0.97 0.97
Non-COVID 0.913 0.92 0.91 0.92
Normal 0.921 0.91 0.92 0.92

Segmented Covid 19 0.952 0.99 0.95 0.97
Non-COVID 0.917 0.93 0.92 0.92
Normal 0.938 0.9 0.94 0.92

Fig. 9  Confusion matrix for (a) DenseNet121 (Non Segmented), (b) DenseNet121 (Segmented Images), (c) 
EfficientNetB7 (Non Segmented), (d) EfficientNetB7 (Segmented Images)
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On both non-segmented and segmented datasets, the DenseNet121 model per- 
formed remarkably well throughout training and testing. DenseNet121 attained an accu-
racy of 0.96, precision of 0.98, recall of 0.96, and an F1 score of 0.97 for the non-seg-
mented data (Fig. 10). These findings show that the model successfully detects COVID 
instances with a high level of precision, ensuring a low incidence of false positives, and 
a noteworthy recall value, catching a sizable proportion of true COVID cases.

The DenseNet121 model exhibited effective performance when applied to segmented data. It 
accurately classified COVID instances with an accuracy of 0.95, precision of 0.99, recall of 0.95, 
and an F1 score of 0.97 (Fig. 11). The strong recall score indicates its ability to identify a substan-
tial number of COVID cases within the segmented dataset, while the excellent precision score 
underscores its reliability in real-world scenarios where minimizing false positives is crucial.

Subsequently, tests were conducted using the EfficientNetB7 model for COVID clas-
sification, yielding results remarkably similar to DenseNet’s outcomes. EfficientNetB7 
achieved an accuracy of 0.96, precision of 0.98, recall of 0.96, and an F1 score of 0.97 
on non-segmented data (Fig. 12). On segmented data, the model demonstrated similar 
accuracy, precision, recall, and F1 scores of 0.95, 0.99, and 0.97, respectively (Fig. 13). 
These findings underscore the consistent and dependable performance of both models in 
categorizing COVID patients across diverse datasets and imaging scenarios.

With exceptional accuracy, precision, recall, and F1 scores, both DenseNet and Effi- 
cientNetB7 models have showcased remarkable performance in COVID classification. 
Their reliability and potential as valuable tools in assisting healthcare practitioners dur-
ing COVID diagnosis are underscored by their ability to consistently deliver results 
across both non-segmented and segmented data. Moreover, the comparable performance 
of these models offers researchers and practitioners the flexibility to choose the most 
suitable model based on specific deployment requirements and computational resources.

Notably, our models exhibited similarly high accuracy, precision, recall, and 
F1 scores on segmented data as well. These findings underscore the efficacy of 
DenseNet121 and EfficientNetB7 in COVID-19 detection from chest X-rays, surpass-
ing the performance of existing models. Our research highlights the potential of deep 
learning techniques in enhancing the accuracy and reliability of COVID-19 detection, 
contributing to advancements in medical image analysis for public health initiatives.

3.2.5  Application of Interpretability Model for Explanations

Machine learning models are often labeled as “black boxes” due to their lack of interpret-
ability or transparency in decision-making processes. While these models can be highly 

Fig. 10  DenseNet121 (Non Segmented)



Multimedia Tools and Applications 

1 3

effective at generating predictions, understanding the specific features or patterns they rely 
on, especially in complex tasks like medical diagnosis, can be challenging.

To enhance the interpretability of our sophisticated machine learning model in this 
study, we employed the LIME (Local Interpretable Model-Agnostic Explanations) [52] 
method. LIME works by approximating the decision boundary of a black-box model near 
a given instance, providing localized explanations for specific predictions. It captures the 
local context by generating interpretable features, such as superpixels for image data or 
segments for tabular data, and constructs a simple surrogate model that closely mirrors the 
behavior of the original model.

Despite its benefits in terms of local interpretability, LIME has certain inherent limi-
tations. Its local explanations may not fully capture the overall behavior of the model, 
making it challenging to extrapolate broad generalizations. The quality of explanations 
can be influenced by the selection of the surrogate model, potentially leading to over-
simplified representations. LIME assumes local consistency, which may not hold true 

Fig. 11  DenseNet121 (Segmented)

Fig. 12  EfficientNetB7 (Non Segmented)

Fig. 13  EfficientNetB7 (Segmented)
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for models with significant prediction variability. Additionally, its explanatory power 
may be limited by the choice of interpretable features and the neglect of feature interac-
tions. To gain a comprehensive understanding and make informed use of LIME’s expla-
nations, it is essential to acknowledge these constraints.

Researchers often employ visualization techniques like Grad-CAM (Gradient-
weighted Class Activation Mapping) [56] and Grad-CAM++ [6] in their studies to 
address the challenge of interpretability in deep learning models. These methods aim to 
provide insights into the decision-making process of the model by highlighting the areas 
of input (such as an image or a medical scan) that contributed most to its decision.

Grad-CAM, also known as Gradient-weighted Class Activation Mapping, generates 
a heat map of key areas in an input image. It achieves this by computing the gradient of 
the projected class score with respect to the feature maps in the last convolutional layer 
of a deep learning model. The resulting heat map visualizes the parts of the image that 
had the greatest impact on the model’s decision.

Grad-CAM++ , an extension of Grad-CAM, enhances localization accuracy by using 
a weighted combination of positive and negative gradients. This refinement provides 
more precise attention mappings, thereby making the model’s decision easier to interpret.

During the construction of the heat map in both Grad-CAM and Grad-CAM++ , neg-
ative gradient values are disregarded and replaced with zeros. This implies that areas of 
the image that have a detrimental impact on the target class are not considered. Conse-
quently, the heat maps produced by these techniques may appear larger and less accu-
rate, resulting in a broader depiction of significant locations.

Gradients offer insight into how activations change concerning an input, but they 
may not precisely pinpoint the crucial parts of an image for a specific target class. While 
Grad-CAM and Grad-CAM++ approximate the regions activated by a model for a given 
class, they don’t provide precise feature localization.

Recognizing the limitations of gradients alone in visualization methods like Grad-
CAM and Grad-CAM++ is crucial. It’s advisable to incorporate additional interpretability 
approaches and strategies to gain a comprehensive understanding of a model’s decision-
making process. Considering these constraints and exploring alternative techniques can 
lead to a more accurate and thorough comprehension of machine learning model decisions.

We propose a Modified Grad-CAM++ algorithm in Fig. 14.

1. The algorithm initiates by extracting the output of the last convolutional layer just before 
the softmax activation for the provided input image in a deep learning model.

2. Subsequently, it calculates the gradient of the model’s output concerning the activations 
of this specific layer, concentrating on the designated target class label.

3. Neuron importance weights are derived through an optimization process.
4. A weighted combination of feature map activations is executed, and the outcome is 

multiplied point-wise with the computed gradient.
5. The ultimate saliency map is crafted by applying an activation function to this resulting 

product.
6. This saliency map is further enhanced by element-wise multiplication with the weighted 

feature map activations and the application of an activation function.

The ultimate activation delineates the saliency map, accentuating regions in the input 
image that contribute significantly to the designated target class label.
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The proposed Modified Grad-CAM++ algorithm addresses several limitations of the 
original method and offers several advantages:

1. Better Localization: By considering negative gradients, the updated algorithm improves 
upon Grad-CAM++ ’s localization. It generates a more detailed attention map by incor-
porating both positive and negative gradients, resulting in improved localization of 
significant areas within the input image.

2. Improved Interpretability: The enhanced algorithm enhances interpretability by account-
ing for the influence of both positive and negative gradients. It provides insights into 
regions that positively contribute to the target class as well as those that adversely affect 
it. This information aids in understanding the rationale behind the model’s predictions.

3. More Accurate Saliency Maps: The updated technique generates more accurate saliency 
maps by weighting feature map activations and point-wise multiplication with gradients. 
This approach aims to create saliency maps that are more precise and highlight the areas 
of the image most relevant to the target class.

4. Flexibility in Activation Function: The improved method allows for the use of various 
activation functions to produce the final activation. This flexibility enables researchers 
to experiment with different activation functions and choose the one that best suits their 
specific requirements or domain.

Overall, the Modified Grad-CAM++ algorithm addresses some of the original method’s 
limitations and offers benefits such as better localization, increased interpretability, more 

Fig. 14  Proposed Modified Grad-CAM++ Algorithm
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precise saliency maps, and flexibility in activation function selection. These advancements 
can have applications in various fields, including object detection, medical imaging, and 
visual explanations of deep learning models.

3.2.6  Veriftcation of Explanations with Radiologist Annotated Images

Imaging includes an additional collection of 40 CXR (Chest X-Ray) images Fig.  15 of 
COVID-19 positive patients, collaboratively obtained with Dr. Rajesh Paraswani, a special-
ized radiologist at LLH Hospital in Abu Dhabi, UAE. In these images, the lung regions have 
been meticulously marked to highlight locations exhibiting COVID-19 related symptoms. This 
dataset significantly enhances the breadth of the investigation and provides a more comprehen-
sive evaluation of the proposed AI-driven decision support system for COVID-19 diagnosis.

The careful selection of these images by Dr. Paraswani contributes to the clinical 
relevance of the research and facilitates the analysis of COVID-19 symptoms in the 
lung regions. By incorporating this dataset, the findings of the study are strengthened, 
and the reliability of the AI-driven diagnostic system is further validated. The expertise 
and collaboration of specialized radiologists like Dr. Paraswani play a crucial role in 
advancing the effectiveness and accuracy of AI-driven medical diagnostic tools.

Additionally, the explanations produced by various interpretability methodologies were 
thoroughly validated to assure the proper operation of diverse explainers. These verifica-
tion procedures were carried out in order to fully comprehend the underlying workings of 
the explainability techniques used in our AI-driven COVID-19 diagnosis decision sup-
port system. We can assure the explanations’ accuracy, dependability, and consistency by 
extensively validating them, further strengthening the credibility and transparency of our 
research findings. Working with Dr. Rajesh Paraswani, a specialist radiologist, allowed 
us to take use of his knowledge in evaluating the explanations and verifying them, which 
strengthened the reliability and legitimacy of our suggested system.

Radiologist-marked performance evaluation of Lime, Grad-CAM, Grad-CAM++ , 
and Modified Grad-CAM++ . With radiologist-marked images, Lime, Grad-CAM, 
Grad-CAM++ , and Modified Grad-CAM++ all performed favourably, with Modified 
Grad-CAM++ standing out as the best technique for producing explanations Fig. 16.

Fig. 15  (a) Actual CXR Images (b) Marked Images by Radiologist
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3.2.7  Evaluation Metrics for Explainablity

The interpretability of three different algorithms—GradCAM, GradCAM++ , and 
Modified Grad-CAM++ Algorithm—was evaluated when applied to an AI model for 
COVID-19 detection using chest X-rays. The interpretability was quantified using the 
Integrated Uncertainty Calculation (IUC) metric, and the results on eight samples are 
depicted in Fig. 17.

The IUC values offer insights into the algorithms’ capacity to emphasize relevant 
regions (as identified by subject matter experts—Radiologists) in the chest X-rays for 
COVID-19 detection. In the first two samples, GradCAM and GradCAM++ demon- 
strate low or zero IUC values, suggesting a limited ability to capture relevant features 
(as identified by radiologists) in the images. However, the Modified Grad-CAM++  
Algorithm consistently outperforms, exhibiting higher IUC values, notably in samples 
1, 2, 5, 6, 7, and 8, indicating enhanced interpretability and more accurate identifica- 
tion of crucial regions related to COVID. Table 3 summarises Avg. IUC was achieved 
by 3 explainers we have studied. The smaller and more precise explanation by modi-
fied Grad-CAM++ improves the IUC value. This is also reflected in the average IUC 
values for the three explainer algorithms on 39 images from radiologist test dataset.

These findings suggest that the modified algorithm demonstrates superior capabil-
ity in highlighting pertinent information in chest X-rays, potentially contributing to 
improved diagnostic accuracy in AI-based COVID detection compared to the other 
algorithms evaluated.

3.2.8  Analysis and Evaluation

Lime, Grad-CAM, and Grad-CAM++ all offered insightful information on the char-
acteristics and areas affecting the model’s predictions. These techniques did, however, 
have certain drawbacks when compared to the radiologists’ explanations. Lime’s model-
agnostic approach made it difficult to identify localized traits and fine-grained pat-
terns that were important to the target class. Grad-CAM and Grad-CAM++ produced 

Fig. 16  Radiologist-marked Performance Evaluation of Lime, Grad-CAM, Grad-CAM++ , and Modified 
Grad-CAM++ 
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heatmaps that were occasionally too dispersed and less localized, despite their effective-
ness in emphasizing significant locations. The results from the pictures were encourag-
ing, with the Modified Grad-CAM++ standing out as the best technique for producing 
explanations.

The Modified Grad-CAM++ approach, on the other hand, showed notable gains in 
localization accuracy and interpretability. The explanations produced by the Modified 
Grad-CAM++ were more concentrated and closely aligned with the annotated regions 
provided by radiologists by taking into account negative gradients in addition to their 
positive gradients. This improvement made it possible for the technique to offer expla-
nations that were both more detailed and accurate, successfully highlighting the particu-
lar factors that supported the model’s predictions.

The radiologist’s assessment of the explanations further demonstrated Modified 
Grad-CAM++ superiority. They discovered that the explanations were very consistent 
with their own annotations, which gave them more faith in the AI model’s judgment. It 
was simpler for radiologists to evaluate and comprehend the model’s predictions thanks 
to the fine-grained attention maps generated by the upgraded Grad-CAM.

Fig. 17  Integrated Uncertainty Calculation (IUC) Metric

Table 3  Avg. IUC for Grad-
CAM, Grad-CAM++ and 
Modified Grad-CAM++ 

Grad-CAM Grad-CAM++ Modified Grad-CAM++ 

Avg. IUC 6.693375 6.735 18.05875
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As a result, the study showed that while Lime, Grad-CAM, and Grad-CAM++ all 
offered useful interpretability, the Modified Grad-CAM++ method stood out as the most 
promising way for producing precise and dependable explanations with radiologist-
marked images. The reliability and usefulness of AI-based diagnostic tools for medi-
cal imaging have been considerably improved by their capacity to build localized, fine-
grained attention maps linked with expert comments. The results show that the Modified 
Grad-CAM++ has the potential to be an effective tool for improving interpretability in 
AI-based medical image analysis, enabling radiologists and AI models to work together 
for better clinical decision-making.

4  Conclusion

Our study demonstrates the superiority of our model over recent deep learning 
approaches for COVID-19 detection from Chest X-ray (CXR) images. Notably, the 
DenseNet121 model exhibited outstanding performance on both non-segmented and 
segmented datasets, achieving high accuracy, precision, sensitivity, and F1 scores. Spe-
cifically, DenseNet121 attained an accuracy of 0.96, precision of 0.98, sensitivity of 
0.96, and an F1 score of 0.97 for non-segmented data. When applied to segmented data, 
the DenseNet121 model accurately classified COVID instances with an accuracy of 
0.95, precision of 0.99, recall of 0.95, and an F1 score of 0.97.

Subsequently, we conducted tests using the EfficientNetB7 model for COVID clas-
sification, yielding results remarkably similar to DenseNet’s outcomes.

EfficientNetB7 achieved an accuracy of 0.96, precision of 0.98, recall of 0.96, and an 
F1 score of 0.97 on non-segmented data. On segmented data, the model demonstrated 
similar accuracy, precision, recall, and F1 scores of 0.95, 0.99, and 0.97, respectively.

In our study, we proposed the “Modified Grad-CAM++ ” algorithm to enhance the 
interpretability of our model. To validate the correctness of explanations, we utilized 
a dataset expertly annotated by radiologists and collaborated with them throughout 
the investigation. We evaluated explanations provided by Lime, Grad-CAM, Grad-
CAM++ , and Modified Grad-CAM++ using the proposed Integrated Uncertainty 
Calculation (IUC) metric. Our Modified Grad-CAM++ algorithm outperformed all 
existing methods, achieving an average IUC of 18.05875 as compared to 6.735 of Grad-
CAM++ , indicating superior interpretability.

In conclusion, the findings of this study present a significant advancement in the 
field of COVID-19 diagnosis from Chest X-ray images, with implications for real-
world clinical practice. The superior performance of DenseNet121 and EfficientNetB7 
models in accurately detecting COVID-19 cases, along with their segmentation capa-
bilities, underscores their potential utility as valuable diagnostic tools for healthcare 
professionals. Furthermore, the development of the Modified Grad-CAM++ algorithm 
enhances the interpretability of the models, providing clinicians with valuable insights 
into the decision-making process of AI systems. The collaboration with radiologists 
and validation of explanations with expertly annotated datasets further strengthen the 
credibility and applicability of the study’s findings in real-world clinical settings. Over-
all, this study contributes to the ongoing efforts to leverage AI technologies for more 
accurate and efficient COVID-19 diagnosis, ultimately aiding in better patient care and 
management.
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