Multimedia Tools and Applications
https://doi.org/10.1007/511042-024-19396-1

®

Check for
updates

How color profile affects the visual quality in light field
rendering and novel view synthesis

Tomas Chlubna'® - Tomas Milet'® - Pavel Zeméik'2

Received: 10 March 2024 / Revised: 29 April 2024 / Accepted: 11 May 2024
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2024

Abstract

This paper investigates the impact of image color profile on the visual quality in light field
rendering. Light field rendering methods require several input views, capturing the same
scene from different camera positions. These views can be captured in real life by cameras or
rendered from synthetic 3D scenes. A novel view can be synthesized from the input views,
capturing the scene from a virtual camera position. Modern cinematography makes use of
various color profiles that affect how the measured light on the camera sensor is translated into
the color values of the digital image. Different profiles can be used for different purposes, be
it artistic or pragmatic to reveal necessary details. The main scientific question of this paper
is if certain color profiles can lead to better quality of the novel view synthesis in light field
rendering. The paper shows that logarithmic profiles can significantly improve the visual
quality. Three light field rendering methods from different categories were used to compare
17 widely used color profiles. Additional measurements show that post processing and color
grading needs to be applied at the very end of the rendering pipeline to ensure the best quality.
Also, the effect of denoising algorithms on light field rendering is measured.

Keywords Light field - Image-based rendering - Color profile - Computational photography

1 Introduction

Light field rendering methods are designed to produce a novel view captured by a virtual
camera. The input data is a set of input images capturing the scene from different positions.
These methods fall into the category of image-based rendering, where novel views are ren-
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dered only from input images, without prior information about the scene geometry. The input
images for light field rendering usually capture the scene from different positions with cap-
turing cameras stacked in a planar grid. The capturing can be performed with real cameras
or in a 3D rendering software.

The modern film and photography industry makes use of color profiles [38]. When the
incoming light from the real world, or the estimated light with path tracing in 3D rendering,
enters the camera sensor, it has to be translated into a color value. This value is then stored
in the given pixel of the captured image. Linear translation from the range of the captured
intensity to the range of the possible color values might not be ideal. Different functions can
be applied to the light intensity values so that, for example, a logarithmic translation would
result in more samples in the middle of the output color range. This would eliminate over-
or underexposed parts in the scene where only extreme color values are present. Each cam-
era manufacturer includes several color profiles in their professional devices. 3D rendering
software also offers several profiles for the rendered output.

The main scientific contribution of this paper is an experimental comparison of widely
used color profiles in light field rendering algorithms. Three light field rendering methods
are used to produce novel views from the same scenes rendered in different color profiles.
The visual quality of the results is then compared. Figure 1 shows the main idea of this paper.
The results obtained prove the hypothesis that different color profiles than the standard linear
sRGB can improve the visual quality of the novel views in light field rendering. The main
principle of light field rendering methods is matching of similar areas between the input
images which estimates the geometry of the scene and leads to the synthesis of the novel
view. The hypothesis is based on the assumption that certain color profiles reveal more
details in very dark or light areas in the image and better spread the color values across the
range, which is beneficial for the color matching algorithm. An experimental evaluation, as
conducted in this paper, is necessary to confirm this hypothesis, as the extreme color values
are mitigated and the amount of information needed for the successful matching might be
decreased after discretization of the image into 8-bit RGB matrix. The findings presented in
this paper are important for the capturing process of light fields. They can also help in the
design of novel light field rendering methods which would expect certain color profile data.
They suggest that when rendering a synthetic scene or capturing a real-world scene with
a camera, a properly selected color profile can improve the usability of the resulting light
field for novel view synthesis. The novel view then can be post-processed by color-grading
methods. The main scientific contributions are as follows:

e Comparison of 17 widely used color profiles for light field rendering purposes. Log-
arithmic profiles can significantly improve the visual quality of rendered results, with
CanonLog3 being the best option.

scene is captured by multiple cameras

incoming light to the sensor is translated to color the visual quality of the results the best quality color profile is used
values by different functions - color profiles is measured and compared and color graded as the result

Fig.1 The scene is captured by several cameras. The captured images are stored with different color profiles
based on the different functions used for the light intensity to color conversion. The data of different profiles
are used in light field rendering, and the visual quality of the results is measured
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e Measurement of the effect of the denoising algorithms on light field rendering. The results
show that methods based on focus map and per-pixel computations can gain a quality
boost with denoised input views.

e Measurement of the color grading process and its effect on the visual quality in light field
rendering. The results show that the color grading needs to be placed at the end of the
rendering pipeline to achieve the best quality.

2 Related work

Light propagation in a given scene can be described by a 7D plenoptic function Li =
L(p,d, m, A). Light intensity Li is the result, often represented as an 8-bit RGB color vector
in computer graphics when the wavelength A is omitted. The observation point with 3D
coordinates p and a 2D direction vector d define the incoming light ray at a given time
moment m [3]. The light in the real world is continuous. Such measures are difficult to
represent in computers. In practice, the light field is often defined for a given subset of
space and a limited range of possible viewing positions and angles [11]. The function is
approximated by a discrete representation consisting of a set of images that capture the scene
from different camera positions [21]. The cameras are often stacked on a planar 2D grid. Light
field data can be rendered from synthetic scenes or captured by camera in the real world, and
many datasets exist [15, 34, 42, 49]. Light field related studies with a methodology similar to
this paper were also conducted to compare different compression methods [2, 36, 43], HDR
image reconstruction [13], quality assessment [27, 28], etc.

2.1 Light field rendering

Image-based rendering principles are used to produce novel views from the input light field
images. The methods internally estimate structural information about the scene and then
synthesize a novel view, which can be positioned between the input views. Methods based on
focus map estimation [5] are capable of producing high-quality novel views in real time on
GPU. These methods compute many differently focused novel images of the scene and then
determine which focusing distance is the optimal one for the given pixel. This information
is stored in a focus map that visually resembles a depth or disparity map. The focus map is
then used to guide the rendering of the result. Similar principle of the 3D cost volume [12]
is used in an approach [20] where tens of differently focused views are generated and then
the sharp segments are detected. The novel image is then composed of these segments.

Another way to render novel views is to use optical flow. Optical flow is the result of the
method that searches for the best match of pixel blocks in two input images. The optical
flow motion vectors represent the amount of displacement of the given pixel block from one
image to the other. NVIDIA FRUC [9] uses optical flow to interprolate novel views between
existing images on GPU.

Deep learning methods can also be used to produce novel views. Standard NERF methods
such as Instant NGP [29] can synthesize virtual views from a set of images of the same scene.
However, these methods often fail with the light field data that lack free-look images from
many different perspectives. Frame interpolation methods [19, 30, 31, 33] can be used twice
to generate intermediate views between the four closest input frames and then to produce the
final view of the intermediate ones.
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Fig.2 The input light on the camera sensor can be translated into image color values linearly or according to a
defined function. Linear translation to the output color range distributes the light across the range. Logarithmic
translation mitigates too bright or too dark areas and reveals more details in the scene but makes the image
look dull

2.2 Color profiles

Any capturing device like a camcorder or camera has a specific representation of the captured
image. Reproducing the colors accurately using such devices is a complex problem [18]. The
internal color space of the capturing device depends on its technical specifications. Color
management techniques are then used to transform the captured colors to the expected color
space of the output device, such as a TV, projector, or PC monitor [39]. The goal is to make
the image look the same on all viewing output devices. The transformation of the image is
performed by applying a color profile. Profiles are often simulated in software, following
the hardware specifications of the desired device [32]. Each device supports a different color
gamut, which defines the range of the available colors. The goal of modern output and input
devices is to support a wide gamut to accurately reproduce the original colors of the real
world and to offer more freedom to post-processing and color-grading methods [45]. Look-
up-table (LUT) is often used to match the colors of the input device with the output device
[40, 47]. Various color profiles, such as ACES [1], ACEScc [25], ARRI K1S1 [7], RED
IPP2!, T-CAM v2 or T-Log?, are often used to adjust the colors of the captured video or still
images to reach specific artistic intentions and enhance the color-grading process. Blender?
modeling software implemented a new AgX profile for wide gamut and spectral rendering.
Similarly, popular video editing software DaVinci Resolve uses a custom wide-gamut color
profile called Intermediate. Logarithmic profiles [14] are used to capture the most information
without excessive storage requirements. Such profiles use a logarithmic conversion of the
input luminance to colors, so that details are visible in very dark or bright parts of the image;
see Fig. 2. The format of the profiles is defined by International Color Consortium (ICC)
[37].

The visual accuracy or artistic post processing are not the only reasons why color profiles
are widely used. Certain types of data, such as astronomical [35] or from biosensors [48],
would be difficult to analyze without color space transformation. According to this paper,
color profiles can affect optical-flow-based algorithms [24]. This might also be relevant
for other than light field usages, for example, instance segmentation in videos [46], where
transforms regarding colors or the geometry of the images can significantly affect the resulting
quality [44]. Various vision methods, such as automatic lane detection, preprocess the input
video frames for denoising purposes [23]. Color filters in different color spaces than RGB
like LAB, LUV, or HSL can be applied. Note that different color spaces, such as YUV and

1 red.com/red-tech/image-processing-pipeline-ipp2
B filmlight.ltd.uk/support/customer-login/colourspaces/colourspaces.php
3 blender.org
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LAB, were already tested for computations of the correspondences between the input images
in light field rendering [4]. However, color profiles, as discussed in this paper, have not yet
been investigated.

3 Experiments

Luminance is a continuous measure describing the light intensity in the real world and
is converted to a digital representation in the camera. The sensor converts the incoming
luminance to a voltage which can be interpreted as a discrete numerical color value, based
on the technology and color profile used. 3D modeling software Blender is used in the
experiments to simulate this scenario. Blender Cycles rendering engine uses path tracing to
compute the global illumination of the scene and stores the obtained light information as
an RGB floating point value per pixel. The resulting rendered float image is then usually
stored as 8 or 16-bit RGB pixel matrix, which is analogous to the camera light conversion. It
can be assumed that the precision of such a process is a good approximation, which makes
the measured results relevant also for real scenes. The reversed order of the operations,
i.e. conversion of rendered 8-bit images into a different color profile, would introduce high
inaccuracy due to the already discretized and reduced amount of data at the input. 8-bit
RGB images are used in the experiments, as they represent the standard format of light field
datasets. This format is used since light field memory requirements are high and most of the
existing methods support only 8-bit inputs. One of the disadvantages of light fields is their
memory space requirements. Therefore, 10 or 16-bit data are not commonly used.

Standard PSNR, SSIM, and VMAF metrics are used to measure the visual quality of the
result compared to a reference view. Additional no-reference metric NIQSV+ [41] for multi-
view image synthesis evaluation was used for further analysis of the results. The input light
field data in different color profiles are used in three light field rendering methods: Per-Pixel
[5] belonging to the focus map category, [IFRNet [19] belonging to the deep learning category,
and FRUC [9] belonging to the optical flow category. The purpose of the experiments is not
to compare the selected methods. They are used to cover all major existing categories of
light field rendering. Per-Pixel method computes the disparity between the input images and
identifies the optimal focusing value for each pixel. IFRNet interpolates the novel image based
on the pre-trained model, which is designed to produce intermediate frames between similar
images. FRUC uses the widely used optical flow computation that estimates the motion
between consecutive frames and performs the interpolation based on this motion field. These
three methods use different approaches to produce a novel view and were selected to make
the results generally acceptable. All are designed to accept standard gamma-corrected inputs.
Therefore, a different color profile can significantly affect the output. Note that the selected
color profile does not affect the time performance or memory requirements of the methods.

3.1 Color profile

Selection of the best color profile for light field rendering is the main task of this experiment.
The best color profile means that the input data in such a profile would result in the best visual
quality of the novel interpolated view. Light field rendering methods introduce artifacts in
their results. The goal of this experiment is to find out which color profile leads to the least
number of such artifacts. Figure 3 shows the measurement process used in this experiment.
The input images are rendered in Blender with different color profiles and then used in the
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Fig.3 The conducted measurement process is described in the figure. 3D scene is rendered and transformed
into the selected color profile. The rendered data are split to reference and input images. Input images are used
to synthesize a novel view using light field rendering methods and compared to the reference

light field rendering methods to produce a novel view. The amount of artifacts in the novel
view is measured by the visual quality metrics.

The profiles, listed in Table 1, are selected for the measurements as the most widely used
ones in cameras and in 3D rendering. Other profiles were also considered and experimented
with in the initial stages of this investigation. The final selection reflects the popularity of
the profiles and also their properties. Other profiles considered, such as OpenDRT, JzDT,
ARRI ALF2, AgX Kraken, Log3G10, BMDFilm Gen5, etc., showed similar or worse results
than those selected and were not included. The selection contains 7 non-logarithmic and 10
logarithmic profiles. The number of logarithmic profiles is a little higher to cover all the
widely used ones, as this category shows better results.

3.2 Denoising

Previous works regarding focus-map-based methods [5], such as Per-Pixel [5], revealed that
video compression on the input light field images does not only help with the excessive
light field rendering memory requirements, but can also enhance the visual quality of the
result. This is caused by the inherent characteristic of the video compression. The inter-
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Table 1 The table contains a list

of the measured color profiles profile description
none linear conversion of colors
standard classic gamma correction in SRGB
ACES film industry standard profile
T-CAM-v2 by FilmLight company
AgX preferred profile in Blender
ARRI-K1S1 by ARRI company
RED-IPP2 used in RED cameras
ACEScc-Log improved ACES for log scale
T-Log by FilmLight company
AgX-Log AgX with log transform
Davinci-Log Intermediate profile in Davinci Resolve
V-Log used in Panasonic cameras
S-Log used in Sony cameras
N-Log used in Nikon cameras
F-Log used in Fujifilm cameras
CanonLog3 used in Canon cameras
ProTune-Log used in GoPro cameras
Apple-Log used in Apple devices

frame compression reduces the data by eliminating redundancy between the images. Very
similar areas of the image can be viewed as nearly-same and their difference between the
images might be mitigated. The result of this process is similar to denoising where unique
noise in the image is suppressed and the pixel-scale details are mitigated.

The main question of this experiment is if denoising based on one view can be used in the
same way as the inter-view denoising mentioned earlier to improve the quality of the rendered
result in light field rendering. Three types of data are used in this experiment as the input of
light field rendering methods. The first type is a rendered scene without any denoising, but
using a high number (1024) of path-tracing samples to mitigate the noise by oversampling.
The second type is the same but with only 16 samples, which leads to a noisy result. However,
this result is denoised by Open Image Denoising [8] which uses information gained by the
rendering passes to remove the noise and performs a 3D denoising. The third type uses the
images of the first type but filtered by a 2D denoising algorithm High Quality DeNoise 3D*.
The rendered results are compared to find out how the rendered image quality changes based
on these three types of input. The results are compared to the references from the given
noise-level category. The error introduced by the noise or denoising alone is intentionally
not measured to evaluate the methods and their sensitivity to the noise.

3.3 Post processing

Captured scenes are often necessary to edit with color-grading methods. Especially logarith-
mic color profiles look dull and are not intended to be used directly without post processing.
Standard light field datasets contain grids of at least 8 x8 images in size. Editing the input

4 github.com/Asd-g/AviSynth-hqdn3d
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Fig.4 The logarithmic input image is color graded to make it visually appealing. The color grading operations
depicted in the figure are used in the experiment

images would result in 64 color-grading operations. Standard light field use cases expect
the synthesis of thousands of novel views, for example, when the scene is viewed with a
moving virtual camera in interactive frames per second such as commonly used 24—60 fps.
The constant application of color grading to the input images instead of application each time
the novel view is synthesized could result in a significantly smaller number of color grading

o QU Mg Jte

(a) bonfire (b) cat ) Cornell box (d) low frequency (e) macro (f) simple setting

Fig.5 The central views of the used light field dataset are presented in the figure
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Fig. 6 The figure shows how log-based color profiles outperform non-logarithmic ones in quality metric
percentual improvement

operations. This experiment aims to find out whether application of color grading before the
synthesis would affect the visual quality of the result and if this application is suitable or not.
Figure 4 shows how the input images are adjusted for the experiment. Only standard color
grading methods were applied: color balance with highlighting of the dark and light parts
with slight addition of blue tint to the shadows and increase of the global contrast.

4 Results & discussion

All experiments are executed on a machine equipped with Nvidia GeForce RTX 2070 GPU
and Intel(R) Core(TM) i15-8500 CPU @ 3.00GHz CPU, running Arch Linux. The light fields
used in the experiment, shown in Fig. 5, are taken from the existing dataset [6] as Blender
projects.

Measuring 17 profiles with 3 methods on 6 scenes resulted in 306 tests in total. The scenes
were selected to cover the usual use cases and represent different categories of imagery to
avoid bias caused by the same kind of input data. Bonfire represents a low-light setting with
one bright object. Cat represents a neutral photo with standard lighting conditions and visible
depth of field. Cornell box is a standard benchmarking scene with different colors, single-
colored areas, and a glassy material, which might be difficult to handle by interpolation
algorithms. Low frequency is a scene with a wide depth range that causes greater disparity
values and challenges interpolation algorithms. Macro is a classic example of a close-up photo
with a mild depth of field. Simple setting represents a prepared scene with static background
and a well-lit object of interest. The color palettes and brightness levels also vary across the
dataset used.

The color profiles used are added to Blender from the PixelManager repository.’

5 github.com/Joegenco/PixelManager
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4.1 Color profile

The measurements show that logarithmic color profiles reveal more details in the scene that
can be used for the color matching in light field rendering. Figure 6 shows the percentual
improvement of logarithmic color profiles. The color metrics are measured on all scenes
and the average of the logarithmic over non-logarithmic profiles is computed. Logarithmic
profiles bring an improvement to all rendering methods.

All color profiles are compared to the profile where no transform is applied — the colors
are converted in a linear manner. Figure 7 shows that non-logarithmic profiles perform worse
than the basic color conversion. Their visual quality change in percents is mostly negative.
Logarithmic profiles show the most significant improvement. Based on the average of the
metrics, CanonLog3, N-Log, S-log, and T-log perform the best, with CanonLog3 showing
the highest overall visual quality. CanonLog3 also shows the highest NIQSV+ score among
the log profiles.

Figure 8 shows a visual comparison of the results. The interpolation artifacts are less
significant in the case of logarithmic data.

The simple setting scene shows the best average improvement of 15% when using log-
arithmic profiles compared to non-log ones. It can be caused by many dark areas that are
enhanced by the logarithmic color scale. The lowest improvement, about 1%, is with the
Cornell box scene. The scene does not contain extreme lighting conditions, which makes it
less prone to the disappearance of details in such areas. This shows that light field rendering
algorithms can perform better with logarithmic color profiles, such as CanonLog3, when the
lighting of the scene is low.

There are several possible reasons why logarithmic profiles improve interpolation quality.
The interpolation methods internally look for similar areas in the input images to estimate
the disparity or geometry of the scene. The profiles reveal details that would otherwise not
be visible. This alone can aid in interpolation, as it can better detect details in areas that are
too bright or too dark; see Fig. 9. In addition, the closer distance between the corresponding
colors helps to match them. The contrast in the logarithmic image is visually lower and sim-
ilar colors do not have such a large distance between them. Due to the reduction of the color
range, a color noise, which is almost always present in light field images, is reduced, and
even noisy corresponding pixels are more likely to be matched. A similar principle was used
in a denoising algorithm using non-linear image decomposition [16]. This can also be a dis-
advantage. The algorithms might identify incorrect colors as similar ones. Logarithmic scale
can also lead to a loss of details due to quantization of the color data. However, interpolation
algorithms usually sample multiple pixels within a certain neighborhood. The aggregated
color can be a weighted average of multiple pixels, which increases the resolution of the
color range used. These findings seem to be in accordance with similar research in which
the logarithmic color profile is utilized to improve the color matching or reconstruction. For
example, in color stabilization of multi-source imagery [10], saturation detail enhancement
in cloud removal method for satellite images [26], or in color correction based on point cloud
alignment [22]. Previous works also described the significance of the logarithmic color scale
for image interpolation or color prediction [17].

4.2 Denoising

The results regarding denoising in Fig. 10 show that the denoising algorithms perform well
with the Per-Pixel method, similarly to the denoising caused by video compression. However,
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Fig. 7 The figure shows how all tested profiles perform when compared to raw linear color profile with no
transforms. Scenes macro, low frequency, and simple setting are excluded from VMAF measurements in
IFRNet due to the instability of the metric with the artifacts produced by the deep learning method
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PSNR 41.93
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Fig. 8 Low frequency scene is used in Per-Pixel light field rendering method with data with standard and
CanonLog3 color profiles. The figure shows how the log profile mitigates interpolation artifacts. Both results
are color graded to visually match each other as much as possible

the IFRNet and FRUC methods do not improve with denoising. IFRNet seems to be invariant
to denoising. FRUC shows worse results. This shows that denoising can help to produce a
better focus map in the Per-Pixel method, but deep learning and optical flow approaches do
not benefit from it. NIQSV+ metric shows about 11% improvement in the denoised results
on average. This also shows that denoising can be safely used, for example, for faster 3D
rendering without a significant risk of worse light field rendering results. Only the optical
flow approach might not work well, probably because of the denoising smoothing that causes
the block matching to fail due to vanishing details in nearby blocks.

4.3 Post processing

Figure 11 shows that post processing of input data captured in a logarithmic color profile
distorts the rendered result significantly. This leads to the conclusion that post processing of
the image needs to be performed at the very end of the rendering pipeline on the resulting novel
view. Although applying the color grading on the input data might lead to fewer operations,
the visual quality loss is way too significant.

(a) linear (b) logarithmic

Fig.9 The normalized color-intensity histograms, corresponding to images in Fig. 2, show that a logarithmic
color space reveals more color details in the middle of the color range and eliminates aggregation of colors at
the end of the range
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Fig. 10 The effect of denoising on the visual quality of the novel view synthesis in light field rendering is
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Fig. 11 The improvement is negative in all cases. Therefore, post processing of the input log data is not a
viable option
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5 Conclusion

This paper compared different color profiles that are currently widely used in the cinematog-
raphy and photography industry. They were compared in light field rendering scenario. The
input images, representing a discrete light field, were produced in different color profiles
and used to render a novel view. The results of the conducted experiments showed that the
logarithmic color profiles are more suitable to be the input of light field rendering methods.
The visual quality of the novel views was significantly higher. CanonLog3 proved to be the
best color profile to be used for a novel view synthesis in light field rendering. This does
not mean that only Canon cameras that use this profile are to be used for light field acquisi-
tion. When using synthetic scenes, this profile can be simulated. When real-life scenes are
captured, the profile can be applied to the raw data afterwards or a similar profile can be
used during the capture. As shown in the measurements, other logarithmic profiles used in
professional cameras from other companies, such as V-Log, S-Log, N-Log, or F-Log, yield a
comparable improvement in quality. The logarithmic mode available in most DSLR (digital
single-lens reflex camera) or mirrorless cameras would suffice.

In order to make the synthesized result visually appealing, color grading is necessary.
The experimental results show that the position of the color grading process in the rendering
pipeline can significantly affect the resulting quality. The color grading needs to be applied
at the very end of the pipeline and not at the beginning as the user might suggest because of
the lower number of necessary processing operations. Additionally, this paper revealed that
denoising of the input data can also lead to better quality view synthesis in case of focus-map
based light field rendering methods.

The three methods and six scenes used in the measurements were selected to cover the
common and disjoint categories to avoid bias and provide general results. However, other
scenes might exist that would yield better results when using different color profiles than
suggested. The logarithmic profiles showed significant quality gain which still justifies their
general usage. CanonLog3 might not necessarily be the best profile for all types of data.
Nevertheless, the findings in this study suggest that the user can safely start capturing light
fields in logarithmic profiles and select possible alternatives in this category. Various light field
rendering methods can be adjusted with parameters, such as the size of disparity searching
windows etc. These settings might also play a role in the interpolation, regarding color profile
used. This study is limited to a general overview. It does not focus on detailed settings of
specific methods, as this might be a topic for future work.

This paper provides important information for future light field rendering methods. The
methods used in this paper belong to the state of the art and expect the standard sSRGB input.
Future methods might be specially designed to exploit the characteristics of the logarithmic
color profiles, which can lead to a more convenient and optimal light field capturing and
rendering process. A custom color profile, specifically designed for light field rendering
might be proposed in future work. This paper serves as a good starting point for the possible
light-field-friendly color profile proposal. The correct choice of a color profile might be even
more crucial when working with 10-bit, 16-bit, float, or HDR data. These formats need to be
investigated further and experimentally measured in the future.
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