Multimedia Tools and Applications
https://doi.org/10.1007/511042-024-18865-x

®

Check for
updates

Context feature fusion and enhanced non-maximum
suppression for pedestrian detection in crowded scenes

Yu Shao' - Jianhua Hu? . Lihua Hu'® - Jifu Zhang' - Xinbo Wang?

Received: 30 October 2023 / Revised: 27 February 2024 / Accepted: 29 February 2024
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2024

Abstract

Pedestrian detection has a wide range of applications in the field of multimedia, and signifi-
cant progress has been made. However, in densely populated scenes, there are two problems:
occlusion and mistake suppression of overlapping bounding boxes, which lead to false pos-
itives and false negatives, thereby degrading overall performance. To tackle these problems,
firstly, by leveraging contextual information to capture correlations between pedestrians and
backgrounds, we propose the Context Feature Fusion Module (CFFM), which alleviates the
absence of crucial features caused by occlusion. Secondly, by combining the intersection
over Union (IoU) and the distance between center points of overlapping bounding boxes,
we propose Distance Set Non-Maximization Suppression (DSNMS), which tackles error
suppression of overlapping bounding boxes. Finally, extensive experiments were conducted
on the CrowdHuman dataset, yielding remarkable results for our method with an Average
Precision (AP) of 91.22%, a Log average miss rate (MR ~2) of 40.26%, and a Jaccard Index
(JI) of 83.54%. Furthermore, the visualization results of real-world scenes further validate
the efficacy of our proposed method.
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1 Introduction

Pedestrian detection is a computer vision task that involves accurately recognizing and locat-
ing pedestrians. It has various applications in the multimedia field, such as self-driving [1],
video surveillance [2], multiple object tracking [20], and robotics [46]. Specifically, in multi-
object tracking, accurate positioning information relies on effective pedestrian detection.
Similarly, for self-driving systems to effectively take avoidance or deceleration measures, it
is crucial to precisely detect and determine the position of pedestrians.

Currently, in low population density scenarios, general object detection [3, 5, 9, 11-14,
21, 24-26, 28, 29, 31, 32, 38, 39] has been proven to be excellent at detecting pedestrians.
However, in crowded scenes with high pedestrian density, there will be serious occlusion and
overlap between pedestrians. Consequently, the detector fails to accurately distinguish the
instances, resulting in greatly reduced performance of general object detection.

Previous works [4, 7, 8, 18, 27, 33, 34, 36, 37, 40, 41, 44, 45] have tried to solve the above
problems from different perspectives. However, they seem to overlook two crucial aspects:(1)
The significance of contextual features in addressing the occlusion problem was overlooked
by previous studies. Contextual information enables the exploration of relationships between
pedestrians and their surroundings, thus helping to alleviate the problem of missing important
features caused by occlusion. (2) In the post-processing stage, only relying on Intersection
over Union (IoU) [19] as the suppression condition cannot effectively distinguish overlapping
bounding boxes. This is because IoU mainly focuses on the degree of overlap, while in high-
density crowded scenes, bounding boxes usually have the characteristic of overlapping each
other.

In this paper, we propose a new method for pedestrian detection in crowded scenes. Firstly,
we design the Context Feature Fusion Module (CFFM) to generate rich context informa-
tion, which enhances a comprehensive understanding of occluded pedestrians by exploiting
the relationship between pedestrians and surroundings. Secondly, inspired by Set NMS in
CrowdDet [8], we propose Distance Set Non-Maximization Suppression (DSNMS), which
combines the center distance and IoU of bounding boxes as new suppression conditions,
to address the issue of falsely suppressing overlapping bounding boxes when relying solely
on IoU. By designing CFFM and DSNMS, excellent performance is achieved in crowded
pedestrian detection, which will also support us in playing a role in the field of dense crowd
counting, dense crowd tracking, and autonomous driving in complex scenes.

The main contributions are summarised as follows:

e We propose the Context Feature Fusion Module (CFFM), which counteracts the impact
of occlusion by leveraging contextual features to capture the relationship between pedes-
trians and backgrounds.

e The Distance Set Non-Maximization Suppression (DSNMS) is implemented to overcome
incorrect suppression of overlapping bounding boxes.

e Our proposed method has been effectively demonstrated on the CrowdHuman [35] dataset
and further verified by visualization in real-world scenes.

The paper is structured as follows: Section 2 reviews related work. Section 3 describes
the CrowdDet [8] baseline. The proposed CFFM and DSNMS are described in Section 4.
Section 5 shows the experimental results and visualizations of the proposed method. Finally,
Section 6 is devoted to conclusion.
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2 Related work

Here, we briefly review two types of pedestrian recognition algorithms in brief: the first
type is intended to be applied in general scenarios, whereas the second type is designed for
crowded scenarios.

2.1 General object detection

For sparsely populated scenes, general object detection methods exhibit effective capabilities,
which can be divided into traditional methods and deep learning methods.

Traditional methods typically rely on manual feature extraction, such as haar features
[24], histogram of oriented gradients (HOG) [9], local binary pattern (LBP) [31], and scale-
invariant feature transform (SIFT) [29]. All of the above algorithms perform favorably in
simple and sparse pedestrian scenarios. However, when confronted with crowded scenes,
traditional methods struggle to handle complex extreme occlusion and overlapping.

As a result of the development of deep learning, there are now two types of detection
algorithms: anchor-based and anchor-free. Among anchor-based detection algorithms, two
categories can be further divided. The first one is the two-stage detection algorithms [5, 13,
14, 25, 32], which exhibit high accuracy but suffer from slower detection speeds. The other
is one-stage algorithms [3, 26, 28, 39], which provide faster detection capabilities and are
suitable for real-time tasks but are more prone to localization errors. Recently, anchor-free
detection algorithms [11, 12, 21, 38] have also been developed, They remove the difficulty
of setting hyperparameters caused by anchors, However, a new problem arises in accurately
defining and distinguishing between positive and negative samples.

In summary, the aforementioned algorithms excel in simple and sparse pedestrian sce-
narios. Nonetheless, in scenarios with a high density of pedestrians, general methods may
struggle to capture the relative position and response to occlusion between pedestrians, result-
ing in insufficient adaptation of the model to the complexities of crowded scenes.

2.2 Crowded pedestrian detection

In crowded scenes, the high pedestrian density and mutual occlusion pose novel challenges
for pedestrian detection. Consequently, extensive research has been conducted in this specific
domain, with the employed methodologies being presented as follows.

e Part-based detection Using prior knowledge and the visible parts of the pedestrians,
the occlusion problem is solved by segmenting the human body into components. Typical
methods include: Tian et al. [37] identified pedestrians based on the highest score in the
part detector. Zhou et al. [44] accomplished detection by exploiting correlations between
different body parts. Chi et al. [7] proposed the JointDet, which utilizes the structural
relationship between the head and body for joint detection. These methods effectively
mitigate occlusion effects and enhance detection performance. However, they exhibit
high training complexity that necessitates the separate identification of different body
parts.

e Improving loss function The loss function has received a lot of attention and is an
essential part of pedestrian detection methods. Wang et al. [41] proposed the Repulsion
Loss, which enhances localization ability by attracting its proposals and repulsing from
surrounding ones. Earth Mover’s Distance (EMD) Loss [8] proposed by CrowdDet,
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which aims to ensure that multiple predictions of proposals can be matched with the
best targets. Building upon the EMD Loss, the Repulsion Loss of Minimum (RLM)
[36] was introduced to consider the inter-proposal relationships and further enhance
detection performance. These methods are essential for improving pedestrian detection
performance. However, current designs for loss functions do not adequately consider the
complexity of occlusion conditions.

o Improving NMS Non-Maximization Suppression (NMS) [30] is used to remove the
excess bounding boxes generated during the detection process. Bodla et al. [4] introduced
Soft-NMS, which attenuates the scores of overlapping proposals and retains only the
one with the highest score, thereby suppressing other redundant boxes. Liu et al. [27]
proposed Adaptive NMS, which dynamically adjusts the threshold of NMS based on
crowd density. Huang et al. [18] presented Representative Region NMS (R?NMS), which
uses visible parts of targets as judgment criteria to suppress redundant boxes. Zhou et al.
[45] introduced NOH-NMS, which employs a Gaussian distribution to locate objects
near each box and enhance detection efficiency.

o Other methods Wang et al. [40] proposed the DeFCN, which achieves superior per-
formance by employing a prediction-aware one-to-one label assignment strategy. Danila
Rukhovich et al. [33] introduced IterDet, which is specifically designed to mitigate dupli-
cate detection. Shang et al. [34] presented the V2F-Net, which enhances performance by
decomposing occluded pedestrians into visible region detection and full-body estimation.

According to the above analysis, the complexity of the real world presents numerous
problems for crowded pedestrian detection, even with the advancements made by earlier
works. Therefore, further research and improvements are required to improve the accuracy
and robustness of crowded pedestrian detection.

3 CrowdDet baseline

Our work builds upon the framework of CrowdDet. For the sake of completeness, we provide
a brief description of the baseline in this section; interested readers can find more information
in [8]. Next, we present the issue formulation.

3.1 CrowdDet baseline

CrowdDet is an anchor-based object detector, the core idea of CrowdDet is to generate
multiple predictions from a single proposal, as depicted in Fig. 1 (cited from [8]). Firstly,
EMD loss is suggested in order to improve the correspondence between the ground-truth and
projections. Secondly, Set NMS is proposed to eliminate redundant boxes by determining
whether two overlapping boxes originate from the same proposal, and if so, the suppression
process is skipped. Finally, an optional Refinement Module (RM) is introduced to enhance
detection results further.

3.2 Problem formulation
CrowdDet has achieved good performance in crowded pedestrian detection. However, it still

faces the persistent challenge of false positives and false negatives. Figure 2 illustrates the
problems in CrowdDet.
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Fig.1 CrowdDet baseline.(cited from [8])

In Fig. 2(a), The main features of the woman wearing red are conspicuously absent due to
occlusion, and she has a comparable hair color with the man beside her, causing the detector
to perceive them as a single entity, resulting in a false negative. Additionally, redundant
bounding boxes are retained in the detection results shown in Fig. 2(b), causing false positives.
To address the above issue, we adopt a different method. Regarding the problem in Fig. 2(a),
we propose CFFM to leverage contextual information for mining the correlation between
pedestrians and background, thereby mitigating errors caused by occlusion. As for Fig. 2(b),
we solve this problem by proposing DSNMS, which no longer uses IoU as the condition for
removing redundant bounding boxes.

4 Our method

In this section, the Network structure of our detector is described, and then the Context Feature
Fusion Module (CFFM) and the Distance Set Non-Maximization Suppression (DSNMS) are
introduced in detail.
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(b)

Fig. 2 Detection results of CrowdDet, where the red dashed line in (a) represents false negatives, and the
yellow dashed line in (b) represents false positives

4.1 Network structure

The network structure of our detector is shown in Fig. 3. Firstly, we employ resnet50 [15]
as the backbone, it is composed of five parts, namely convl, conv.layer_2, conv.layer_3,
conv.layer_4 and conv.layer_5. Downsampling is employed between each part to reduce the
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Fig.3 Network structure of our detector
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feature map size by half while doubling the number of channels. Max pooling is utilized for
downsampling in conv1, while the subsequent four parts are built by stacking 3x3 and 1x1
convolutional layers with stack counts of 3, 4, 6 and 3, respectively. Input image C for feature
extraction to obtain a series of feature layers {C1, C2, C3, C4, C5}.

Secondly, the feature layer C5 is subsequently fed into the Contextual Feature Fusion
Module (CFFM) to facilitate contextual feature fusion, resulting in the generation of feature
F. (The detailed structure of CFFM will be elaborated in Section 4.2) The features F and C5
are added and subsequently fed into the Feature Pyramid Network (FPN) [25] along with
{C2, C3, C4} for feature fusion. FPN performs upsampling on the higher layer feature map,
applies a 1 x 1 convolution to adjust the channel dimensions of the lower layer feature map,
and then element-wise adds the results of upsampling and convolution to obtain {M2, M3,
M4, M5}. Finally, a 33 convolution operation is applied to {M2, M3, M4, M5} to generate
the feature layers {P2, P3, P4, PS5}, while P5 undergoes an additional convolution operation,
resulting in P6, which is half the size of P5. These features constitute the final output {P2,
P3, P4, PS5, P6}.

Subsequently, the Region Proposal Network (RPN) [32] is employed to generate proposals
for each feature map. In RPN, there are two 1x 1 conv branches, one is classified as target or
background by softmax, and the other branch calculates accurate proposals by determining
offsets with respect to the original image coordinates. To ensure effective supervision, RPN
utilizes the following loss function:

Lo = Lrpn_cls + Lrpn_reg 1

where L;,,_cs is the Cross-Entropy classification loss and L, ,_reg is the Smooth-L1 bound-
ing box regression loss. RoIAlign [16] is used to unify the resulting proposals. After two
fully connected layers, we predicted a set of instances using each proposal box proposed by
CrowdDet. As shown in Fig. 1, for every proposal, two predictions are generated, and the
prediction set and instance set of the proposal box was minimized using the EMD loss, which
is shown in (2):

k
Lbi) = min " [Las(c; gnk) + Lreg (1), 0] 2
k=1

Where b; is the ith proposal box and 7 represents a particular permutation 1, 2, ..., k, the
kthentryis g, cl?k) and / i(k) are the category and relative coordinates of the k¢ prediction of b;
respectively, and g, is the groundtruth of 7rx.. Ly (.) and Ly (.) stand for classification and
regression loss functions correspondingly. Simultaneously, we use the Refinement module
to make a second prediction to improve the effect.

In the subsequent section, we will introduce the CFFM and the DSNMS in detail.

4.2 Context Feature Fusion Module (CFFM)

As mentioned in Section 3, CrowdDet also faces the challenge of error detection when
dealing with occlusion. The presence of occlusion diminishes the effectiveness of feature
extraction, resulting in the entire omission of some subjects and the incorrect treatment of
two pedestrians as one entity. We think that combining multi-scale contextual information is
useful for gaining a comprehensive understanding of the object, and can effectively alleviate
the impact of occlusion. Therefore, inspired by earlier research [6] and [23], we propose the
Context Feature Fusion Module (CFFM), whose structure is shown in Fig. 4.
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Fig. 4 Context Feature Fusion Module (CFFM). (Wy with Relu activation function, Ws without activation
function, © denotes the local matrix multiplication operation)

Firstly, to obtain contextual information in different receptive fields, the feature layer C5 is
expanded by multi-path dilated convolutional layers [42] with different rates (e.g., rate =3, 6,
12, 18, and 24). Secondly, in order to effectively integrate multi-scale information, the dense
connections [17] are employed, where the output of each dilation layer is concatenated with
the input feature maps and then fed into the next dilated layer. Thirdly, to maintain coarse-
grained information, the outputs of all dilated layers are concatenated and inputted intoa 1 x
1 convolutional layer, which fuses the coarse-grained and fine-grained features to generate
the context feature X. In order to save computational resources while retaining precise object
position information, we use normal convolutions instead of deformable convolutions. This
process can be described as following equations:

a3 = f3(Cs) 3)

ae¢ = fe(concat(az, Cs)) “)

a2 = fia2(concat(ag, concat(az, Cs))) 5)

aig = fig(concat(ayz, concat(ag, concat(asz, Cs)))) (6)

azs = fra(concat(ais, concat(ayy, concat(ae, concat(az, Cs))))) (7)
a = concat(as, de, a12, a1, a24) ®)

X = GroupNorm(Conv(a)) 9)

Here, concat (-) represents the concatenation operation in the channel dimension. f;(-) is
dense block, which internal operation is shown in Fig. 5.

!
Group Norm

Fig. 5 The architecture of dense block. This includes the group normalization operation, ReLU activation
function, dilation convolution, and dropout operation
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Fourthly, the keys(K), queries(Q), and values(V') are defined as K = X, Q0 = X, and
V = X Wy, respectively. The k x k group convolution [23] is used for neighbor keys within
the k x k spatial grid and is performed to provide context for each key representation. K ! is
obtained, which naturally reflects the static context information between local adjacent keys
and is the static context information representation of feature X. Next, concatenating K !
and Q, performing two 1 x 1 convolutions (Wy with Relu activation function, W without
activation function) to obtain the attention matrix A:

A=[K' Q] WsWs (10)

Instead of using isolated query-key pairs, the attention matrix A is learned based on query
feature Q and contextualized key features K . This way enhances self-attention learning by
mining additional guidance from the static context K '. Next, based on the context attention
matrix A, the attended feature map K2 is computed by aggregating all values V in typical
self-attention (© denotes the local matrix multiplication operation):

K2=VoA (11

K? is a dynamic contextual representation of input feature X because it captures the
dynamic feature interactions among inputs. Finally, the output F is obtained by integrating
the static context K ! and dynamic context K 2 through the attention mechanism [22]. At this
point, F' possesses rich multi-scale static and dynamic context information.

4.3 Distance Set Non-Maximization Suppression (DSNMS)

Non-Maximum Suppression (NMS) plays a key role in pedestrian detection. It is used twice
in this task: first, in the network training phase, NMS is used to eliminate redundant propos-
als generated by RPN; the second time is in the prediction stage, which aims to eliminate
redundant prediction boxes on the same target. Our proposed algorithm is only applied to
the prediction process. Intersection over Union (IoU) is a crucial definition in NMS, which
evaluates the overlap between two bounding boxes. IoU As originally defined, IoU quantifies
the proportion of overlap between the proposal and the ground truth by calculating the ratio
of their intersection to their union. This ratio is then compared against a predefined threshold;
if it exceeds this threshold, the proposed box is classified as a positive sample; otherwise,
it is considered negative. The mathematical expression for calculating IoU can be found in
(12).

12)

A and B denote the proposal box and the ground truth, respectively.

For CrowdDet, Set NMS employs IoU as a suppression condition to eliminate redundant
bounding boxes during the post-processing stage. The expression of Set NMS is presented
in (13), where S; represents the confidence score corresponding to the ith bounding box, M
denotes the bounding box with the highest confidence score, b; denotes the ith bounding box
among the remaining ones, C) indicates the set index where M is located, Cy,, signifies the
set index where b; is located, N; represents the threshold value. The specific process of Set
NMS is as follows:

L S,' IOU(M,bi)<Nl (13)
"7 o 1oUM, b)) = Ny and Cy # Ci,
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Firstly, the bounding boxes are sorted in descending order based on their confidence scores,
and the box M with the highest confidence score is obtained. Subsequently, the IoU value is
computed between M and each remaining bounding box b;. If the IoU value exceeds or is
equal to a predefined threshold and they do not belong to the same set (i.e., M and b; do not
come from the same proposal), then the confidence score for b; is set to 0, and it is rejected
for further consideration. This iterative process continues until all redundant boxes have been
eliminated.

The Set NMS algorithm methodologies the similarity of bounding boxes by IoU, focusing
on the extent of overlap. However, in crowded scenes, the bounding boxes themselves are
very overlapping, therefore, relying solely on IoU becomes inadequate. To address this issue,
DIoU [43] incorporates center distance, overlap rate, and scale size of the bounding box. In
this study, we adopt DIoU [43] as the suppression criterion for Set NMS and propose a novel
approach named DSNMS. The calculation process of DIoU is shown in (14).

p*(b, b&")

DIoU = IoU — ——

(14)

c

Where b, b8’ represent the center of the bounding box and the ground truth, respectively;

p represents the Euclidean distance between the two centers, and ¢ represents the diagonal

distance of the minimum enclosed region that contains both bounding box and ground truth.
The calculation function of the DSNMS algorithm is shown in (15):

g _ |Si 10U = Rprou(M.bi) < N (15)
" |0 IoU — Rprou(M, b;) = N; and Cy # Cy,

The confidence score corresponding to the ith bounding box is denoted as S;; where M
represents the bounding box with the highest confidence score; b; denotes the ith bounding
box in the remaining bounding box;Cy and Cj, represent the set indices where M and
b; are located respectively; N, is the threshold value; Rpj,u (M, b;) represents the DIoU
between bounding boxe M and b;. Assume that there are large IoU and distance values
between bounding boxes, in this way, it becomes possible to identify multiple bounding
boxes without rejecting them, thereby reducing the number of missed and false detections.
The specific process is shown in Algorithm 1.

5 Experiments

The experiments conducted in this section aim to evaluate the performance of our method
and assess its applicability in real-world scenarios. The subsequent subsections provide a
comprehensive description of our experimental process, the obtained results, and its influence
on practical pedestrian detection.

5.1 Datasets

To achieve a direct and fair comparison, we provide the experimental results in the following
two datasets:

(1) CrowdHuman [35]: It consists of 15,000 training images, 4,370 validation images, and
5,000 test images. Notably, the dataset exhibits a high person density with an average of 23
instances per image. Moreover, it provides three types of bounding box annotations for each
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Algorithm 1 Pseudo code of DSNMS.
Require:

1: B={b1,by,.... b5}, S = {s1,52, ... Su}, N¢
2: B is the list of initial detection boxes.

3: S contains corresponding detection scores.
4: C contains the set index.

5: Nt is the threshold of the DSNMS algorithm.
Ensure:

6: D is the final detection results.

7. D <« o

8: while B # @ do

9:  m < argmax S,

10: M <« by,

1: D« DUM;B<«~B-M

12:  for b; in B do

13: if DIoU(M,b;) > Ny and Cpy # Cp, then
14: B(*B*b,’,S(*S*S,’

15: end if

16:  end for

17: end while

pedestrian instance: head bounding box, visible area bounding box, and full body bounding
box.

(2) Our dataset: We took 100 pictures of crowded pedestrians in real situations and made
predictions to further verify the actual effect of the proposed method. In addition, to verify the
robustness of our method, we collected 200 images of severe weather for dense pedestrians
in real-life challenging weather conditions, such as fog and snow.

5.2 Evaluation metrics

We utilize the following metrics for evaluation:

AP: Averaged Precision (AP) reflects the precision and recall of the detection results. The
larger the AP, the better the performance.

MR™2 [10]: Log average miss rate (M R™2) is a widely adopted metric for evaluating
pedestrian detection, as shown in (16). False Negative (F N) refers to instances predicted as
negative but actually positive. Conversely, True Positive (7 P) denotes cases where both the
prediction and actuality are positive. A smaller value of MR value corresponds to superior
performance.

) FN
MR “ =

- (16)
TP+ FN

JI[28]: The Jaccard index (JI) primarily assesses the level of overlap between the predicted
set P and the ground truth label set G, as depicted in (17). A higher JI indicates superior
performance.

[P NG|
=— 17
|PUG]|

5.3 Implementation details

In this paper, we employ CrowdDet as the baseline and train our model on a single NVIDIA
RTX 2080Ti GPU. To initialize the network weights, we utilize the ResNet50 pre-trained
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Table 1 Ablation study. (The best

. -2
results are highlighted in bold.) Baseline CFFM DSNMS AP% MR™“% %

v x X 90.48 41.68 82.47
v v X 90.99 40.48 83.33
v x v 90.74 41.44 82.72
v v v 91.22 40.26 83.54

weights provided by the official CrowdDet. To normalize the size of the inputimage, we resize
it to 800 pixels on the short side and 1400 pixels on the long side. We train for 50 epochs
using SGD with momentum 0.9 as an optimizer. The initial learning rate is 1.25 x 1e™3, with
decay rates of 0.1 and 0.01 at the 40th and 45th epochs, respectively. The batch size is set to
4, and the post-processing threshold is set to 0.5.

5.4 Ablation study

Ablation studies are conducted to understand better how different choices affect the perfor-
mance of our proposed method. The experimental results are presented in Table 1. Analysis
of the results reveals that:

(1) When we adopted the CFFM, it obviously improved all the indicators. Notably, there
was a 0.51% increase in AP and a 0.86% increase in JI, indicating enhanced detection
capabilities for instances. What’s more, we found that MR~ also reduced by a large
margin, at 1.2%, suggesting that CFFM did not introduce more false predictions, and
through the fusion of contextual information, enhanced the overall understanding of
pedestrians and correctly detected pedestrians with occlusions and small scales.

(2) When switching the Set NMS in the baseline to DSNMS, we observe a 0.26% boost in
AP, a 0.24% reduction in MR~2, and 2 0.25% improvement in JI. Therefore, for this task,
adopting DIoU, which considers both the overlap area and center point distance between
two bounding boxes during suppression, yields better performance than relying on IoU.

(3) The proposed method achieves the best results by utilizing both CFFM and DSNMS,
demonstrating excellent detection performance with AP, MR, and JI scores of 91.22%,
40.26%, and 83.54% respectively. Our experimental results indicate that compared to the
baseline method, our approach yields a significant improvement in AP (0.74%) and JI
(1.07%), while also reducing MR~2 by 1.42%. These results validate the effectiveness
of our proposed method.

5.5 Comparative experiments

In order to facilitate a comprehensive quantitative comparison with state-of-the-art competi-
tors, we use the CrowdHuman dataset as the base dataset, and the results are presented in
Table 2, clearly demonstrating that:

(1) For crowded scenes with high density, our proposed method has a relative improvement
over the general detection methods, such as FPN and Cascade R-CNN. As can be observed
from Table 2, when compared to FPN, our method delivers 4.57% improvement in AP,
2.17% reduction in MR~2, and 4.05% improvement in JI. Compared with Cascade R-
CNN, our method improves by 5.62% on AP, 2.94% on JI, and reduces by 2.74% on
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::gleiifnei???;;?g/:st results are Methods AP% MR™2% %

highlighted in bold.) FPN [25] 86.65 42.43 79.49
CascadeR-CNN [5] 85.6 43.0 80.6
JointDet [7] — 46.5 —
CrowdDet [8] 90.7 414 82.3
MFPN [36] 90.96 40.24 83.12
Soft-NMS [4] 88.2 429 79.8
Adaptive NMS [27] 84.71 49.73 -
RZNMS [18] 89.29 4335 -
NOH-NMS [45] 89.0 439 -
DeFCN [40] 89.1 489 -
IterDet [33] 88.08 49.44 -
V2F-Net [34] 91.03 4228 -
Ours 91.22 40.26 83.54

2

3

“)

(&)

MR 2. The rationale for these enhancements is that in conditions with dense crowds,
occlusion, and relative position relationships among individuals, FPN and Cascade R-
CNN might not adequately account for these intricate variables. However, our approach
addresses the complications by making use of the interaction between pedestrians and
the background, demonstrating more notable benefits in indications.

Compared with part-based detection methods, typically such as JointDet, our method
significantly reduces MR 2 indicating its superiority in false positives. Specifically, our
method achieves a 6.24% reduction. We analyze the possible reasons as follows: the
change of pedestrian pose has a significant impact on the performance of JointDet.

In contrast to the improving loss function method, such as MFPN (which enhances the
EMD loss function proposed in CrowdDet), our method maintains similar performance
in terms of MR 2 but achieves an improvement of 0.26% in AP, and achieves an improve-
ment of 0.42% in JI. This improvement is from deeper thinking about the problem, and
we argue that MFPN does not fully consider the critical role of contextual features for
crowded pedestrian detection in its design. Our method emphasizes contextual features,
which improves detection accuracy and robustness by better capturing the interrelation
and relative position of pedestrians in dense environments.

Compared with the improving NMS method, such as Soft-NMS, Our method improves
3.02% in AP, decreases 2.64% in MR ™2, and improves 3.74% in JI. The improvement
can be attributed to the multiple advantages of our method, with one key factor being
the enhancement of the NMS method and a particular emphasis on addressing false
detections caused by occlusion and pose changes.

The AP, MR, and JI values of our method are higher than other methods, such as Crowd-
Det, MFPN, DeFCN, IterDet, and V2F-Net. Specifically, compared with the classical
IterDet, the performance of our method is improved by 3.14% in AP and reduced by
9.18% in MR 2. This indicates the good performance of the proposed method in crowded
scenes.
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Table 3 Robustness experiments

) : Methods AP% MR™2% 1%
with randomly erased pixels on
the CrowdHuman-1 dataset. (The ¢ et 88.14 44.61 80.39
best results are highlighted in
bold.) FPN 84.49 45.44 77.48
RetinaNet 79.75 58.42 71.28
Ours 89.86 42.06 81.79

5.6 Robustness experiments

To evaluate the performance of our method under adverse factors such as poor image quality,
we constructed two new datasets based on the CrowdHuman dataset, named CrowdHuman-
1 and CrowdHuman-2, respectively. Our comparison methods include CrowdDet [8], FPN
[25], RetinaNet [26], etc. Specifically:

Firstly, to verify the robustness of our method in severely occluded environments, we have
constructed a new dataset CrowdHuman-1 based on the CrowdHuman dataset. Compared
to the images in the CrowdHuman dataset, each image in the CrowdHuman-1 dataset is
randomly pixel erased, which is 3% to 8% of the entire image, and the aspect ratio of the
erased area varies between 0.3 and 1. The experimental results are presented in Table 3.

Compared with Table 2, we can conclude that:

1) Under the CrowdHuman-1 dataset, all evaluation metrics of these four methods have
decreased. Specifically, our method reduces AP by 1.36%, MR~2 decreases by 1.8%,
and JI decreases by 1.75%. In contrast, the baseline method shows a larger decrease
of 2.56% on AP, 3.21% on MR~2, and 1.91% on JI. Furthermore, FPN demonstrates
reductions of 2.16% on AP, 3.01% on MR~ 2, and 2.01% on J1 as well.

2) Compared with CrowdDet and FPN, our method exhibits minimal performance degra-
dation.

3) Based on the above results, it is evident that CFFM has a preferable performance in severe
occlusion environments, and it can effectively address occlusion problems. Section 5.7
provides visualizations of detection results for both the baseline and our method, further
confirming the robustness of our method to adverse effects caused by the random erasure
of pixels.

Secondly, to diminish the image quality, we have constructed a new dataset CrowdHuman-
2 based on CrowdHuman dataset. In CrowdHuman-2, we add Gaussian noise with a mean
of 0 and a standard deviation of 20 to each image. The experimental results are presented in
Table 4.

Based on Table 4, we can conclude that:

1) Our method achieves an AP of 87.33%, MR 2 of 45.10%, and JI of 78.18%.

Table 4 Robustness experiments

-2
with the addition of Gaussian Methods AP% MR™"% %
noise on the CrowdHuman-2 CrowdDet 86.72 473 77.26
dataset. (The best results are
highlighted in bold.) FPN 83.00 48.30 75.08
RetinaNet 78.75 60.83 69.78
Ours 87.33 45.10 78.18
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Fig. 6 Visualization of the CrowdHuman dataset. (a) stands for the original images, (b) stands for FPN
detection results, (c) stands for CrowdDet baseline detection results, and (d) stands for our method detection
results. The yellow dashed line indicates false positive instances, while the red dashed line indicates false
negatives
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Fig.7 Visualization results under the CrowdHuman-1 dataset. (a) stands for the original image, (b) stands for
the image with randomly erased pixels, (c) stands for the CrowdDet baseline detection results, and (d) stands
for the detection results of our method. Yellow dashed lines represent false positive instances and red dashed
lines represent false negative instances

2) Compared to the baseline, our method improves by 0.61% on AP, 2.2% on MR~2, and
0.92% on J1. There are fewer missed detections and false detections in our method, which
also shows that our method has certain robustness in dealing with Gaussian noise.

5.7 Visualization of the crowdHuman dataset

In this section, we present partial visualizations based on the CrowdHuman dataset. The
figures in Fig. 6 display the outcomes of FPN, CrowdDet baseline, and our method. under
the CrowdHuman dataset. Figure 7 showcases the visualization results of the baseline and
our method under the CrowdHuman-1 dataset. Furthermore, Fig. 8 demonstrates the visu-
alization results of both the baseline and our method under the CrowdHuman-2 dataset.
Visual analysis reveals that FPN and the baseline exhibit inaccuracies in detecting severely
occluded pedestrians in certain instances, and are seriously affected by noise. Conversely, our
method exhibits comprehensive and accurate pedestrian detection capabilities with notable
robustness against severe occlusion and noise.
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(a) (b) (c) (d)

Fig.8 Visualization results under the CrowdHuman-2 dataset. (a) stands for the original image, (b) stands for
the image with Gaussian noise incorporated, (c) stands for the CrowdDet baseline detection results, and (d)
stands for the detection results of our method. Yellow dashed lines represent false positive instances and red
dashed lines represent false negative instances

Fig. 9 Visualization results of dense pedestrians in realistic scenarios. (a) stands for the original images, (b)
stands for FPN detection results, (¢) stands for CrowdDet baseline detection results, and (d) stands for our
method detection results. The yellow dashed line indicates false positive instances, while the red dashed line
indicates false negatives
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Fig. 10 Visualization results of dense pedestrians in bad weather. (a) stands for the original images, (b) stands
for FPN detection results, (c) stands for CrowdDet baseline detection results, and (d) stands for our method
detection results. The yellow dashed line indicates false positive instances, while the red dashed line indicates
false negatives

5.8 Visualization of our dataset

To verify the effectiveness and robustness of our method in real-world scenarios, 100 dense
pedestrian images in common scenarios and 200 dense pedestrian images in bad weather are
collected. Partial detection results of CrowdDet, FPN, and our method are shown in Figs. 9 and
10. It can be seen that our method can effectively reduce false positives and false negatives.
This outcome not only signifies theoretical advancements but also holds significant practical
implications for ensuring safety and efficiency within densely populated environments.

6 Conclusion

In this paper, we observe that occlusions and overlapping bounding boxes are wrongly sup-
pressed in crowded scenes with high pedestrian density. Based on this observation, the Context
Feature Fusion Module (CFFM) and Distance Set Non-Maximization Suppression (DSNMS)
are proposed. Firstly, by exploiting the context information to fully explore the relationship
between pedestrians and their backgrounds, CFFM effectively solves the problem of missing
key features caused by occlusion. Secondly, the DSNMS improves error rejection in overlap-
ping bounding boxes by combining IoU and the distance between their center points. Finally,
extensive experiments and visualization results are presented to validate the performance of
our proposed method. Through a large number of experiments and visualization results, our
method shows excellent performance in the field of crowded pedestrian detection. Addition-
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ally, our method also has good robustness under conditions of bad weather and poor picture
quality. Therefore, our method is not only suitable for pedestrian detection in crowded sce-
narios, but also useful in other fields, such as intelligent traffic management, urban safety
monitoring, and pedestrian flow analysis tasks.

However, there is no free lunch. Here, we do not claim that our method is better than other
methods in all scenes, which is true. Since our method is based on two-stage, it has some
shortcomings, such as long running time. Therefore, we are currently engaged in developing
a lightweight architecture for future endeavors.
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