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Abstract
Emotions play a pivotal role in our everyday interactions, serving as a crucial indicator of
a speaker’s influence. Among various means of expression, facial emotions hold a special
prominence compared to hand gestures, body movements, and more. The expressions on the
face serve as a primary canvas for conveying these emotions. Numerous studies have intro-
duced approaches and models for recognizing emotions. However, it is important to note
that many of these approaches have been predominantly tested on datasets gathered in con-
trolled environments. In contrast, real-world environments are dynamic and unpredictable,
introducing numerous challenges to emotion recognition. The current study pursues a two-
way approach to emotion recognition. Firstly, the research introduces a novel face mask
dataset, which is designed for emotion recognition in a real-time setting. This dataset is
utilized in conjunction with a convolutional neural network (CNN), and multiple image pro-
cessing techniques are applied to the manually labeled face mask dataset. The second phase
explores emotion recognition through textual data, employing a range of features, including
hand-crafted, Word Embedding, Fast Text embedding, and Transformer models. The study
compares the models’ performance using original features versus convoluted features. The
study aims to provide valuable insights into emotion recognition through both textual and
face-masked data, contributing to our understanding of this important field.
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ANN Artificial Neural Network
CNN Convolutional Neural Network
COVID-2019 CoronaVirus disease 2019
ETC Extra Tree Classifier
LR Logistic Regression
RF Random Forest
RILFD Real Image-based Labelled Face Mask Dataset
SGD Stochastic Gradient Descent
SVM Support Vector Machine
TN True Negative
TP True Positive
WHO World Health Organization
VC Voting Classifier
IDF Inverse Document Frequency
TF Term Frequency
BERT Bidirectional Encoder Representations from Transformers
NLP Natural Language Processing
BiERU Bidirectional Emotional Recurrent Unit

1 Introduction

The emergence of new infectious diseases requires a suitable definition of cases which in
turn are significant for the surveillance of health services and clinical diagnosis. For the
establishment of effective interventions and speed of spread, tracking the cases over a time
period is crucial. Coronavirus was declared a pandemic on the 11th of March, 2019 by the
World Health Organization (WHO) [1]. The outbreak of COVID-19 has caused havoc around
the globe, influencing the societal and financial aspects of countries. It is one of the biggest
pandemics faced by the whole world. The life of every human being is greatly affected by
the COVID-19 pandemic [2]. The global pandemic puts a lot of pressure on the medical and
financial situation of every country. In 2020, WHO claimed that almost 75% of the world
countries’ healthcare systems were affected by this pandemic. In the beginning, the spread
of COVID-19 was limited to some Asian and European countries, but in the second half of
2020, COVID-19 spread to 220 countries of the world. The most distressing aspect of this
virus is that the latest iteration of COVID-19 spreads at an exponential rate and eventually
takes the forefront as the primary factor behind fatalities in numerous countries. The death
toll of this deadly virus has reached millions [3].

Now the world has changed completely and we are living in a situation of never-ending
change, inwhich howwe relate and talkwith others has been altered continuously [4]. Sharing
data progression about the pandemic in public is challenging regarding control, reaction,
readiness, government improvements, and media broadcasting [4, 5]. The emergency due
to COVID-19 is making certain circumstances that are uncommon for communities relating
to health [6]. In the advanced world, communication and information-related technologies
are significantly developed [7]. Likewise, COVID-19-related information and comments are
continuously spreading on social media. It creates tension and anxiety in the general public
and corrupts the information provided by the health authorities [8]. Lockdown urges people
to share and read COVID-19 experiences across various social networking sites. Social media
platforms with plenty of information either fake or real led people to spend most of the time
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[4]. People express their opinions about the COVID-19 pandemic, its medication, and how
different countries are dealing with this global pandemic on social networking sites. A large
amount of data is generated regarding COVID-19 across a range of social networking sites;
hence, the need for automatic approaches to analyze and classify the sentiments of the textual
content posted by a user is very important to obtain insights into people’s sentiments and
plan accordingly [9].

The surge in negative propaganda through social media platforms is becoming a critical
issue globally. These comments are creating great trouble in public. This situation causes a
significant increase in online data, but false and negative information is affecting the mindset
of people. Such misinformation can mislead the measures conveyed by the government and
authorities [10]. False information related to COVID-19 can create panic in public and can
lead to alarming situations, and authorities need to confirm original and genuine information
[11]. In literature, some researchers worked on public opinion on the news concerning the
COVID-19 epidemic [12–14]. Twitter, a microblogging and social media platform where
people share messages known as ’tweets’ has become the leading platform for sharing such
information. About five hundred million tweets and two hundred billion tweets per annum
have been posted on Twitter which makes it a significant data conversation platform among
the public globally [15]. Chakraborty et al. explained that a large number of COVID-19 tweets
contain positive sentiments. However, users primarily concentrate on amplifying tweets with
offensive language in the word frequency of their posts [16].

Authors applied dual contrastive learning approach for the detection of epistemic emotion
[17]. Zhang et al. [18] proposed a self-training classifier for emotion recognition using EEG
signals. Nie et al. [19] designed a framework based on common sense graph knowledge
and extracted topics from dialogues. Another study explored emotion detection in short
text using a multilabel KNN model [20]. False and fake information on social networking
sites like Twitter twists peoples’minds and people criticize governmental policies. Therefore,
analyzing the sentiments of people regardingCOVID-19 is very helpful in determining overall
sentiments taking corresponding actions, and devising appropriate policies for corrective
actions. In this regard, machine learning models can play an important role in analyzing
massive data which requires several experts. Various methods of feature engineering, both
independently and in combination with multiple text preprocessing techniques, are employed
to extract essential features. These features play a pivotal role in facilitating the precise
classification of COVID-19 tweets into two distinct categories: positive and negative. The
following contributions are made by this work, which employs machine learning to examine
the opinions of participants about COVID-19.

Emotion recognition in real-world, uncontrolled environments has become increasingly
significant across a range of fields. This capability plays a pivotal role in human-computer
interaction and has far-reaching effects in areas such as affective computing, healthcare,
marketing, and social robotics [21]. The capacity to understand and appropriately respond to
human emotions is particularly valuable in applications like virtual assistants and educational
software, as it fosters more authentic and empathetic interactions. Furthermore, in the realm
of healthcare, the skill to detect emotional states can significantly contribute to mental health
assessments and therapeutic interventions. It’s important to note that emotion recognition in
natural settings isn’t confined to tech-focused sectors; it extends to areas like security and
law enforcement, where the identification of emotional signals can be instrumental in threat
detection. With the application of machine learning methods and access to copious data
resources, this field is continuously progressing, delivering profound insights into human
behavior that have diverse and invaluable applications.
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Detection of face masks serves various practical purposes in real-world scenarios, includ-
ing remote monitoring of individuals and real-time biometrics, emotion recognition, and
many others. Notably, individuals with malicious intent often conceal their faces by cover-
ing the mouth area, presenting a challenge known as occulted face detection. Prior research
has addressed this issue by leveraging techniques such as head and shoulder shape analysis
[22]. However, the complexity escalates when multiple individuals need remote monitoring
for compliance with face mask regulations. Additionally, the global outbreak of the novel
coronavirus disease (COVID-19) has necessitated widespread mask usage, along with other
precautionary measures recommended by the World Health Organization (WHO) to combat
its rapid spread and the lack of a specific cure [23, 24]. The use of face masks has emerged as
a crucial strategy to mitigate the dire consequences of COVID-19. It has garnered widespread
acceptance as an effectivemeasure in curbing the virus’s transmission. Consequently, this has
placed global pressure on individuals to adhere to social distancing and embrace protective
measures to prevent the virus’s contagious spread. Despite significant vaccination efforts,
COVID-19 and its variants continue to pose threats, emphasizing the ongoing importance
of consistent mask usage in containing its dissemination and safeguarding individuals from
potential exposure.

– This research work is based on emotion recognition in two ways a) through textual data
and b) through face-masked recognition.

– The first phase of this research work that is based on textual data emotion recognition
makes use of many types of features such as hand-crafted, Word Embedding, Fast Text
embedding, and Transformer models.

– In the first phase, this study examined the performance of various supervised machine
learning models including extra tree classifier (ETC), random forest (RF), Naive Bayes
(NB), gradient boosting machine (GBM), stochastic gradient descent (SGD), logistic
regression (LR), and a voting classifier that merges SGD and LR. Additionally, the
research evaluated different feature engineering techniques such as term frequency (TF),
term frequency-inverse document frequency (TF-IDF), and the fusion of both feature
generation methods (TF+ TF-IDF) and FastText embedding. Furthermore, the study
compared the performance of the models using the original features versus convoluted
features.

– The efficacy of the proposed approach is contrasted with the performance of existing
models. Furthermore, bidirectional encoder representation from transformers (BERT)
models, such as BERT, PHS-BERT, and BioALBERT, were employed to compare their
performance.

– In the second phase of experiments, this research work makes use of its own designed
face mask dataset with a convolutional neural network (CNN) for emotion recognition
in a real-time environment.

– Multiple-image processing techniques are applied to the manually labeled face mask
dataset.

The paper’s structure is as follows: In Section 2, an examination of pertinent research and
methodology is presented. Section 3 delineates the dataset, the associated preparation pro-
cesses, and the intricate details of the suggested approaches. Furthermore, this section offers
insights into the cutting-edge models incorporated in the research. The results and observa-
tions are presented in Section 4. Finally, Section 6 concludes the study by summarizing the
findings and suggesting future research directions.
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2 Related work

Face mask-based emotion recognition has become an increasingly relevant and challenging
task in the wake of the COVID-19 pandemic, where widespread mask-wearing has become
a norm. Emotion recognition is vital in various applications, including healthcare, human-
computer interaction, and security systems. However, the presence of face masks poses a
significant obstacle to traditional facial expression analysis techniques, which rely on the
visibility of key facial landmarks. In recent research, innovative solutions have emerged to
address this challenge. One approach involves leveraging the visible facial regions above
the mask, such as the eyes and eyebrows, to infer emotions accurately. These regions con-
tain valuable information, including changes in eye gaze, eyelid movements, and eyebrow
configurations, which can indicate different emotional states [25].

Recent studies have explored the development of deep learning-based models to perform
emotion recognition inmasked faces. Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) have been applied to learn discriminative features from the limited
facial information available. Transfer learning techniques have also been employed, using
pre-trainedmodels on unmasked datasets to boost performance onmasked face images. Addi-
tionally, the incorporation of thermal imaging and infrared technologies has shown promise
in capturing subtle changes in skin temperature around the eyes, which can provide addi-
tional cues for emotion recognition [26]. Despite these advances, ongoing research aims to
improve the accuracy and robustness of mask-based emotion recognition systems, recogniz-
ing the continued importance of this technology in the post-pandemic era. Authors proposed
a model framework based on relational reason in [27]. Another study used feature fusion for
human detection in crowd [28].

Although numerous studies have explored emotion recognition in unobstructed facial
expressions or partially obscured faces, there is a limited body of research that specifically
examines how face masks affect the accuracy of emotion recognition. Some indications
suggest that the presence of a mask may impede the ability to perceive facial emotions [29].
Nevertheless, these tests were conducted on relatively small sample sizes, and additional
research, including a control group to assess the specific impacts of masks, is essential. A
study performed emotion recognition on occluded faces and also investigated threat nmasked
faces [30]. Another study examined a more extensive and varied participant pool, and it
also explored how masks influenced the perceived intensity of expressions in individuals
exhibiting traits associated with autism [31]. The research examined how the use of face
masks affected communication within healthcare settings [32].

The authors in [33] conducted two tasks involving adults whowere either wearing surgical
face masks or not. These tasks aimed to evaluate language processing skills and the ability
of young children to recognize emotions. The study’s results revealed that while younger
children exhibited lower accuracy compared to older children, the presence of face masks
did not substantially hinder their fundamental language processing skills. However, it had a
notable impact on the children’s accuracy in recognizing emotions, making masked angry
faces more readily distinguishable and masked happy and sad faces less distinguishable.
The children’s age and their social-emotional skills also played a role in these findings. Deep
learning models have been employed by researchers for emotion recognition in masked faces
[34].

Numerous artificial intelligence (AI)-based sentiment analysis techniques have been
extensively utilized across various domains. Amidst the COVID-19 pandemic, sentiment
analysis has been conducted on various topics. Textual analysis finds extensive utility in a
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variety of applications, including the identification of sarcasm and irony [35], the mining of
sentiment and opinions [36], the detection of disinformation [37], as well as the extraction of
medical-related information from texts, among other uses. Twitter data stands prominently as
a primary source for emotional assessment and maintains a leading role in collecting health-
related feedback. In India, news sentiment analysis is done on 24000 COVID-19 tweets [38].
Another research study looks into how COVID-19 affects people psychologically and how
it affects behavior [39]. It claims that individuals are in an intense situation and with a high
level of depression due to the COVID-19 news. Various classifiers have been applied to
short-text information. NB and LR give average results on the short text and do not do well
with extensive texts [40].

Xue et al. [41] worked on 4 million COVID-19 tweets with 25 distinct hashtags from
March 1, 2020, to April 21, 2020. Each of the 13 topics has five classes. Latent Dirich-
let allocation (LDA) is utilized for the recognition of uni-gram, bi-gram, and themes, and
for analyzing sentiments in the tweets. While dealing with health-related issues, results and
accuracy are vital. Another study detected emotions using 2500 short-text advertisements,
and 2500 lengthy-text messages [42]. Depression has been identified as the most dominant
emotion. The main cause of the depression is due to the long stay at home, fear of being
positive for COVID-19, and joblessness [43]. To study emotions, bidirectional encoder rep-
resentations from Transformers (BERT) are also utilized. BERT can assign single, as well
as, multi-labels [44]. A notable aspect of the model is its capacity to consider emojis, which
serve as a valuable means of expressing emotions. Drias et al. [45] worked on the FP-growth
algorithm-based sentiment analysis.

Imamah and Rachman [46] worked on the Twitter sentiment analysis. They consider the
tweets specifically about COVID-19. The dataset used in the study is the dataset containing
COVID-19-related tweets. The authors collected 355384 tweets related to COVID-19 and
used the termweighting TF-IDF and LRmethods to classify the tweets. The highest accuracy
of 94.71% is achieved. Chintalapudi et al. [47] worked on COVID-19 tweets’ sentiment
analysis. The research study consists of different classifiers. The study also includes data
analysis using BERT, and a comparison of the performance of BERT and other models also
analyzed like SVM, LR, and long short-term memory (LSTM).

Lopez et al. [48] conducted a study centered on the COVID-19 discussions taking place on
Twitter and their correlation with government interventions. They undertook a multilingual
analysis of Twitter data from diverse user groups and nations, aiming to scrutinize prominent
policy responses as well.

Naseem and colleagues [49] conducted a study using a benchmark dataset of tweets related
to COVID-19. They analyzed a dataset consisting of 90,000 COVID-19-related tweets span-
ning from February 2020 to March 2020. Various machine learning models, such as Support
Vector Machine (SVM), Random Forest (RF), Naive Bayes (NB), and Decision Trees (DT),
were deployed to categorize the tweets into positive, negative, and neutral classes. To estab-
lish a baseline for the machine learning classifier, feature extraction methods like TF-IDF
and FastText embedding were applied. The research also incorporated multiple deep learn-
ing models. The findings indicate that BERT and its variants outperform other techniques,
including TF-IDF and word embedding.

The range of sentiment analysis approaches employed in earlier studies lacks in several
aspects. First, the focus is mostly on improving the models regarding the architecture, hyper-
parameters fine-tuning, etc., and the feature extraction part is under-explored. Secondly,
often complex models are tried which have high computational complexity. Thirdly, the

123



Multimedia Tools and Applications

effectiveness of BERTmodels is not extensively investigated. Therefore, this study performs
sentiment analysis with several machine learning classifiers in combination with various fea-
ture extraction approaches like TF, TF-IDF, FastText, and a combination of TF and IDF. In
addition, BERT models are also used for performance comparison.

3 Materials andmethodologies

3.1 Phase 1: Emotion recognition using facemask

In this section, we delve into the description of the proposed framework, the process of dataset
acquisition, and the sequential steps undertaken within the framework. The schematic rep-
resentation of the proposed framework’s workflow is visualized in Fig. 3. The initial phase
involves the collection of a dataset encompassing instances of both masked and unmasked
classes. Subsequently, the collected images undergo a comprehensive four-stage image pre-
processing pipeline. This series of image processing stages is vital due to the inherent
challenges posed by variations in skin tone and lighting conditions, rendering face mask
detection a complex task. The primary objective of these image processing steps is to stan-
dardize the input images, thus enhancing their suitability for subsequent analysis. Following
this preprocessing phase, a specialized deep learning model is employed to ascertain the
presence or absence of a face mask. Additionally, two pre-trained deep learning models,
which have been fine-tuned for this specific task, are also integrated into the framework to
bolster its performance.

3.1.1 Real image-based labeled face mask dataset

The availability of a meticulously labeled and well-structured face mask dataset is a valuable
asset for the research community. While there are existing datasets for experimentation in
this domain, they come with certain limitations. These limitations encompass factors such as
small image sizes and the utilization of internet-sourced images. Furthermore, some datasets
incorporate simulated face masks onto subjects’ faces. In response to these limitations, this
study introduces a novel labeled dataset known as the “Real Image-based Labeled FaceMask
Dataset” (RILFD). The RILFD dataset is thoughtfully curated by capturing photographs of
individuals with face masks using a Nikon D5300 digital single-lens reflex (DSLR) camera,
equipped with an 18/140 lens. The images within this dataset possess dimensions of 11903
pixels in width and 13096 pixels in height1.

In total, the RILFD dataset comprises 750 images, each featuring 250 unique individuals.
The data collection process involves initially photographing individuals with masks happy
and subsequently capturing images of the same individuals without facemasks unhappy.
Each image is meticulously annotated with corresponding labels, indicating the presence of
emotions (’happy’) or (’happy’) in facemasks. The inclusion of these high-resolution images,
along with their associated labels, facilitates a detailed and nuanced analysis of the task of
face mask detection. The primary objective of the RILFD dataset is to provide a meticulously
labeled dataset that is well-suited for training machine learning models. Notably, several
example images from this dataset are showcased in Fig. 1.

1 https://github.com/MUmerSabir/FaceMaskDataset
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Fig. 1 RILFD dataset examples with both labels. Figure 2(a) represents the facemask unhappy and Fig. 2(b)
shows the facemask happy

3.1.2 Image preprocessing

In the context of face mask detection, a crucial preliminary step involves image preprocess-
ing, which comprises four distinct stages within the proposed framework. The framework
is structured in a cascading manner, encompassing both image processing and a deep Con-
volutional Neural Network (CNN) for the effective detection of face masks. The primary
objective of the image preprocessing stages is to standardize and enhance the input facial
images, ultimately facilitating more efficient training of deep learning models. These four
image processing stages are detailed below:

Stage 1: In the initial stage, the original data undergoes a filtering process. Specifically, a
filter with dimensions ([0, -1, 0], [-1, 6, -1], [0, -1, 0]) is applied to the images, as depicted
in Fig. 2(b).

Stage 2: Advancing to the third stage, the images are transformed from the Blue, Green,
and Red (BGR) color space to the YUV color space. This transformation retains the lumi-
nance (Y) component at full resolution while reducing the resolutions of the U and V color
components. This reduction in U and V resolutions not only simplifies the training model but
also acknowledges the greater significance of luminance in image information. The BGR to
YUV conversion process is illustrated in Fig. 2(c).

Stage 3: In the penultimate stage, the images are normalized by reverting back to the BGR
color space. This step serves to smoothen the images and applies histogram normalization,
as visually represented in Fig. 2(d).

Stage 4: The final stage encompasses contrast conversion and image resizing. Here, the
dimensions of the input image are reduced, as the original dataset images are of substantial
size at 11903x13096 pixels. This resizing operation reduces the image dimensions to 120×
120 × 3, as demonstrated in Fig. 2(e). This resizing operation contributes to a reduction in
computational time during the subsequent detection process.

3.1.3 Proposed convolutional neural network

Facemask detectionmodels havewitnessed significant advancements in recent years, particu-
larly gainingmomentum during the COVID-19 pandemic, as highlighted byAsif et al. (2021)
[50]. Notably, the field of face detection has experienced substantial enhancements through
the introduction of deep learning models, such as Convolutional Neural Networks (CNNs).
Researchers have harnessed the power of deepCNNmodels in various domains, ranging from
numeric data analysis [51] to text data analysis [52]. Specifically, the realm of face detection
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Fig. 2 Image preprocessing steps followed in the experiments, (a) Original Image, (b) Kernel is applied for
edge detection, (c)BGR image is converted to YUV to get Y0, and (d)Histogram Equalization of YUV image,
and (e) YUV image is converted to BGR image
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predominantly relies on CNN-based techniques, as elucidated in the study by Mohan et al.
(2021) [53], which underscores their exceptional performance in effectively addressing a
multitude of challenges, including variations in pose, low-resolution image inputs, varying
illumination conditions, and diverse forms of noise. Although the field of face mask detection
has encountered different types of occlusions, it remains a relatively underexplored research
area. Within this context, our paper leverages a deep learning model based on CNNs, a well-
established and widely employed approach renowned for its effectiveness in various object
detection tasks.

The Convolutional Neural Network (CNN) plays a pivotal role in the realm of computer
vision tasks due to its remarkable ability to extract features efficiently, all while maintaining
a relatively low computational cost, as underscored in Chauhan et al.’s work [54]. One of its
highly advantageous applications is binary image classification. CNN achieves this through
the convolution operation, wherein it convolves feature maps or images with various kernels
to extract high-level features. However, a recurring challenge lies in the quest to design an
improved CNN architecture. Among the well-recognized CNN models, the Inception model
stands out, as discussed in Szegedy et al.’s work [55]. Additionally, the field introduced
the MobileNet model, designed for object detection on mobile devices, emphasizing a low
computational cost, as proposed byWang et al. [56]. This model strategically leverages depth
and channel-wise convolutions to reduce computational demands effectively.

A CNN typically comprises convolutional layers, pooling layers, and fully connected
layers, each serving distinct functions. Within the CNN model, a kernel or filter, represented
as a numerical matrix, convolves over the image, transforming it based on the filter’s values.
After each convolution step, the image size is progressively reduced, facilitating efficient
processing within a limited timeframe.

3.2 Phase 2: Emotion recognition through textual data

This section presents the approaches and procedures employed in the experiments. It also
includes a comprehensive discussion of the dataset description, preparation procedures,
machine learning models, and performance assessment metrics utilized in the experiments.

3.2.1 Dataset

The dataset including COVID-19-related tweets was collected through the IEEE DataPort
[57]. It has attributes of ‘tweet_id’ and ‘sentiment_score’ of tweets. Various hashtags and
keywords are used for tweet derivation to ensure that the text discusses the COVID-19-related
situation. Tweet_ID provided by the IEEE platform is hydrated to obtainwhole tweets-related
data. There are 11858 records in the dataset. Keywords that are used to acquire data are
covid − 19, pandemic, quarantine, sarscov2, n95, and lockdown etc. To get a detailed
view of tweets from the COVID-19 dataset, a visual presentation is used. Firstly, the most
used terms from the tweet sentiment dataset are given. Several terms are usedmost commonly
like coronavirus’, ‘COVID-19’, and ‘lockdown’.

3.2.2 Data preprocessing

A dataset comprises samples or observations, where each sample has several attributes or
features that correlate to the basic characteristics of data objects. These qualities or prop-
erties are commonly denoted as data dimensions or aspects of the dataset [58]. The dataset
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is obtained from various sources and may contain redundant, incomplete, or irrelevant data
that needs to be removed. Data preprocessing involves organizing and cleaning the dataset
to eliminate irrelevant content and make it suitable for training machine learning models.
The dataset employed in this investigation is partially organized in a non-standard manner,
includes irrelevant information, and was acquired from the IEEE data repository. In order
to minimize the influence of extraneous data on the predictive method, text preprocessing is
indispensable. Employing extensive datasets can lead to extended training times, and incor-
porating stop words may diminish predictive precision. Therefore, essential preprocessing
measures like stemming, converting uppercase letters to lowercase, punctuation addition, and
the removal of non-essential words that don’t contribute substantive meaning to the text are
imperative.

3.2.3 Techniques for extracting features

To train classifiers, textual data needs to be represented as vectors. This necessitates the
transformation of textual data into numerical form while retaining all original information.
Various techniques can be employed for this purpose, such as TF and FastText embedding,
which assigns a vector value to each word. Another frequently utilized approach is the bag
of words (BoW). Nevertheless, BoW has its limitations, particularly in the case of short-
character tweets, which diminish its effectiveness. Furthermore, the accuracy of BoW-based
methods is constrained by the sparse occurrence of words in text comments or tweets [59]. In
our study, we opted for the TF method for this transformation [60]. TF converts a collection
of text documents into an integer matrix, with each value representing the frequency of each
word’s occurrence in the document, capturing the word frequency within each one.

In the proposed approach [61], we have utilized TF, TF-IDF, and a combination of both to
represent features. The TF-IDFmethod assigns lowerweights to common terms that appear in
most of the texts, and higher weights to words that only exist in a portion of the documents.
This technique penalizes frequently occurring terms by giving them lower weights while
giving higher weights to uncommon words present in a particular document.

3.2.4 Machine learningmodels

This research employs various machine learningmodels including probability-basedmodels,
ensemble learning classifiers, and regression-based models to classify tweets. The models
were implemented using Scikit learn [62, 63] and Python. The study also incorporates meta-
algorithms that combinemultiple machine learning approaches into a single predictivemodel
to reduce variance (bagging), and bias (boosting), and improve predictions [64]. Specifically,
this work focuses on the use of ensemble learning-based models for sentiment analysis of
tweets related to COVID-19. Here’s a summary of the machine learning models used in this
study.

3.2.5 Random forest

RF is a machine learning algorithm that combines multiple decision trees to improve effi-
ciency and reduce overfitting of the model [65]. This approach operates through the creation
of decision tree classifiers using various input data samples, followed by the aggregation
of the outcomes from each tree classifier to serve as an ensemble learner. The algorithm
produces multiple decision trees, attributing the output class for classification or forecasting
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the average value for regression at each node within the tree. Random Forest is a classifica-
tion technique that assembles numerous decision trees for data analysis, rendering it a widely
embracedmachine learning algorithm, appreciated for its straightforwardness and versatility.
The algorithm can deliver good results without the need for adjusting hyperparameters.

3.2.6 Gradient boosting machine

GBM stands as an ensemble machine learning algorithm that relies on a loss function for
constructing an optimal additive model [66]. Its operation is iterative, where it employs the
loss function in each step tominimize the error rate. The primary goal of GBM is to determine
the expected results of the target variable for the subsequent model to minimize prediction
errors. The target variable’s outcome is contingent on substantial alterations in predictions
that influence the overall error. If there is a significant reduction in the error rate, it results in
a higher value for the subsequent target prediction, which, in turn, diminishes the prediction
error as the predictions from the next model approach closer to the target variable.

3.2.7 Extra tree classifier

ETC represents a tree-based ensemble machine learning model with a functioning akin to
the RF model [67]. It is often referred to as a random tree because it constructs trees based
on the actual data samples without the utilization of bootstrap data. ETC chooses the root
node from randomly selected samples, employing the Gini index. The algorithm was devel-
oped with the intention of creating trees while considering the incorporation of numerical
inputs and determining the optimal cut-point to diminish variance at each node and reduce
computational complexity. This model has demonstrated its reliability in addressing intricate
and high-dimensional problems. In contrast to RF, which generates continuous piece-wise
approximations, ETC produces multi-linear approximations.

3.2.8 Logistic regression

LR is a machine learning algorithm specialized in handling classification tasks, operating
under a probability-driven approach [68]. It employs a logistic function to model binary
variables, revealing the association between the dependent and independent variables via the
Sigmoid function. LR quantifies the correlation coefficient, serving as a metric to gauge the
connection between the target variable and the independent variables. LR is widely employed
for binary classification endeavors, aimed at forecasting the likelihood of an instance belong-
ing to a specific class. The correlation coefficient assesses the relationship between values
within a range from -1 to 1, illustrating the congruence between actual values and expected
values.

3.2.9 Naive bayes

NB is a powerful algorithm that works on the ‘Bayes’ theorem [69]. It operates by calculating
the likelihood of data instances belonging to a specific class and conditional probability. The
highest probability class is considered the final prediction. It assumes that a specific feature
is unrelated to any other feature from the data. If its assumption proves true on the data, then
it shows good results even on a small-sized training dataset.
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3.2.10 Stochastic gradient descent

The SGDclassifier is amachine learningmodel focused on discovering the optimal parameter
for establishing a connection between predicting and actual outcomes [70]. It enhances the
objective function while exhibiting traits of smoothness. This model exhibits accelerated
learning when confronted with extensive datasets, surpassing the performance of gradient
descent. Furthermore, it attains convergence swiftly by creating a batch from the dataset,
which is then utilized to determine the gradient at each iteration step.

3.2.11 Voting classifier

Avoting classifier or ensemblemodel is referred to as a collection of severalmodels combined
to make aggregated predictions [71, 72]. It works by averaging the output of each machine
learning classifier in the ensemble and thus based on the majority of voting it then predicts
the output. The voting classifier that is utilized in this study leverages the benefits of LR
and SGD. It works by averaging the predicted results obtained from these two models. The
target value with the highest probability is selected as the output of the model. It combines
the benefits of the models that have been integrated and produces efficient results.

3.3 Convolutional neural networks for textual emotion recognition

The CNN model used in this study comprises a max-pooling layer, an embedding layer, a
flatten layer, and a 1D convolutional layer. The embedding layer uses 100 features from the
COVID-19 tweets dataset with a vocabulary size of 10000, 100 output dimensions, and a 25
input length. Following the embedding layer, there is a 1D convolutional layer that employs
500 filters, a ReLU activation function, and a 2 kernel size. After the 1D convolutional layer,
a max-pooling layer is applied with a pool size of 2 to identify the key characteristics of the
output. Finally, a flattened layer is used to convert the output into a 1-dimensional array, as
machine learning models typically perform better on 1-dimensional data [73].

Suppose that the COVID-19 dataset X is a tuple set f si , tci ), where f s is the feature
set,tc is the target class column, and I is the index of the tuple; then transform the training
set in the embedding layer into the needed format of input as follows

LE = embedding_layer(V s, Os, I ) (1)

GOs = LE( fs) (2)

whereGOs shows the embedding layer output that can develop the convolutional layer inputs,
and the embedding layer comprises three different parameters; three input lengths, two output
dimensions, and one vocabulary size Vs.

The input size to themodel is directly related to the vocabulary size. this studyuses thefixed
vocabulary size of 10000, which indicates that the model can accept inputs with sizes ranging
from 0 to 10000. The output dimension parameter GOs has a value of 100 since the data’s
output dimension after passing through the embedding layer is 100. The input length I , which
displays the 100 features in the COVID-19 dataset, is the third most crucial parameter. The
input layer processes the data. The output of this input data is produced for further processing
by the CNNmodel. The embedding layer’s input dimensions are GOs = (None, 500, 100).

1D − Convs = CNN (F, Qs, ET ) ← GOs (3)
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where 1D convolutional layers output is represented by the 1D-Convs.
The output of the 1D convolutional layer is taken from the embedding layer. In this study,

we used the 500 filters, i.e., F = 500, in the CNN layer and the kernel size is Qs = 2. ReLU
has employed the activation function, which sets the negative values in the 1D − Convs
output matrix to zero while leaving the other unchanged.

f (x) = max(0, E)s (4)

The max pooling layer maps CNN’s major characteristics. A 2 pool is utilized for the
feature map. Amap denotes the features gained after pooling, T s = 2 denotes the pooling
window size, and S − 2 denotes the stride:

Z f = Amap = �(1 − Ts)/S� + 1 (5)

To convert the 2D data into a 1D flattened layer is used. The reason for using the 1D
data is that the machine learning models work effectively with the 1D data. These 25,00
characteristics can be used to train machine learning models.

3.3.1 Proposed framework for textual emotion recognition

Theobjective of this study is to create an accuratemodel for classifyingCOVID-19 sentiments
using appropriate features. To accomplish this goal, the research utilizes machine learning
models to conduct sentiment analysis on tweets associated with COVID-19. The workflow of
the methodology used in this study is shown in Fig. 3. After preparing the data, the sentiment
analysis task is performed using the dataset of COVID-19-related tweets obtained from the
IEEE data repository. The study analyzes the impact of various feature extraction techniques
by conducting experiments with different feature extraction techniques. During the training
phase of the learning algorithms, the influence of different feature engineering methods,
including TF, TF-IDF, TF+TF-IDF, and FastText embedding, as well as complex features,
is taken into account. The complete workflow is explained in Algorithm 1. Starting with the
data acquisition, tweets are labeled using TextBlob. It is followed by the preprocessing steps
to remove noise and unnecessary and redundant information before the data can be used as
a feature. TF-IDF is utilized for feature engineering.

T F(t) = N

D
(6)

Fig. 3 Architecture of the proposed approach for emotion recognition in the wild environment
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I DF(t) = log
d

dt
(7)

TF-IDF can be calculated as

Wt,d = T Ft,d

(
N

D f ,t

)
(8)

Afterward, the data is divided into training and testing sets, and the ETCmodel is supplied
with the extracted features for training. The trained model is evaluated using hidden samples
which provide the sentiment labels in the form of ‘positive’ or ‘negative’ sentiments.

Each feature generation technique results are obtained using supervised machine learning
models. Machine learning models utilized in this study include RF, ETC, LR, GBM, NB,
SGD, and VC (LR+SGD). The dataset has a training-validation-testing ratio of 0.7, 0.1, to
0.2, respectively. In the end, several well-known performance assessment criteria are used to
examine the models’ performance.

Algorithm 1Workflow process algorithm.
Input: COVID-19 Tweets.
Output: COVID-19 Tweets sentiment.
Steps Involved:
Step 1: Extraction of COVID-19 Tweets
Step 2: Data Annotation Using TextBlob.
Step 3: Data Preprocessing
Step 4: Extract the Features (TF, TF-IDF, and FastText) and convoluted features using (7), (8), and (3).
Step 5: Data Splitting into Training (70%), Validation (10%), and Testing (20%) set.
Step 6: Train Extra Tree Classifier using training data
Step 7: Classify and predict using the trained model ((Positive) (Negative)).
Step 8: Compute the average values of evaluation parameters on predicted tweets.
Step 9: Output: COVID-19 tweets sentiments

The performance assessment matrices employed in this study are accuracy, precision,
recall, and F1 score. These matrices are built based on four terms; true positive (TP), true
negativity (TN), false positive (FP), and false negative (FN). TP denotes positive examples
that have been successfully categorized, negative occurrences that TNhas correctly classified,
misclassified positive instances are depicted by FP, and misclassified FN denotes negative
instances.Wemay assess the Accuracy, Precision, Recall, and F-score based on these criteria.

The frequently usedmeasures for assessing classifier performance are accuracy, precision,
recall, and F-score. They are calculated as:

Accuracy = T P + T N

T P + T N + FP + FN
(9)

Precision = T P

T P + FP
(10)

Recall = T P

T P + FN
(11)

F1 − Score = 2 × Precision × Recall

Precision + Recall
(12)
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4 Results and discussion

4.1 Phase 1: Results of face-masked emotion recognition

The second phase of experiments involves employing the aforementioned image prepro-
cessing steps. The experimental outcomes are summarized in Table 1, showcasing great
performance with image preprocessing. Notably, all learning models exhibit substantially
enhanced performance when image preprocessing is applied. Among these models, Pro-
posed CNN delivers superior results, boasting an accuracy of 98.36%, precision of 98%,
recall of 99%, and an F1-score of 98% when compared to the machine learning algorithm.
The complete results of all classifiers are shown in Fig. 4.

4.2 Phase 2: Results of textual data based emotion recognition

The main objective of this research is to conduct sentiment analysis on tweets related to
COVID-19, utilizing machine learning models. The Python programming language’s Sci-
kit package is employed to construct these models. To examine the sentiment analysis of
COVID-19 tweets, experimental findings from various feature engineering techniques are
studied. The supervised machine learning models including RF, NB, GBM, ETC, LR, SGD,
and VC (LR+SGD) are compared, using TF, TF-IDF, and FastText Embedding techniques
to obtain results.

4.3 Evaluating classifiers utilizing TF features

As depicted in Table 2, provides a contrast among machine learning models utilizing the
TF method, with regard to accuracy, precision, recall, and F1 score. The ETC model shows
superior performance compared to other TF models, achieving a 95.60% accuracy rate.
Similarly, the SGD model also demonstrates significant results with TF, achieving a 94.97%
accuracy rate in classifying tweets related to COVID-19. Both the SGD and ETC models
exhibit a 95% value for precision, recall, and F1 score. NB and GBM, on the other hand,
performed poorly in the sentiment analysis of COVID-19 tweets. GBM shows an 87.30%
accuracy, 87% recall, 89% precision, and 86% F1 score. NB showed an 88.77% accuracy,
89% recall, 89% precision, and 90% F1 score.

Table 1 Face mask emotion
detection using deep learning
models on RILFD dataset with
image preprocessing techniques

Models Accuracy Precision Recall F1-score

RF 95.41% 96% 95% 95%

GBM 89.61% 91% 92% 91%

ETC 93.28% 94% 94% 94%

NB 89.89% 91% 92% 91%

LR 94.17% 93% 90% 92%

SGD 91.28% 90% 89% 89%

VC(LR+SGD) 96.55% 97% 96% 96%

Customized CNN 98.36% 98% 99% 98%
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Fig. 4 Comparison of classifiers for face-mask-based emotion recognition detection

4.4 Performance of machine learning classifiers using TF-IDF

Table 3 displays the outcomes concerning the categorization of COVID-19-associated tweets
by supervised machine learning algorithms employing TF-IDF attributes. Upon examining
the findings, it is evident that the application of TF-IDF has led to enhancements in the
performance of both the SGD and ETC models. SGD showed a 95.10% accuracy using
TF-IDF in classifying tweets which is the second-highest accuracy. NB and GBM do not
perform better than other machine learning models using TF-IDF, but their performance is
still improved as compared to the results obtained using TF features. ETC shows the highest
precision of 96%, SGD shows 95%, and RF shows 93% precision scores. The lowest value
of precision is achieved by GBM which is 89%. The highest value of recall which is 96%, is
achieved by the ETC model and SGD attains the second highest value with 95% recall, and
RF stood third with a 93% recall score. The highest F1 score of 96% is also achieved by the
ETC model.

Table 2 Comparison of machine
learning classifiers using TF
features

Model Accuracy Precision Recall F-score

RF 93.25% 94% 94% 93%

GBM 87.30% 89% 87% 86%

ETC 95.60% 95% 95% 95%

NB 88.77% 89% 89% 88%

LR 93.94% 94% 93% 93%

SGD 94.97% 95% 95% 95%

VC(LR+SGD) 93.14% 94% 93% 93%
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Table 3 Assessing classifiers
utilizing TF-IDF

Model Accuracy Precision Recall F-score

RF 92.89% 93% 93% 93%

GBM 87.35% 88% 88% 87%

ETC 95.47% 96% 96% 96%

NB 88.39% 90% 90% 89%

LR 90.19% 92% 91% 90%

SGD 95.10% 95% 95% 95%

VC(LR+SGD) 91.20% 92% 91% 91%

4.5 Comparison of classifiers using FastText embedding

The efficiency of supervised machine learning models is also compared by utilizing FastText
embedding for COVID-19 tweets. FastText embedding has proven to be an effective text cat-
egorization technique [74]. Experimental results in Table 4 show that the supervised machine
learning models do not show robust results when used with FastText. ETC obtains the best
performance with an 89.46% accuracy; however, it is lower than what was achieved using TF
and TF-IDF features, i.e., 95.60% and 95.47%, respectively. The experimental results reveal
that the utilization of the FastText embedding for feature representation does not exert any
impact on the performance of any classifier. Notably, the ETC classifier attains the highest
F1 score at 89%when employing FastText embedding, albeit it is 8% lower than the F1 score
achieved with the use of TF-IDF.

4.6 Machine learningmodels and feature fusion

In order to substantiate the effectiveness, efficiency, and resilience of machine learning mod-
els,we conducted experiments that involved feature fusion (TF+TF-IDF).While assessing the
sentiment of COVID-19-related tweets, it becomes evident that LR, SGD, andVC (LR+SGD)
surpass other models, achieving a 93% rating in terms of accuracy, precision, recall, and F1
score when employing feature fusion (TF+TF-IDF), as demonstrated in Table 5. ETC also
outperforms alternative models, achieving a 93% rating in precision, recall, and F1 score.
Notably, NB and GBM exhibit suboptimal performance when using feature fusion, with
results akin to those attained using TF-IDF and TF. Specifically, NB demonstrates enhanced
performance with an 89.93% accuracy through feature fusion compared to FastText embed-
ding, which achieves 69.49% accuracy. Similarly, GBM exhibits a marginally improved

Table 4 Comparison of
classifiers using FastText
embedding

Model Accuracy Precision Recall F-score

RF 88.33% 89% 88% 88%

GBM 85.54% 86% 85% 85%

ETC 89.46% 91% 90% 89%

NB 69.49% 73% 70% 71%

LR 83.12% 83% 83% 83%

SGD 84.63% 84% 84% 84%

VC(LR+SG) 83.14% 83% 83% 83%
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Table 5 Comparison of
classifiers using feature fusion
(TF+TF-IDF.)

Model Accuracy Precision Recall F-score

RF 91.38% 92% 92% 91%

GBM 86.94% 87% 86% 85%

ETC 92.39% 91% 91% 91%

NB 89.93% 89% 89% 89%

LR 93.70% 93% 93% 93%

SGD 93.81% 93% 93% 93%

VC(LR+SGD) 93.01% 93% 93% 93%

performance with feature fusion in comparison to FastText embedding when applied to sen-
timent analysis of COVID-19-related tweets.

4.7 Discussions

Based on the above-mentioned findings, it is evident that machine learning models have been
successful in distilling public sentiment from the dataset consisting of tweets. Various feature
engineeringmethods, encompassing TF, TF-IDF, TF+TF-IDF, and FastText embedding, have
been employed across multiple investigations. Among these models, ETC, RF, LR, SGD, and
VC (LR+SGD)have all exhibited accuracy exceeding 93%whenTFwas applied, considering
precision, recall, and F1 score.

In the case of supervised learning models utilized in these experiments, improved per-
formance was observed when TF-IDF was employed in contrast to TF, with the exception
of GBM. Conversely, FastText embedding exhibited suboptimal performance when utilized
within supervised machine learning models for sentiment analysis of tweets. The outcomes
strongly suggest that FastText embedding does not enhance the classifiers’ efficiency in tweet
categorization. Furthermore, to substantiate the effectiveness of supervised machine learning
models, an evaluationwas conducted using feature fusion involving both TF and TF-IDF. LR,
SGD, and VC (LR+SGD) performed notably well with feature fusion. As seen in Table 5, LR
and SGD achieved commendable results, reaching 93% across accuracy, recall, precision,
and F1 score. Notably, the results were closely aligned with those achieved by their ensemble
counterpart, VC (LR+SGD). According to the experimental findings, the ETC classifier out-
shone all other models when employing TF, TF-IDF, TF+TF-IDF, and FastText embedding.
It’s noteworthy that ETC demonstrated the ability to categorize sentiments in tweets with
remarkable precision, yielding a 95% accuracy alongside 96% in terms of precision, recall,
and F1 score, particularly when using TF-IDF features.

4.8 Performance of machine learningmodels using CNN features

Asecond series of experiments is conducted utilizingCNN features to assess the effectiveness
of machine learning and the suggested model to increase the measurement accuracy for
the categorization of COVID-19 tweets. Experimental findings are displayed in Table 6.
The proposed tree-based model ETC performs better than the other learning models, with
the greatest accuracy of 99.99%, according to the findings of the machine learning models
employing theCNN features. It shows a 6.0% increase in ETC’s performancewhen compared
to its performance with the TF+TF-IDF features and the original features.
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Table 6 Comparison of
classifiers using CNN features

Model Accuracy Precision Recall F-score

RF 99.35% 99% 98% 98%

GBM 97.96% 97% 96% 96%

ETC 99.99% 99% 99% 99%

NB 84.93% 86% 90% 88%

LR 88.72% 91% 89% 90%

SGD 90.19% 88% 92% 90%

VC(LR+SGD) 92.93% 96% 95% 95%

Expanding the feature set is the goal of employing CNN model features, which is antici-
pated to improve the accuracy of linear models. This is done by employing CNN-extracted
features to train and evaluate machine learning models. The accuracy of models considerably
increases when they are employed with convoluted features from CNN when CNN is used
for feature extraction, which is due to the rise in the number of features. The performance of
machine learning models using CNN features is shown in Fig. 5.

5 Comparison with encoding-decodingmodels

The Transformer model, most notably exemplified by models like BERT (Bidirectional
Encoder Representations from Transformers), is a powerful deep learning architecture
designed for natural language processing tasks. Unlike earlier models that used recurrent
or convolutional networks, Transformers rely on a self-attention mechanism to process input

Fig. 5 Comparison of classifiers using CNN features
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data. This mechanism allows the model to weigh the importance of different words in a sen-
tence concerning each other, which is highly effective for understanding context in language.

To contrast the proposed strategy with the most recent model, this study applied BERT,
PHS-BERT, and BioALBERT models. Using a sizable dataset of 3.3 billion words, the
success of BERT has been analyzed. BERT is trained on the 800 million words BooksCorpus
of Google and the 2.5 billion word Wikipedia. BERT is unique from other conventional
models since it can read simultaneously in both directions. Bidirectionality is the term for this
capacity, which was made possible with the help of transformers. BERT is outperforming in
different 11 NLP tasks. PHS-BERT is proposed for tasks related to public health surveillance
and has proved its robustness [75]. BioALBERT 1.1 is a large model that is trained on
biomedical corpus and outperforms other models on many datasets [76].

Results of the transformer-based models are given in Table 7. It can be observed that
all three models have achieved an accuracy greater than 90%. BioALBERT has attained
the highest accuracy with 95.07% which is slightly higher than the proposed ETC model
with TF-IDF features. If we compare both models in terms of complexity, it can be noticed
that BioALBERT is a multilayer complex deep learning model, and trained on millions of
parameters that require high computational power. Contrarily, ETC is a simple machine-
learning model and can be executed on lower-power machines. Thus ETC is more suitable
for performing COVID-19 tweet analysis.

6 Conclusion

Emotions are an important part of our daily conversation and show the influence of a speaker.
While various modes of expression exist, facial emotions stand out as the primary canvas
for conveying these emotions. Although numerous studies have introduced approaches and
models for recognizing emotions, many of these have been primarily tested in controlled
environments, neglecting the complexity of real-world scenarios. To address this gap, the
present study adopts a multifaceted approach to emotion recognition. It initiates by introduc-
ing a face mask dataset, explicitly designed for real-time emotion recognition. This dataset is
a valuable contribution to the field, as it allows for the examination of emotions in a dynamic
and unpredictable environment. By integrating a convolutional neural network (CNN) and
employing various image processing techniques, this study adds a practical dimension to
the understanding of emotion recognition by achieving 98.36% accuracy. The second phase
of experiments explores textual data, employing a diverse range of features, from hand-
crafted attributes to advanced techniques like Word Embedding, Fast Text embedding, and
Transformer models. The comparative analysis of models using both original and convo-
luted features sheds light on their performance in varying contexts. The proposed ETC using
the CNN feature outperforms other models with 99.99% accuracy. This research not only
highlights the importance of considering real-world challenges in emotion recognition but

Table 7 Comparison with
transformer-based models

Model Accuracy Precision Recall F-score

BERT 90.61% 89% 91% 90%

PHS-BERT 92.88% 90% 93% 92%

BioALBERT 95.07% 95% 95% 95%

Proposed 94.74% 95% 95% 95%
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also provides a comprehensive framework for addressing these challenges. The combina-
tion of textual and face-masked data analysis adds depth and relevance to the field, offering
insights that can inform applications across a wide range of domains, from healthcare to
human-computer interaction and beyond. The findings presented in this paper contribute to
the growing body of knowledge on emotion recognition, making strides toward more robust
and practical solutions for understanding and interpreting emotions in diverse contexts.
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