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Abstract
Predicting outcomes in soccer is crucial for various stakeholders, including teams, leagues, 
bettors, the betting industry, media, and fans. With advancements in computer vision, 
player tracking data has become abundant, leading to the development of sophisticated soc-
cer analytics models.  However, existing models often rely solely on spatiotemporal fea-
tures derived from player tracking data, which may not fully capture the complexities of 
in-game dynamics. In this paper, we present an end-to-end system that leverages raw event 
and tracking data to predict both offensive and defensive actions, along with the optimal 
decision for each game scenario, based solely on historical game data. Our model incor-
porates the effectiveness of these actions to accurately predict win probabilities at every 
minute of the game. Experimental results demonstrate the effectiveness of our approach, 
achieving an accuracy of 87% in predicting offensive and defensive actions. Furthermore, 
our in-game outcome prediction model exhibits an error rate of 0.1, outperforming coun-
terpart models and bookmakers’ odds.
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1  Introduction

Soccer outcome prediction has gained paramount attention among both industry profes-
sionals and researchers. Zion Market Research suggests that the sports betting market was 
worth over 104 billion dollars in 2017, and will reach 155 billion dollars by 2024.1 Most of 
the works on outcome predictions to date have focused on win probabilities of each team 
prior to the start of the game considering historical goals scored in previous games (e.g., 
Maher, 1982; Dixon & Coles, 1997; Crowder et al., 2002; Havard & Salvesen, 1997; Dimi-
tris, 2003; Owen, 2011). The other category of works propose solutions for in-game out-
come prediction considering features such as score, time-remaining, etc. Simple machine 
learning models are trained for predicting in-game outcomes in eSport (Yang et al. 2016), 
and Bayesian approach has been proposed for real soccer match outcome prediction (Rob-
berechts et al. 2021). Our work belongs to the second category of predicting in-game win 
probabilities at any moment of watching a soccer game. Figure 1 outlines the final output 
of our deployed system by predicting the win probability of each of the teams Royal Ant-
werp and Club Brugge in an important game of the Belgian Pro League 2021/22, lead-
ing Club Brugge to secure the win title. The table on the right hand side lists game high-
lights proving that our approach could correctly capture the special moments of the game. 
The evolution of probabilities illustrates how each team started the game and how they 
progressed throughout the match with poor performance of Brugge in the first half, then 
improving in the second half.

In order to estimate such an accurate prediction for the in-game outcomes, we had to 
deal with several challenges. First, among all sports, soccer is a relatively long game with 
many players and various decisions are challenging to measure and evaluate due to its low-
scoring (i.e., sparse reward), complex and highly dynamic nature. Most decisions have lit-
tle immediate impact but may positively contribute to the team winning on the long run. 
For instance, a simple short pass in the midfield may open up valuable space elsewhere 
on the pitch for a teammate. Like Johan Cruyff once said: “Sometimes something’s got to 

Fig. 1   In-game win probability in a game between Royal Antwerp and Club Brugge (end result: 3-1) in 
2021/22 season of Belgian Pro League

1  https://​mercu​rius.​io/​en/​learn/​predi​cting-​forec​asting-​footb​all.

https://mercurius.io/en/learn/predicting-forecasting-football.
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happen before something is going to happen”. Furthermore, soccer tracking data is highly 
unstructured and the way in which the state of a game is represented is central to afore-
mentioned soccer analytics efforts. Dealing with soccer tracking data requires algorithms 
that are able to handle sequential decision making, permutation invariance, sparse reward-
ing, interactions between the players and the ball. To address all challenges, we employ 
the Temporal Graph Network (TGN) as the underlying neural architecture. The TGN 
comprises an encoder that captures the spatial and temporal characteristics of event and 
tracking data. Specifically, it encodes the complex interactions between players and the 
ball over time. We utilize a decoder component to predict offensive and defensive actions 
based on the encoded representations. To optimize the decision-making process, we apply 
Conservative Q-Learning (CQL) to the TGN. This enables us to learn an optimal policy 
for extracting the most effective offensive and defensive actions at each time-step during 
soccer matches. To do so, we design a Markov Decision Process (MDP) environment from 
soccer data and train the Soccer Network with a version of offline Reinforcement Learning 
(RL) algorithm to infer the optimal actions from the observations in the soccer dataset, and 
utilize the difference between the Q-value of actual and optimal actions as a crucial com-
ponent of outcome prediction. We show how our novel approach of differentiation between 
actual and optimal actions improves the accuracy of win prediction in real-time. To the 
best of our knowledge, our work is the first application of offline RL to measure the differ-
ence between actual and optimal decisions solely from historical dataset and to utilize it for 
improving in-game outcome prediction.

This paper is organized as follows: Sect. 2 provides a comprehensive review of recent 
advancements in graph neural networks, action prediction, RL, and outcome prediction in 
the context of soccer. In Sect. 3, we detail our methodology for representing tracking data 
in a format conducive to modeling TGNs. We elucidate how this enables us to predict the 
most probable offensive and defensive actions based on historical behavioral data. Sec-
tion 4 delves into our novel application of offline RL, which allows us to extract strategic 
insights solely from historical data. We demonstrate how this technique enhances our abil-
ity to assess teams’ performance in terms of offensive and defensive actions while maxi-
mizing expected goals. Building on this, Sect. 5 elucidates how we leverage the acquired 
optimal strategies to accurately predict in-game outcomes in soccer. Section 6 presents the 
experimental results and evaluation of our approach, focusing on action prediction and in-
game outcome prediction, providing insights into its efficacy and performance. Finally, 
Sect. 7 concludes our work.

2 � Related work

Forecasting soccer match results has long captivated the interest of sports scientists, 
researchers, soccer enthusiasts, and bettors alike. Numerous statistical and machine learn-
ing methodologies have been proposed by researchers to enhance the accuracy of predic-
tions. However, soccer is a sport characterized by its complexity, and predicting its out-
come cannot rely solely on analyzing historical game results. This paper advocates for a 
novel approach that focuses on analyzing in-game actions. By assessing the deviation of 
actual team actions from the optimal actions that could have been taken to maximize the 
probability of winning, we aim to develop a highly accurate model capable of estimating 
the probability of victory or defeat at any given moment during a soccer match. To achieve 
this goal, our modeling framework incorporates the following key components: Graph 
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Neural Network for modeling the temporal aspect and predicting the subsequent action, RL 
for evaluating actions and quantifying their deviation from the optimal course of action, 
and Match Outcome Prediction. In this section, we delve into the state-of-the-art methods 
employed for each of these components.

2.1 � Graph neural networks in soccer

Graph representations offer a natural approach to modeling player and ball interactions 
in sports. Typically, players and the ball are depicted as nodes within a fully connected 
graph, where edge weights capture their interactions and are refined during the training 
phase. For instance, Yeh et al. (2019) advocate for utilizing graph neural networks (GNNs), 
which inherently excel at capturing coordinated behaviors due to their ability to remain 
invariant to input permutations. In their work, they introduce a graph variational recurrent 
neural network tailored for predicting the future positions of players in soccer and basket-
ball. Similarly, Yedid (2017) and Kipf et al. (2018) introduce attention mechanisms within 
a graph framework to learn player trajectories. Graph neural networks have found wide-
spread applications in modeling structured or relational data, as highlighted in Battaglia 
et al. (2018). In scenarios where the data exhibits sequential characteristics, graph recur-
rent neural networks (GRNNs) have emerged as a popular choice. For example, Sanchez-
Gonzalez et  al. (2018) propose a fusion of graph representations with recurrent layers, 
employing techniques like gated recurrent units (GRUs) as demonstrated by Cho et  al. 
(2018). Annother innovative action rate model has been introduced by Dick and Brefeld 
(2023) where they represent players and ball by a fully connected graph and resort to graph 
recurrent neural networks. They focus on predicting passes and when, in time, the pass will 
be played. At the same time, their model estimates the probability that the player loses pos-
session of the ball before she can perform the action. A similar application of graph neural 
networks simialr to our paper has been introduced by Brandt and Brefeld (2015). They pre-
sent a simple pass-based representation that is subsequently used together with the PageR-
ank algorithm to identify the importance of the players. They then Aggregate player scores 
to team values for predicting the wining chance of the teams. A semi-supervised approach 
of graph neural networks has been utilized by Anzer et al. (2022) to detect tacticaal pat-
tern in soccer. This approach works well on applications where require a reduced labeling 
effort, poses a huge benefit for practical applications. With regards to measuring defensive 
performance in soccer, Stöckl et al. (2021) resort to a convolutional graph neural networks 
trained on tracking data to measure viable metrics such as expected pass success, expected 
threat, expected receiver, and measuring defensive performance. A similar usage of graphs 
to our model in predicting outcomes in sports has been introduced by Xenopoulos and 
Silva (2021) where they show how their approach can be used to answer ”what if” ques-
tions. Lastly, the most famous application of graph neural networks in soccer these days 
called ”TacticAI” has been introduced by Google DeepMind and Liverpool FC to offer an 
effective corner kick retrieval system. This AI football tactics assistant meticulously devel-
oped and rigorously evaluated in collaboration with domain experts from Liverpool FC, 
stands out as a groundbreaking innovation in the field. The study showcases that Tactic-
AI’s model suggestions not only closely mirror real-world tactics but also outshine existing 
strategies in preference, garnering a remarkable 90% favorability rate. Furthermore, the tra-
jectories of players can be predicted with a graph variational recurrent neural network that 
can accurately model the relationship between players and predict the long-term trajectory, 
as proposed by Teranishi et al. (2022). Additionally, TacticAI introduces an efficient corner 
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kick retrieval system, further underlining its practical utility and effectiveness on the field 
(Wang et al. 2023).

This paper builds upon our earlier research, which explored the application of TGN 
in predicting pass outcomes (Rahimian et  al. 2023). The TGN component utilized here 
closely resembles our previous work, leveraging its temporal and permutation invari-
ant properties to accurately identify the most likely and intended recipients of passes, as 
well as predict pass success. However, in this study, we extend beyond pass prediction to 
encompass a broader scope of offensive and defensive actions throughout the game. Fur-
thermore, we employ RL techniques on this graph structure to derive optimal actions, 
which are subsequently employed for match outcome prediction. This extension marks a 
significant advancement in our exploration of TGN’s capabilities within the context of soc-
cer analytics.

2.2 � Transformer‑based action prediction models in soccer

In soccer analytics, transformer-based action prediction models have emerged as a cutting-
edge approach to forecasting player actions and interactions on the field. Inspired by their 
success in natural language processing tasks, transformers excel at capturing long-range 
dependencies and contextual information, making them well-suited for sequential data 
analysis in soccer matches. These models leverage self-attention mechanisms to weigh the 
importance of different spatial and temporal aspects of the game, allowing them to effec-
tively predict player movements, passes, shots, and defensive actions. By processing the 
entire sequence of past events in a match, transformer-based models can anticipate future 
actions with remarkable accuracy, providing invaluable insights for coaches, analysts, and 
decision-makers in the soccer industry. In this regards, the Seq2Event model has been pro-
posed by Simpson et  al. (2022) which they predict the next match event given the past 
match events and context. They also propose a metric creation using a general purpose 
context-aware model as a deployable practical application, and demonstrate development 
of the poss-util metric using a Seq2Event model. Utilizing the wealth of football match 
event data now available, analysts and researchers seek to develop new performance met-
rics and gain insights into key performance indicators. However, traditional approaches to 
modeling sequential sports events and evaluating performance metrics may fall short when 
dealing with large-scale spatiotemporal data, particularly in capturing temporal processes. 
To address this challenge, Yeung et al. (2023) introduce a Transformer-based neural model 
tailored for football event data. This model demonstrates superior predictive performance 
compared to baseline models in our experiments. Additionally, they propose a holistic met-
ric, the possession utilization score (HPUS), for comprehensive analysis of football posses-
sions. They validate its effectiveness by examining its relationship with team performance 
indicators over a season, such as final rankings, average goals scored, and expected goals 
(xG). Their findings underscore the significant correlations observed with average HPUS, 
illustrating its utility in analyzing possessions, matches, and inter-match dynamics.

2.3 � Reinforcement learning in soccer

In the realm of soccer analytics, RL finds diverse applications encompassing action valua-
tion, action optimization, and the development of RL agents capable of navigating the field 
autonomously. Traditionally, RL has been employed to assess the value of on-ball actions 
through the estimation of Q-functions or policy functions (Liu & Schulte 2018; Liu et al. 
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2020; Routley & Schulte 2015; Dick & Brefeld 2019). However, existing studies often treat 
teams as single agents and neglect the valuation of off-ball players across all time steps, 
particularly in the absence of events. In the domain of inverse RL, research has focused on 
the estimation of reward functions (Rahimian & Toka 2021; Luo et al. 2020; Muelling et al. 
2013). Meanwhile, efforts to estimate policy functions have involved trajectory prediction 
via imitation learning (Teranishi et  al. 2020) and behavioral modeling, aiming to repli-
cate policies using neural networks rather than optimizing them. An innovative application 
of RL lies in action optimization, treating RL as a control problem to determine optimal 
actions aimed at maximizing scoring opportunities and securing victories. However, train-
ing such models in soccer analytics presents challenges due to the fixed nature of histori-
cal data, limiting the ability to alter players’ actions in past games. Nevertheless, recent 
advancements in offline RL offer promising solutions by extracting optimal strategies from 
static historical game data. Various models of offline RL, such as Off-Policy Policy Gradi-
ent, Marginalized Importance Sampling, Conservative Q-Learning, and Pessimistic Value 
Functions, have been proposed to address distributional shifts encountered in historical 
game data (Levine et al. 2020). Specifically, Rahimian et al. (2021, 2022); Rahimian and 
Toka (2023); Rahimian et al. (2023) pioneered the application of off-policy Policy Gradi-
ent methods in soccer to optimize offensive and defensive actions, aiming to maximize 
scoring opportunities and secure victories. In these endeavors, the choice of neural net-
work architecture for predicting behavioral actions, as well as the design of reward func-
tions, play pivotal roles in achieving effective action optimization. To expedite the training 
process and streamline reward function design, Conservative Q-Learning -an offline RL 
approach- has emerged as a viable alternative to off-policy policy gradient methods.

2.4 � Match outcome prediction in soccer

Forecasting soccer match results has always been one of the most fascinating activities 
among sports scientists, researchers, soccer fans, and bettors. In the sports analytics area, 
researchers are continuously trying to develop novel and highly precise statistical predic-
tive models. The goal of these models is to be able to forecast the outcome of a shot and 
the final result of a match, which outperforms the prediction of bookmakers. In the lit-
erature, there are two types of models to forecast the outcome of soccer matches. The first 
category is modeling the number of goals scored by a given team as a function of explana-
tory variables (e.g., own and opponent’s strength ranking, home/away team, etc.). Most 
of these models consider Poisson-type assumptions for the number of goals to be scored, 
either independent Poissons for the home and the away team or a bivariate Poisson. Some 
instances of this category are proposed by the following studies: Maher (1982); Dixon 
and Coles (1997); Crowder et  al. (2002); Havard and Salvesen (1997); Dimitris (2003); 
Owen (2011). The second category focuses right on the outcome, i.e., Win, Draw, Loss. 
Their final results are limited to the decision of who the winner is, mostly following the 
ordered probit or ordered logit models, e.g., Goddard and Asimakopoulos (2004); Koning 
(2001); Forrest and Simmons (2000). Each category has its own pros and cons. A com-
prehensive evaluation of those has been published in Goddard (2005). They showed that 
the best performance can be achieved using a hybrid method, which adds the covariates 
in goal-based models, and predicts the outcome of the match (win/draw/loss) from them. 
In parallel to the studies that focus only on the historical number of goals scored (e.g., 
(Koopman & Lit, 2019) with dynamic prediction and Tugbay (2020) with static predic-
tion), more recent works try to predict the outcome probabilities in-game. Several methods 
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have been proposed to estimate in-game win probability in baseball (Lindsey 1961), bas-
ketball (Beuoy 2015; Ganguly & Frank 2018), and soccer (Robberchts et al. 2021). On the 
industrial side, Opta provided win probabilities during live broadcasting in 2019 (Hopkins 
2019), but unfortunately they do not disclose their prediction method. However, none of 
the aforementioned approaches compute optimal actions solely from the dataset and utilize 
them as a crucial feature for outcome prediction. Our proposed approach accurately com-
putes optimal decisions and action effectiveness to be used for the result prediction task.

3 � Modelling with temporal graph networks

Soccer tracking data consists of unstructured locations of 22 players and the ball on the 
field at a preset frequency. Analyzing such a dataset is a cumbersome task due to its nature 
of being spatial, temporal, and permutation invariant. Several methods have been proposed 
by researchers to deal with tracking data, define structure, and make it suitable for analysis. 
Some works treat each time step of the data as an image and apply convolutional neural net-
works (CNNs) to analyze it (e.g., (Fernandez & Born, 2020; Rahimian et al., 2022, 2023)), 
and others order players using the permutation invariant sorting scheme (e.g., Rahimian 
et al. 2022; Mehrasa et al. 2018; Rahimian et al. 2021)), in which the ball holder is selected 
as the anchor in the first position, and the rest of the players are numbered according to 
their distances to the anchor. A better approach to model interaction between players and 
the ball is to treat the data as a graph. Dick and Brefeld represent players and ball by a fully 
connected graph and resort to graph recurrent neural networks (GRNN) (Dick & Brefeld 
2023). However, the continuous time difference between actions and player substitutes in 
different matches are not properly modelled in that work. In order to mitigate these prob-
lems, our work proposes using a continuous time dynamic graph, which is a timed list of 
events that may include node addition or deletion, and node or edge feature transforma-
tion. We employ TGN, a generic, efficient framework for deep learning on dynamic graphs 
represented as sequences of timed events (Rossi et al. 2020). TGN is a neural model for 
dynamic graphs that can be regarded as an encoder-decoder pair, where an encoder is a 
function that maps from a dynamic graph to node embeddings, and a decoder takes as 
input one or more node embeddings and makes a task-specific prediction, e.g., node classi-
fication or edge prediction. The contribution of our work is the modification of the decoder 
part of TGN to make it applicable for soccer action prediction instead of node classification 
or edge prediction. In this section, we formalize the problem of action prediction using 
TGN.

3.1 � Model definition

Soccer network is a modified version of TGN that is an essential component for predict-
ing future actions given the current game situation. In this study, we define the soccer 
network as a continuous-time dynamic graph represented as a sequence of time-stamped 
events and producing the probability of performing each of the offensive (pass, drib-
ble, shot) and defensive (tackle, interception, clearance) actions given a particular game 
state. Soccer network is modeled as a sequence of events G = {x(t1), x(t2), ...} , represent-
ing addition or change of a node or interaction between a pair of nodes. An event x(t) 
belongs to one of the following two types: 1) a node-wise event ( vi(t) ) where i denotes 
the index of the node and v is the temporal feature vector associated with the event, 2) 
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an interaction event ( eij(t) ) between nodes i and j is represented by a temporal edge. 
The temporal set of nodes and edges are shown by V(T) = {i ∶ ∃ vi(t) ∈ G, t ∈ T} and 
E(T) = {(i, j) ∶ ∃ eij(t) ∈ G, t ∈ T} , respectively. A snapshot of the temporal graph G at 
time t is the multi-graph G(t) = (V[0, t],E[0, t]) with n(t) nodes.

The dataset consists of high-resolution spatiotemporal tracking and event data. The 
tracking data includes the (x, y) coordinates of all 22 players and the ball on the pitch at 25 
observations per second. The event data includes on-ball action types such as passes, shots, 
dribbles, etc., annotated with additional features such as contestants, game period, ball pos-
sessor player ID, start and end locations of the ball. We then merge tracking with event 
data; each record of our merged dataset includes all players and the ball coordinates with 
their corresponding features for each snapshot, i.e., every 0.04 s.

Nodes are the 11 offensive players (OP), the 11 defensive players (DP), the ball (B), all 
goal lines (G) as a single node, and all touchlines (T) as a single node; these are the ele-
ments of the soccer network derived from the event and tracking data.

Actions are represented between two nodes as a link of the soccer network, which cor-
responds to each of the offensive and defensive actions as follows:

•	 Offensive actions:

–	 Pass (OP-OP)
–	 Dribble (OP-B)
–	 Shot (OP-G)

•	 Defensive actions:

–	 Tackle (DP-OP)
–	 Interception (DP-B)
–	 Out (DP-T)
–	 Clearance (T-B)

Possession p is a link sequence p = [a1, a2, ..., am] , where m is the number of links (i.e., 
actions) in that possession.

The task of soccer network is to predict the future action given the current game state.

3.2 � Temporal feature generation

We build temporal features on top of event and tracking data for each of the nodes and 
edges for each time-step of a performed action. We construct the following features for 
each node in the data: (x, y) locations, players and ball velocity, distances and angles of 
each node to goal, distance to the ball carrier, and a flag that indicates whether the player is 
the ball carrier. Our constructed edge features are: a flag defining the relationship between 
the two nodes (teammates 2, or opponents 1), the distance between the two interacting 
nodes.

3.3 � Soccer network architecture

Our proposed soccer network serves the goal of predicting the offensive and defensive 
actions given a game situation. It consists of an encoder-decoder pair, where an encoder 
is a function that maps from a dynamic interaction of the nodes (i.e., link sequences) to 
node embeddings, and a decoder takes as input the node embeddings and performs link 
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prediction of the future time-step. We then put an action label to the link according to 
the predicted source and destination nodes. For instance, if the source and destination 
nodes are both offensive players (denoted as OP-OP), the predicted action is labeled as 
a pass, and if the source node is an offensive player (OP) and the destination node is a 
defensive player (DP), the action is labeled as a tackle. Figure 2 illustrates the architec-
ture of our network. Following the methodology of TGN Rossi et al. (2020), it consists 
of the following five modules: 

1.	 Memory: Memory is the state of each node at time-step t, which is shown by vector Si(t) 
for each node i the model has seen so far. We update the memory Si(t) after an event x(t) 
has occurred, which can be any of the node-wise ( vi(t) ) (e.g., changing the location or 
velocity of the players on the field), or interaction-wise ( eij(t) ) (e.g., passing between 
two players) types. This module helps memorizing the long-term dependencies between 
the nodes of the graph (e.g., the actions happened in the past such as passing or tackle 
between two players, or a shot). When a new player is sent onto the field and a new node 
is created, the network initializes a zero vector for it, and then updates the memory after 
each event the player is involved in. This node addition or deletion can be applied even 
after training. Therefore, we use it in the real-time while deployment of the system.

2.	 Message function: For each event x(t) involving node i, we compute a message to update 
its memory. If a node-wise event happens vi(t) (e.g., a node feature changes), the follow-
ing single message will be computed for node i involved in the event at time-step t: 

 and in case of an interaction eij(t) , we compute two messages for the source node i and 
destination node j at time t as follows: 

 where the msg functions are learnable message functions. In this work, we experiment 
with setting it as either a Multilayer Perceptron (MLP) or identity (id) that is the con-
catenation of the inputs.

3.	 Message aggregator: Since each node i might be involved in multiple events, including 
node-wise or interaction, we must aggregate all those messages until time tb the node 
has been involved in. We show the aggregated message for node i as m̄i and compute it 
as follows: 

mi(t) = msg(si(t − 1), t, vi(t))

mi(t) = msg(si(t − 1), sj(t − 1),Δt, eij(t))

m̄i(t) = agg(mi(t1), ...,mi(tb))

Fig. 2   Soccer network architecture
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 where the agg is the aggregation function. In this work, we experiment with setting 
the agg as either to the most recent message (i.e., keep only most recent message for a 
given node) denoted as (last), and to the mean message (i.e., average all messages for a 
given nod) denoted as (mean).

4.	 Memory updater: A memory si of node i is updated upon each event involving the node: 

 where mem is a learnable memory update function. In this work, we experiment with 
setting mem as either an Long Short-Term Memory (LSTM) or a Gated Recurrent Unit 
(GRU).

5.	 Embedding: This module generates embedding zi(t) for node i at time t. It helps avoid-
ing memory staleness problems: in TGN, the memory of a node is updated only if the 
node is involved in an event. This is problematic in our soccer task since it might happen 
that a player is inactive for a long time and he does not perform any actions, neither 
changes his location. In this case, his memory becomes stale and we need to aggregate 
his neighbours’ memory and compute an up-to-date embedding for him. The embedding 
is calculated as follows: 

 where � represent the neighbors of node i (we use all the rest of 21 players, ball, touch-
line, and goal nodes as the neighbours in this work) and h is a learnable function. In 
this work, we experiment with learning h as one the following cases:

•	 Identity (id): emb(i, t) = si(t) , which uses the memory directly as the node embed-
ding.

•	 Temporal Graph Attention (attn): A series of L graph attention layers compute i’s 
embedding by aggregating information from its L − hop temporal neighborhood. 
The temporal graph attention is able to select the neighbours that are the most 
important according to their features and timing information.

4 � Measuring team performance with reinforcement learning

This section describes our approach to define a Markov Decision Process (MDP) for soccer 
games and computing Q-values to evaluate actions of players under different game con-
texts. At first, we show how we model MDP from soccer data to evaluate the actual actions 
of the players, and then infer the optimal action which would lead to a higher chance of 
wining in the same situation. We then show how the difference between the values of the 
actual and optimal actions can be utilized for measuring team performance.

4.1 � Learning actual Q‑values

We aim to use a RL model to learn an action-value Q-function. Unlike most previous 
works on active RL, which aim to calculate optimal strategies for complex continuous-
flow games, we solve a prediction (not control) problem with passive learning Barto and 
Sutton (1998). We use RL as a behavior analytics tool for the real players performing 
actions on the pitch, not by controlling artificial agents (Liu & Schulte 2018; Liu et al. 

si(t) = mem(m̄i(t), si(t − 1))

zi(t) = emb(i, t) =
∑
j∈�

h(si(t), sj(t), eij, vi(t), vj(t))
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2020). Learning Q-values in this context matches the work by Nakahara et  al. (2023) 
that proposes evaluating possible actions for on- and off-ball soccer players based on 
multi-agent deep RL. They analyzed the relationship with conventional indicators, sea-
son goals, and game ratings by experts. In our work, we aim to directly derive the opti-
mal action maximizing the scoring chances at the end of possession instead of evaluat-
ing the possible actions on the field. Our approach of modelling soccer with an MDP 
requires a number of well-defined elements: a tuple of (S,A,R,�) , where S represents 
the set of states, A represents the set of actions, R represents the reward function formu-
lating the reward the agent receives for any given state/action pair, and � represents the 
policy that is interpreted as the probability that the player takes any given action based 
on the current state of the environment. Now we can define each of these components in 
our soccer possession environment:

•	 Agents: offensive and defensive players from both teams which are in position of 
performing any action.

•	 Action A: movements performed by players. Our model applies a discrete action 
vector using a one-hot representation. The offensive actions are: pass, dribble, and 
shot. The defensive actions are: tackle, interception, out, and clearance.

•	 State S: sequence of actions and their features (defined in previous sections includ-
ing players and the ball locations, velocities, distance and angle to goal, etc.) in a 
possession of each team.

•	 Reward R: we assign hand-crafted reward functions according to the performed 
actions: 

 Our proposed reward function computes the immediate reward by the arbitrary action 
that each player performed. Choosing the shot, the player receives the expected goal 
value (i.e., the probability of scoring a goal from a shot) which we denote as xG. If 
he performs any action other than a shot (e.g., dribble or pass), we assign zero as the 
reward. On the other side, if a defensive players stops the possession, we assign −0.1 
as the reward. In this work, −0.1 is the parameter of our approach and has proved to be 
the best reward of possession loss to confirm the convergence of the policy network, 
and conform to the average xG in dataset. Moreover, the sum of r(s, a) at each time-
step throughout the whole episode is the indicator of the expected goal for the team. 
Thus, the control objective is to maximize the expected goal of the team. The most 
effective RL algorithms in this context are those which could learn optimal strategy and 
converge with a simplified and less handcrafted reward functions. Unlike the complex 
rewards proposed in the previous works by Rahimian et al. (2022, 2022), Rahimian and 
Toka (2023), Rahimian et al. (2023) to train the optimal policy using policy gradient 
algorithm, the applied optimization algorithm in this work could be optimally trained 
and produce results with the above simplified reward function.

•	 Episode � : starts at the beginning of the game, or after a goal, and ends with a goal 
or at the end of the game.

(1)r(s, a) =

⎧
⎪⎨⎪⎩

xG if A is a shot;

0 if A is pass or dribble;

−0.1 if A is defensive action (possession loss),
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In order to calculate the Q-values for each action, we follow the methodology of Liu and 
Schulte (2018), Liu et  al. (2020) which estimates the probability that the ball possessor 
team scores a goal at the end of the current episode. To do so, we train our proposed soccer 
network described in the previous section with the Temporal Difference (TD) prediction 
method Sarsa. We aim to learn a function that estimates Q(St,Aactual) for any actual action 
observed in our dataset. The TD loss function for computing Q-values is as follows:

We used mini-batch gradient descent with backpropagation to find weights of our soccer 
network that minimize this loss function above.

4.2 � Optimal decision making with offline reinforcement learning

So far, our proposed soccer network is able to predict the future action given a game sit-
uation, and the Q-value of any action observed in the dataset. But the estimated actions 
are not comprehensive enough to assist the players and coaches in optimal decision mak-
ing: the predicted actions are estimated according to the general policy of the historical 
games, and there is no evidence of optimality of the decisions and policies made by teams 
and players in prior matches. The current analytical methods Fernandez et al. (2019); Per-
alta Alguacil et al. (2020) propose estimating value surfaces by training the neural network 
to predict the probability of goal scoring within the next 10 actions or at the end of the 
actual possession. In this section, we elaborate on our proposed optimization algorithm 
that can directly estimate the optimal action that helps team winning on the long run rather 
than learning values for each of the discrete actions that occurred in prior games.

Considering the sequential decision making and the opportunity of modelling our soc-
cer dataset as a Markov Decision Process (MDP), the most suitable optimization algorithm 
to infer the optimal action for each situation is the Q-learning algorithm. Q-learning is an 
off-policy algorithm (Barto & Sutton 1998), meaning that the target can be computed with-
out consideration of how the experience was generated. In principle, off-policy RL algo-
rithms are able to learn from data collected by any behavioral policy (Fujimoto et al. 2019). 
However, we would require an algorithm that would be able to extract policies with the 
maximum possible utility out of the available data, without interaction with the environ-
ment. These types of algorithms fall into the family of offline RL, which employ a dataset 
D collected by behavior policy (e.g., the output of action prediction performed by our soc-
cer network in previous sections). The dataset is collected once, and is not altered during 
training, which makes it feasible to use large previous collected datasets. The training pro-
cess does not interact with the MDP at all, and the policy is only deployed after being fully 
trained (Levine et al. 2020).

4.3 � Conservative Q‑learning

Offline RL algorithms typically suffer from overestimation of the values and distri-
butional shift, as the policy learned and used to sample actions a′ differs from the 
policy used to generate the dataset. The actions generated by the learning policy may 
be out-of-distribution from what is present in the dataset, leading to potential over-
estimation of Q-values. While approaches like the evolutionary multi-objective rein-
forcement learning (EMORL) algorithm (Fuhong et al. 2023) and the deep contrastive 

L(�) =
∑
t∈T

�[(rt+1 + Q(St+1,At+1) − Q(St,At))
2]
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representation learning with self-distillation (DCRLS) method (Xiao et al. 2024) offer 
innovative solutions in their respective domains, they may not directly address the 
specific challenge of overestimation in offline RL. In contrast, our use of Conserva-
tive Q-Learning (CQL) for offline optimization in soccer analytics directly targets this 
issue. CQL is specifically designed to mitigate overestimation bias and distributional 
shift, making it well-suited for learning from historical soccer data where policy distri-
butions may differ from the learning policy. Leveraging CQL, we can effectively opti-
mize decision-making in soccer matches and improve the accuracy of win prediction in 
real-time.

In order to mitigate the overestimation problem, Kumar et al. introduced Conserv-
ative Q-Learning (CQL) (Kumar et  al. 2020), an algorithm which first modifies the 
updates the rule of the Q-function to also minimize Q-values under current policy, 
while minimizing the Bellman error, and then maximizing values under the data distri-
bution for the underestimation issue. The CQL algorithm can then be used to perform 
Q-Learning or train Actor-Critic policies, like SAC. In Conservative Q-Learning, we 
explore an alternative method to traditional approaches in RL, particularly in actor-
critic frameworks, where constraints are typically imposed on the policy. Instead of 
restricting the policy directly, we focus on regularizing the value function or Q-func-
tion to address potential issues of overestimation for actions occurring outside the 
expected distribution. This method offers several advantages, including its applica-
bility to various RL methods like actor-critic and Q-learning, even when a policy is 
not explicitly represented, and its ability to avoid the need for modeling the behavior 
policy.

To implement this approach, they introduce a conservative penalty term into the 
objective function. This penalty term, referred to as CCQL0

 , minimizes Q-values for 
actions chosen according to a specific distribution, thereby reducing the impact of 
potentially erroneous high Q-values for out-of-distribution actions. By incorporating 
this penalty, we ensure that the Q-values align more closely with the expected dis-
tribution of actions, without explicitly estimating uncertainty. Additionally, they con-
sider a variant of this approach, denoted as CCQL1

 , which includes both a minimization 
term under the chosen distribution and a maximization term for state-action pairs in 
the batch. This modification aims to strike a balance between minimizing Q-values 
for out-of-distribution actions and maximizing values for actions within the expected 
distribution. While this variant does not guarantee a pointwise lower bound on the 
true Q-function, it offers appealing conservatism guarantees under the current policy 
while significantly reducing underestimation in practice. (See the work by Kumar et al. 
(2020) for more explanation on CQL algorithm.)

In this work, we use CQL to compute pessimistic Q-values of the optimal actions. 
We then calculate these Q-values for the optimal actions for each game state and 
denote it as Q(St,Aoptimal) . The loss function of descrete version of CQL is as follows:

where � is an automatically adjustable value via Lagrangian dual gradient descent.
We integrated our soccer network into the d3rlpy package d3rlpy (2019) and trained 

CQL algorithm accordingly. (See Appendix 8.2 for implementation details and hyper-
parameters of this algorithm).

L(�) = ��St
[log

∑
A

expQ�(S,A) − EA[Q�(S,A)]] + LDoubleDQN(�)
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4.4 � Measuring teams’ effectiveness

Measuring teams’ effectiveness is one of the most prominent use-cases of our approach. 
Since we have both actual actions observed in the dataset, and the inferred optimal 
action in the same game state, we are able to measure how close teams and players are to 
optimal policy. To do so, we compute the difference between our estimated Q(St,Aactual) 
for the actual action and Q(St,Aoptimal) for the optimal one at the same game state St and 
sum it over all actions performed in the dataset. We call this metric as Optimal Action 
Divergence and calculate it as follows:

which shows the closeness of the actual action to the optimal one for each game state St , 
and we compute teams’ effectiveness as:

for a game with T events. As a result, the larger effectiveness of a team shows their better 
performance in selecting optimal actions in any of the offensive and defensive situations. 
The workflow of inferring optimal policy with offline CQL and measuring teams’ effec-
tiveness is illustrated in Fig. 3.

5 � Match outcome prediction

In this section, we describe our proposed approach for constructing an in-game win 
probability model for soccer.

(2)Optimal Action Divergence(St) = Q(St,Aoptimal) − Q(St,Aactual);

(3)Teams’ Effectiveness = 1 −
1

T

T∑
t=1

Optimal Action Divergence(St)

Fig. 3   Offline CQL workflow for producing optimal actions inside a possession from actual possession 
data. The state, action, and reward are shown with s, a, and r respectively. The undelying network is the 
encoder and decoder components of TGN that is trained with actual possession data to exploit behavio-
ral policy, and its parameters are tuned with offline CQL algorithm to derive optimal policy. The middle 
training part is the offline CQL which employs a dataset collected by the behavioral policy (i.e., predicted 
actions from soccer network). The dataset is collected once, and is not altered during training, which makes 
it feasible to use large, previously collected datasets. The training process does not interact with the MDP at 
all, and the policy is only deployed after being fully trained
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5.1 � Modelling match outcome and win probabilities

The task of an in-game win probability model is to predict the probability distribution over 
the possible match outcomes: Pr(Y|St) given the game state S at time t, in which the out-
come Y can be any of the win, draw, loss for the team. In this section, we define the game 
state as the previous five actions a of the current time-step t and its corresponding features 
x and denote them as St = [(at−4, xt−4), ..., (at−4, xt−4), (at, xt)] . Setting the game state with 
a fixed number of previous actions offers several advantages. First, most machine learning 
algorithms require fixed number of features. Second, considering a small window focuses 
attention on the most relevant aspects of the current context. The number five of previous 
actions is a parameter of the approach, and was empirically found to work well.

We formulate the problem as a multi-class classification to predict the probability of 
each outcome given a game state. Our task can then be defined as:

Given: game state St = [(at−4, xt−4), ..., (at−4, xt−4), (at, xt)];
Estimate: the probability of win, draw, loss outcomes for the ball possessor team.
To compute the probabilities, we experiment with the following classification algo-

rithms: CatBoost, Logistic Regression, Random Forest.

5.2 � Game state features

We utilize the following categories of features for describing the game state and predict 
outcomes: 

1.	 Base features:

•	 Time remaining from action occurrence until the end of match half;
•	 Goal difference between the goals the teams have scored so far.

2.	 Teams’ effectiveness feature:

•	 Optimal Action Divergence(St) : the divergence of the actual action from the optimal 
one for each game state St performed by the players. This feature gives an indication 
of teams’ effectiveness in scoring in the rest of the game. The larger teams’ effec-
tiveness and smaller Optimal Action Divergence outline higher chance of winning.

3.	 Contextual features:

•	 Team goals: The number of goals each team scored so far. This feature gives an 
indication of the teams’ strength in goal scoring in the past and the likelihood of 
scoring again).

•	 Red cards: The number of red cards each team has received so far. A double yellow 
card is counted as a red card.

•	 Yellow card: The number of yellow cards each team has received so far. A sec-
ond yellow card is not counted, as it is included in the red cards. We assume that a 
weaker team that is defending is more likely to commit a foul and receive more yel-
low cards.

•	 Duel winning: the percentage of duels won in the previous five time-steps.
•	 Penalty calls: The number of penalty calls and the percentage resulted in a goal.
•	 Amount of injury time and stoppage time.
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•	 xG: Number of shots including blocked shots and situations where a player has been 
in a good position to score, divided by total number of opportunities.

5.3 � Evaluation method

An in-game win probability predictor model should be able to provide calibrated prob-
ability estimates that reflect what is the most likely to happen in reality. Since we formulate 
the problem as a multi-class classification task with three possible outcomes, we evaluate 
the accuracy of prediction with Ranked Probability Score (RPS) (Constantinou & Fenton 
2012) at match time t to quantify how close the predictions are to the actual outcome. We 
compute the RPS metric as follows:

where vector pt = [Pr(Y = win|St),Pr(Y = draw|St),Pr(Y = loss|St)] is the estimated 
probabilities at a time t. ej denotes the final outcome of the game, in which the win ( j = 1 ), 
draw ( j = 2 ), and loss ( j = 3 ) are denoted as [1,1,1], [0,1,1], and [0,0,1], respectively.

To simplify the understanding of RPS for coaches and players, it can be likened to a 
measure of how well the predictions match with what actually happens. To calculate this 
metric, we assign specific values to the outcomes of win, draw, and loss in order to cal-
culate the RPS metric accurately. The notation [1,1,1] represents the outcome of a win, 
indicating that the predicted probability for winning the game is fully assigned to the cor-
rect outcome. Similarly, [0,1,1] signifies a draw, where the predicted probability is divided 
equally between the draw and loss outcomes. Finally, [0,0,1] denotes a loss, indicating 
that the predicted probability is fully assigned to the loss outcome. This notation scheme 
ensures that the RPS metric appropriately penalizes deviations between predicted prob-
abilities and actual outcomes, thereby providing a comprehensive evaluation of the mod-
el’s performance in predicting in-game win probabilities. A lower RPS score implies more 
accurate predictions, while a higher score suggests that the predicted probabilities deviate 
from the observed outcomes. In essence, RPS provides a quantifiable way to assess the 
reliability of probabilistic forecasts, helping coaches and players gauge the trustworthiness 
of predictive information in their decision-making processes. See the paper by Costa Con-
stantinou and Fenton (2012) for detailed explanation of this metric.

6 � Experiment

In this section, we showcase the practical application of our deployed system by first 
describing the dataset, then by providing an evaluation of our soccer network and match 
outcome prediction, finally describing the teams’ effectiveness in terms of selecting the 
optimal action. We trained the soccer network for action prediction purpose using the code 
provided in our GitHub repository.2 Then we integrate the network to the d3rlpy offline RL 
package3 to train CQL algorithm. The rest of the machine learning algorithms has been 

(4)RPSt =
1

2

2∑
i=1

(

i∑
j=1

pt,j −

i∑
j=1

ej)
2

2  https://​github.​com/​hsnlab/​sports_​anali​tica.
3  https://​d3rlpy.​readt​hedocs.​io/​en/​v1.1.​0/​index.​html.

https://github.com/hsnlab/sports_analitica.
https://d3rlpy.readthedocs.io/en/v1.1.0/index.html.
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trained using scikit-learn Python package.4 All models are trained on a server enriched 
with GV100GL [Tesla V100 PCIe 16GB] GPU.

6.1 � Dataset

The dataset we used for deployment of our proposed system consists of high-resolution 
spatiotemporal tracking and event data covering all 330 games of the 2020-21 season, and 
100 games of 2021-22 season of the Belgian Pro League collected by Stats Perform.5 The 
tracking data includes the (x,y) coordinates of all 22 players and the ball on the pitch at 25 
observations per second. The event data includes on-ball action types such as passes, shots, 
dribbles, etc., annotated with additional features such as contestants, game period ID, ball 
possessor player ID, start and end locations of the ball. We merge tracking with event data; 
each record of our merged dataset includes all players and the ball coordinates with their 
corresponding features for each time-step of an action performed by offensive or defensive 
players.

6.2 � Teams’ effectiveness

In order to provide an interpretable summary of the results for the soccer players and 
coaches, our framework could be adjusted to analyze the team-specific propensities to per-
form any of the action types within any of the phases of ball possessions. Moreover, we 
compute Teams’ Effectiveness metric (formula of (3)) for each team participating in the 
2020/21 season of Belgian Pro League. Table 1 presents the calculated effectiveness of the 
teams. The teams are sorted according to the league table at the end of season 2020-21. 
For instance, the mean effectiveness over all possessions of Club Brugge in the 2021-22 
season is calculated as 0.45. Another observation from Table 1 is that the teams at the top 
of the table have larger effectiveness in comparison to the teams at the bottom of the table. 
That is because a team like Club Brugge at top of the table quite often selects the optimal 
actions (i.e., their behavioral policy is nearly the same as their optimal policy), whereas the 
behavioral policy of the teams at the bottom of the table is far from their respective optimal 
policy.

6.3 � Evaluation results

6.3.1 � Soccer network evaluation results

We aim to evaluate the prediction performance of the undelying network for the predic-
tion phase, and use it consequently for the optimization task. To do so, we inspect the 
performance of the teams’ offensive and defensive behavior prediction (i.e., the probabil-
ity of interrupting a possession by each of the offensive and defensive actions). In order 
to handle the spatiotemporal nature of our dataset, we needed a sophisticated model and 
rich feature set, which could optimize the prediction performance. Thus, model selection 
was the core task of this study. We first created appropriate state dimensions suitable for 

4  https://​scikit-​learn.​org/​stable/​modul​es/​gener​ated/​sklea​rn.​linear_​model.​Logis​ticRe​gress​ion.​html
5  http://​www.​stats​perfo​rm.​com/

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
http://www.statsperform.com/
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each model by reshaping the state inputs, then fed our reshaped arrays to the following 
networks: 3D-CNN, LSTM, Autoencoder-LSTM, CNN-LSTM, and TGN, to compare their 
classification performance (c.f. Table 2). We chronologically split the possessions into 80% 
of train, 10% of validation for hyperparameter tuning and model selection, and the remain-
ing 10% as hold-out data for testing. Chronological splitting in soccer data analytics offers 
several advantages that contribute to the realism and robustness of predictive models. By 
organizing the dataset based on the temporal order of events, this approach mimics the 
chronological flow of soccer matches, aligning with real-world scenarios where data is 
collected over time. This temporal realism enables models to adapt to evolving patterns, 
handle changes in player performance and strategies, and capture seasonal trends inherent 

Table 1   The effect of 
approaching the optimal policy 
on the team-level

Teams are sorted according to their final ranking in the 2020/21 sea-
son of Belgian Pro League

Teams Teams’ 
effective-
ness

Club Brugge 0.45
Antwerp FC 0.43
Anderlecht 0.40
Genk 0.42
Oostende 0.38
Standard 0.40
AA Gent 0.35
Mechelen 030
Beerschot 0.22
Waregem 0.28
OH Leuven 0.30
Eupen 0.21
Charelori 0.18
Kortrijk 0.15
Sint-Truiden 0.12
Cercle Brugge 0.14
W-Beveren 0.11
Excel Mouscron 0.09

Table 2   Prediction performance 
of different design choices for 
spatiotemporal analysis

Inference times are the average running times over 20 iterations of 
training

Spatio temporal model Accuracy (%) Loss Inference 
time (s)

Parameters

3D-CNN 73 0.63 0.31 61,211
LSTM 71 0.63 0.11 50,804
Autoencoder-LSTM 79 0.59 5.02 92,022
CNN-LSTM 81 0.56 0.51 56,036
TGN 87 0.52 0.63 72,300
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in soccer seasons. The technique helps prevent data leakage, as future information is not 
used during model training, ensuring the model’s evaluation integrity. Additionally, mod-
els developed through chronological splitting showcase their generalization capabilities to 
future scenarios, making them more reliable for real-time decision-making during matches. 
Overall, this approach fosters the development of robust models that are less sensitive to 
short-term fluctuations, providing a comprehensive and realistic assessment of the model’s 
performance in dynamic soccer analytics environments. Random splitting, where the data-
set is randomly divided into training, validation, and test sets, has its limitations in the con-
text of soccer data analytics. One significant problem is that it may not adequately account 
for the temporal nature of the data. Soccer events, strategies, and player performances can 
evolve over time, and random splitting does not ensure a chronological representation of 
these changes. This can result in models that may not generalize well to future scenarios 
or may be overly sensitive to short-term fluctuations. In soccer, where seasonality, player 
transfers, and changes in team dynamics are common, models developed without consider-
ing the temporal order of events may lack the adaptability needed to make accurate predic-
tions. Random splitting also poses a risk of data leakage, as information from the valida-
tion or test sets could unintentionally influence the model during training, leading to an 
overestimation of its performance. Categorical cross entropy loss on train and validation 
datasets is used to evaluate the model. All layers of the networks are carefully calibrated. 
Dropout is used to reduce interdependent learning among units, and early stopping is used 
to avoid overfitting. As Table 2 suggests, TGN outperforms other models in terms of accu-
racy and loss in the test set. In Table 2, the number of parameters depends on the size of 
game state and architecture of the respective neural network (e.g., number of layers and 
neurons of each layer). This table also presents loss to evaluate the goodness of the fit for 
each model trained on different type of states. Loss is a measure of how well the model is 
performing with respect to its objective. It quantifies the difference between the predicted 
values and the actual values (or labels) in the training data. The goal during training is to 
minimize this loss. Common loss functions include mean squared error for regression tasks 
and cross-entropy loss for classification tasks. Accuracy, on the other hand, is a measure of 
how many predictions the model gets correct compared to the total number of predictions. 
It is a percentage value indicating the proportion of correctly classified samples. While 
accuracy is an essential metric, it does not take into account the confidence or certainty 
of predictions. The theoretical connection between accuracy and loss lies in the fact that 
reducing the loss often leads to an improvement in accuracy. During training, the opti-
mization algorithm adjusts the model’s parameters to minimize the loss function. As the 
loss decreases, the model tends to make better predictions, which, in turn, improves accu-
racy. However, it’s crucial to note that accuracy alone may not provide a complete picture 
of the model’s performance, especially in situations with imbalanced classes or when the 
uncertainty of predictions is a significant concern. In summary, the theoretical connection 
between accuracy and loss is rooted in the shared objective of improving the model’s pre-
dictive capabilities. Reducing the loss generally corresponds to an increase in accuracy, but 
both metrics are used in tandem to comprehensively assess and fine-tune the performance 
of a neural network during training. Further information about hyperparameters and imple-
mentation details of TGN are provided in Appendix 8.1.
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6.3.2 � Ablation study

Our soccer network consists of TGN which has learned the future edge probabilities in 
a self-supervised manner (i.e., corresponding methods, for processing unlabelled data to 
obtain useful representations for downstream learning tasks). We evaluate its performance 
through both transductive and inductive settings. In the transductive setting, we predict 
future links of the nodes observed during training, whereas in the inductive setting we pre-
dict future links of nodes never observed before. For all tasks, we used a split of 80%-10%-
10% for the train-validation-test sets respecting the chronological order of the games to 
make sure actions from the same matches do not end up in both train and test sets and to 
avoid temporal information loss. Furthermore, we perform an ablation study to design the 
best combination of different components of TGN modules as described in Table 3. The 
final results of Average Precision and AUC for different versions of TGN are illustrated 
in Table 4. According to this table, TGN-att outperforms the counterparts (by achieving 
88% of AUC in the transductive setting) and we use its prediction results for the rest of our 
experiments for our deployed system.

We conducted an ablation study to investigate the performance of different variants 
of the TGN utilized in our framework. Table 3 outlines the various configurations, each 
denoted by TGN followed by a specific identifier indicating the message function (msg), 
aggregation function (agg), memory updater (mem), and embedding (emb). We evaluated 
these variants based on their ability to predict future edge probabilities in both transduc-
tive and inductive settings. The results, presented in Table 4, highlight the superior per-
formance of TGN-att, which employs attention mechanisms for memory updating, achiev-
ing the highest Area Under Curve (AUC) and Average Precision (AP) scores across both 
settings.

Table 3   Multiple variants 
of TGN used in our ablation 
studies. msg, agg, mem, and 
emb stand for message function, 
aggregation function, memory 
updater, and embedding, 
respectively

msg agg mem emb

TGN-id id last GRU​ id
TGN-mean id mean GRU​ attn
TGN-last id last GRU​ attn
TGN-att id last LSTM attn

Table 4   Area under curve (AUC) 
and average precision (AP) for 
future edge prediction tasks 
in transductive and inductive 
settings of different versions of 
TGN

All the results are averaged over 10 runs

Transductive Inductive

AUC​ AP AUC​ AP

TGN-id 0.76 0.73 0.63 0.64
TGN-mean 0.78 0.74 0.66 0.68
TGN-last 0.80 0.78 0.68 0.68
TGN-att 0.88 0.85 0.80 0.79
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6.3.3 � Match outcome evaluation results

Since our proposed system is designed for real-time match result prediction, we need to 
calculate RPS for each time-step of the game which has been scaled to 90 min. The RPS of 
all in-game outcome prediction models improves when the game progresses (Figs. 4, 5), as 
they gain more information about the final outcome. In Fig. 4, we compare RPS computed 
for every minute of the game, in which the outcome has been predicted with three classifi-
cation algorithms. According to the figure, the CatBoost result (orange line) has the lowest 
RPS in most of the times with an average of 0.11 throughout the game. Furthermore, we 
study the effect of adding different category of features in Fig. 5. We observe that the com-
bination of three categories of features (the blue dashed line) is outperforming the other 
feature sets with an average of 0.08 RPS throughout the game. Furthermore, adding the 
Teams’ Effectiveness feature significantly improves the prediction accuracy and proves that 
our optimization algorithm has learned optimal decisions pretty well and accurately com-
puted the Action Effectiveness metric.

Next, we present the results of our evaluation, comparing the performance of our pre-
diction framework with that of four baseline models in Table 5. To assess the quality of 
our predictions, we again employ the Rank RPS metric, where lower RPS values indicate 

Fig. 4   Comparison of RPS 
computed for every minute of the 
game trained with three different 
classification algorithms, and the 
pre-match outcome prediction

Fig. 5   RPS of outcome predic-
tion for every minute of the game 
trained with three feature sets. 
Adding the teams’ effectiveness 
feature (blue dashed line) signifi-
cantly improves the prediction
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better prediction results. Our prediction model, which directly emphasizes optimal deci-
sions and leverages them for in-game result prediction, outperforms the following existing 
models, as expected. First, we employed a Bayesian approach Robberchts et al. (2021) to 
predict in-game outcomes using our Belgian Pro League dataset, resulting in an average 
RPS of 0.25. Additionally, we utilized a betting portal Odds portal (xxxx) to scrape histori-
cal odds of Belgian matches, converted them into win-draw-loss probabilities, and calcu-
lated the average RPS using odds from three prominent bookmakers: bwin6 (RPS = 0.43), 
Unibet7 (RPS = 0.39), and Curebet8 (RPS = 0.53). In contrast, our approach yielded an 
impressive average RPS of 0.1 across all matches, establishing its superiority over existing 
reproducible baselines.

6.3.4 � Computational complexity analysis

The computational complexity of our proposed framework encompasses various aspects, 
including model training, inference, and real-time prediction. The primary computational 
overhead lies in training the deep learning models, particularly the TGN and the RL algo-
rithm. The training complexity of these models depends on factors such as the size of the 
dataset, the number of parameters in the model architecture, and the complexity of the 
optimization process. For TGN, the computational complexity mainly arises from process-
ing the high-resolution spatiotemporal tracking and event data. The complexity of TGN 
training scales with the number of nodes (players and ball) and the length of the sequences 
(time steps) in the input data. Additionally, the use of attention mechanisms and recur-
rent neural networks (RNNs) in TGN may contribute to increased computational demands 
during training. Incorporating the Conservative Q-Learning algorithm into our frame-
work adds another layer of complexity, particularly during the offline RL process. While 
CQL offers advantages such as improved sample efficiency and robustness, it may require 
extensive computational resources for training, especially when dealing with large-scale 
datasets and complex action spaces.  During inference and real-time prediction, the com-
putational complexity is primarily determined by the efficiency of the deployed models 
and algorithms. Our framework leverages optimized inference techniques and parallel pro-
cessing to minimize latency and maximize throughput, enabling efficient real-time analy-
sis and prediction of match outcomes and player actions. Generally, while our framework 
introduces computational challenges, such as training deep learning models and offline 
RL algorithms, we employ optimization strategies and parallel computing techniques to 

Table 5   Comparison of RPS 
scores from different in-game 
outcome prediction models

Model Average RPS

Our prediction model 0.10
Bayesian approach Robberchts et al. (2021) 0.25
Betting portal (Unibet) 0.39
Betting portal (bwin) 0.43
Betting portal (Curebet) 0.53

6  https://​casino.​bwin.​com/​en/​games.
7  https://​www.​unibet.​com/
8  https://​www.​cureb​et2023.​com/​en.

https://casino.bwin.com/en/games.
https://www.unibet.com/
https://www.curebet2023.com/en.
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mitigate these challenges and ensure efficient performance in real-world applications. Fur-
ther analysis and optimization of computational resources will be conducted to enhance the 
scalability and efficiency of our framework for soccer analytics.

7 � Conclusion

In this paper, we have presented an innovative approach for in-game outcome predic-
tion in soccer using a combination of TGNs and offline RL. Our methodology leverages 
the rich spatiotemporal tracking data available in soccer matches to predict offensive 
and defensive actions and optimize decision-making processes. Through the integration 
of TGNs, we effectively model the complex interactions between players and the ball 
over time, enabling accurate action prediction. Additionally, our application of offline 
RL allows us to extract optimal strategies solely from historical data, providing val-
uable insights into teams’ performance and enhancing our ability to predict in-game 
outcomes. Our experimental results demonstrate the effectiveness of our approach, 
with high accuracy achieved in both action prediction and in-game outcome prediction 
tasks. Specifically, we achieve an accuracy of 87% in predicting offensive and defensive 
actions and an error rate of 0.1 in in-game outcome prediction, outperforming counter-
part models and bookmakers’ odds. These results highlight the potential of our meth-
odology to significantly impact various stakeholders in the soccer ecosystem, including 
teams, leagues, betting industries, media, and fans.

Moving forward, we believe that our approach has the potential for further refine-
ment and application in real-world scenarios. Future research directions could include 
exploring additional features and data sources, refining the modeling architecture, and 
incorporating dynamic adjustments based on real-time game developments. By continu-
ing to innovate in the field of soccer analytics, we aim to provide valuable insights and 
enhance decision-making processes for all stakeholders involved.

Hyperparameters and implementation details

Temporal graph network

•	 Model architecture:  We employed the TGN architecture for learning the tempo-
ral dynamics of soccer events. The TGN consists of message passing and aggrega-
tion mechanisms to capture the temporal dependencies between actions in the soccer 
game.

•	 Hyperparameters: Message function (msg): We experimented with different message 
functions including identity (id), mean, and last, denoted as TGN-id, TGN-mean, 
and TGN-last respectively. Aggregation function (agg): The aggregation function 
aggregates the messages received by each node. We utilized aggregation functions 
such as last and mean. Memory updater (mem): We employed GRU and LSTM units 
for updating the memory state in the TGN modules. Embedding function (emb): We 
utilized attention-based embeddings (attn) for learning node representations.
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•	 Implementation details: The TGN architecture was implemented using the PyTorch 
library. We trained the TGN models using Adam optimizer with a learning rate of 
0.001. We utilized a batch size of 64 and trained the models for 100 epochs.

Conservative Q‑Learning

•	 Algorithm: We employed Conservative Q-Learning (CQL) for optimizing player 
decisions in soccer. CQL aims to learn an optimal policy by regularizing the Q-func-
tion to avoid overestimation of out-of-distribution actions.

•	 Hyperparameters: Penalty term ( � ): We experimented with different penalty weights 
to balance between the conservative penalty term and the standard Bellman error term. 
Behavior policy ( � ): We employed a regularized adversarial objective for computing 
the behavior policy, aiming to minimize the Q-values for out-of-distribution actions.

•	 Implementation details: The CQL algorithm was implemented using the d3rlpy offline 
RL package. We trained the CQL models using Adam optimizer with a learning rate of 
0.0001. We utilized a batch size of 128 and trained the models for 5000 iterations.
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