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Abstract
To integrate high amounts of renewable energy resources, electrical power grids must be 
able to cope with high amplitude, fast timescale variations in power generation. Frequency 
regulation through demand response has the potential to coordinate temporally flexible 
loads, such as air conditioners, to counteract these variations. Existing approaches for dis-
crete control with dynamic constraints struggle to provide satisfactory performance for 
fast timescale action selection with hundreds of agents. We propose a decentralized agent 
trained with multi-agent proximal policy optimization with localized communication. We 
explore two communication frameworks: hand-engineered, or learned through targeted 
multi-agent communication. The resulting policies perform well and robustly for frequency 
regulation, and scale seamlessly to arbitrary numbers of houses for constant processing 
times.

Keywords  Multi-agent reinforcement learning · Demand response · Power systems · 
Renewable integration · Communication · Coordination

1  Introduction

To achieve the United Nations’ climate change target of limiting global warming at +1.5◦ C, 
global electricity generation must transition from fossil fuels to renewable energy sources 
such as wind turbines and solar panels. In 2019, according to the International Energy 
Agency, electricity and heat production accounted for 40% of global emissions (Agency, 
2021), as 64% of it is generated from burning fossil fuel (Agency, 2022). The electricity sec-
tor must thus move from a conventional, fuel-burning paradigm to a renewable, natural phe-
nomenon-based generation, e.g., wind turbines and solar photovoltaics. Renewable energy 
generation is subject to short-term, high-amplitude variations, referred to as intermittency. As 
an example, a cloud passing will lead to a sudden drop in the solar-based generation, followed 

Editors: Emma Brunskill, Minmin Chen, Omer Gottesman, Lihong Li, Yuxi Li, Yao Liu, Zonging Lu, 
Niranjani Prasad, Zhiwei Qin, Csaba Szepesvari, Matthew Taylor.

Extended author information available on the last page of the article

http://orcid.org/0000-0002-9755-6659
http://crossmark.crossref.org/dialog/?doi=10.1007/s10994-023-06460-4&domain=pdf


5204	 Machine Learning (2024) 113:5203–5234

1 3

by a sharp increase when the sky becomes clear again. These changes can happen at the scale 
of a few seconds, and create major challenges for power grid operators: to ensure the stabil-
ity of the electric grid, a near-perfect balance between the power demand and the generation 
is critical (Kundur, 2007). In other words, power generation and consumption must be equal 
at all times. Hence, trading a constant, deterministic generation for an intermittent, uncertain 
one exacerbates the need for power balancing. At the second timescale, this balancing task is 
referred to as frequency regulation (Bevrani et al., 2010; Taylor et al., 2016).

On the power generation side, solutions such as excess energy storage in batteries or 
support from fossil fuel plants require large investments and are not renewable respec-
tively. Alternatively, demand response programs (Siano, 2014) can be introduced to miti-
gate renewable intermittency (Taylor et al., 2016). The demand response approach aims at 
adjusting the power demand to meet the supply by coordinating loads temporally. These 
loads must be flexible, i.e., capable of modulating their consumption while fulfilling their 
own purpose. This does not apply to, for example, computer monitors, which must be fully 
powered when they are in use. Thermostatic loads, such as heating, air conditioning or 
water heaters, are instead ideal candidates: they do not need to be turned on at all times, 
as long as the temperature of the air/water is within the user’s preference range (Callaway, 
2009). They are also widely deployed and they represent a significant part of global power 
consumption  (Agency, 2018; Mathieu et  al., 2012). The increasing adoption of electric 
vehicles is another important possible source of flexibility. The frequency regulation objec-
tive differs from the peak-shaving problem, where the objective is load shifting over, e.g., a 
day, to reduce the grid’s power consumption peak. Instead, we aim at leveraging the loads’ 
flexibility to balance out high-frequency variations in power generation.

In this paper, we focus on the task of fast timescale demand response for frequency 
regulation using residential air conditioners. This presents several physical and algorith-
mic constraints: (1) air conditioners are discretely powered, i.e., on or off, which limits the 
control flexibility; (2) they are subject to hardware dynamic constraints such as lockout: 
once turned off, they must wait some time before being allowed to turn back on to protect 
the compressor; (3) as the context is residential, privacy is important and communications 
should be limited; (4) to provide enough power flexibility to the grid, a large aggrega-
tion of loads must be considered: the method must be scalable; (5) for easier implemen-
tation, the control should also be decentralized with localized communications; (6) the 
decisions must be taken at a few seconds timescale; and finally (7) the control algorithm 
should be able to cope with uncertainty in the future regulation signal.

These constraints impede the deployment of classical methods. Greedy algorithms are 
centralized and have difficulty accounting for long-term dynamic constraints (Lesage-Lan-
dry et al., 2021). Standard model predictive control is also centralized, and even decentral-
ized versions solve a multi-period combinatorial optimization problem that does not scale 
with the number of agents (Dong et  al., 2018; Chen et  al., 2020). We propose to tackle 
this problem by using multi-agent reinforcement learning (MARL) to learn decentralized 
and scalable policies (4) with discrete and constrained control (1, 2) and limited and local-
ized communications (3, 5). Once learned, these policies can take the best decisions in 
real time (6) based on expected value over uncertainty (7). As this problem combines the 
most important current challenges of MARL, i.e., communication, long-term credit assign-
ment, coordination, and scalability  (Gronauer & Diepold, 2021), it is also interesting for 
MARL algorithm research. We train our agents with Multi-Agent Proximal Policy Opti-
mization (MA-PPO) (Yu et  al., 2021) with Centralized Training, Decentralized Execu-
tion (CT-DE) (Kraemer and Banerjee 2016). Two local communication frameworks are 
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tested—hand-engineered and learned—and both outperform the baselines. Our main con-
tributions are threefold:

•	 An open source, multi-agent environment1 simulating the real-world problem of fre-
quency regulation through demand response at the second timescale. The simulator is 
compatible with the OpenAI Gym (Brockman et al., 2016) framework.

•	 Two decentralized, fast-responding agents1 trained by MA-PPO. The first one has a 
hand-engineered communication strategy, while the second one learns what data to 
share through Targeted Multi-Agent Communication (TarMAC) (Das et  al., 2019). 
Both outperform baselines on two-day simulations.

•	 An in-depth analysis of the dynamics, communications, scalability and robustness of 
the trained agents.

In the next section, we describe prior work in the field of demand response and MARL. 
In Sect.  3, we describe the environment and formulate the problem. The classical and 
learning-based methods are described in Sect. 4. Finally, Sect. 5 presents the experimental 
results and analyses of the agents’ performance, dynamics, robustness, and scalability.

2 � Related works

Frequency regulation through demand response is commonly tackled by model predictive con-
trol (MPC) (Wu et al., 2018; Lee et al., 2015; Olama et al., 2018; Dong et al., 2018; Maasoumy 
et al., 2014; Mathieu et al., 2012), where the best action is chosen based on trajectory prediction 
over a given horizon, sometimes combined with machine learning (Dusparic et al., 2013; Lauro 
et al., 2015; Ahmadiahangar et al., 2019). Apart from Liu and Shi (2015), these works do not 
consider short-term dynamic constraints such as lockout. MPC approaches rely on mixed-inte-
ger programming, which does not scale sustainably with higher numbers of agents, preventing 
control at fast timescales. Moreover, these works generally require a centralized entity to access 
residences’ data, leading to confidentiality issues. An alternating direction of multipliers method 
(ADMM)-based distributed MPC approach was proposed in Chen et al. (2020). This approach 
did not consider the lockout constraint and is not compatible with fast timescale decision-making 
as it requires multiple centralized communication rounds at each time step in addition to solving 
several optimization problems and converting continuous setpoints to binary actions.

To tackle these problems, online optimization (OO) approaches (Lesage-Landry & Tay-
lor, 2018; Zhou et al., 2019) have been used because of their high computational efficiency 
and scalability. In particular, Lesage-Landry et al. (2021) deploys OO for frequency regu-
lation with binary control settings as is the case for air conditioning (AC) units. However, 
these methods rely on greedy optimization and their lack of foresight leads to limited per-
formance when facing dynamic constraints. Reinforcement learning (RL) methods have 
been developed to address the longer timescale power balance problems such as peak shav-
ing through demand response (Aladdin et al., 2020) or coordination of loads and genera-
tors (Roesch et al., 2020; Yang et al., 2019). The CityLearn environment (Vazquez-Canteli 
et  al., 2020) proposes a standard environment for multi-agent RL (MARL) for demand 
response, upon which are developed methods such as Pigott et al. (2021) to regulate the 
voltage magnitude in distribution networks using smart inverters and intelligent energy 

1  The code is hosted on https://​github.​com/​ALLab​MTL/​marl-​deman​dresp​onse.
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storage management, and Vazquez-Canteli et al. (2020) for load shaping of grid-interactive 
connected buildings. The AlphaBuilding ResCommunity environment (Wang et al., 2021) 
then implements detailed thermal models. Both CityLearn and AlphaBuilding ResCommu-
nity, however, consider longer timescale control, which makes them inadequate for high-
frequency regulation and removes the ACs’ lockout and binary constraints. The Power-
Gridworld (Biagioni et  al., 2021) environment, a more flexible alternative to CityLearn, 
allows fast-timescale simulation but does not provide a detailed thermal model of loads, 
options for lockout or binary control, or classical baseline approaches to compare with. 
High-frequency regulation has been addressed by MARL, but only on the power generation 
side (Xi et al., 2018). We are unaware of any example in the literature deploying MARL 
for frequency regulation with demand response, with second-timescale control and flexible 
binary loads such as ACs which are subject to hardware dynamic constraints like a lockout.

More generally, MARL has been developed for collaboration both in virtual environments 
such as Dota 2 (OpenAI et  al., 2019), Hide and Seek (Baker et  al., 2020) or Fuchs et  al. 
(2021), and in real-world environments such as traffic light control (Wei et al., 2019), single-
house energy management (Ahrarinouri et  al., 2021), path-finding (Sartoretti et  al., 2019), 
active voltage control (Wang et al., 2022) or ride-sharing (Qin et al., 2022). MARL problems 
pose several additional challenges to the RL settings (Gronauer & Diepold, 2021), such as the 
non-stationarity of the environment, the need to learn coordination and communication, or 
the scaling of the training and deployment. Multi-agent adaptations of known RL algorithms, 
such as online PPO (Schulman et al., 2017; Yu et al., 2021), or offline DDPG (Lillicrap et al., 
2019; Lowe et al., 2020;  Mnih et al., 2015), have led to strong performance in many prob-
lems. However, some particular problems, such as the ones requiring communication with 
large numbers of agents, need specialized algorithms (Jiang and Lu, 2018). MARL com-
munication is an active field of research. Different strategies exist: MAIC models the other 
agents to maximize the mutual information in the messages (Yuan et  al., 2022). TarMAC 
(Das et al., 2019), instead, uses an attention mechanism to aggregate messages for each agent 
based on their importance. MASIA agents (Guan et al., 2023) instead share a common aggre-
gator, and then use a focus network to only extract the relevant contents.

A 2-page extended abstract was previously presented for this work (Mai et  al., 
2023). This article presents the complete work on MARL for demand response of resi-
dential loads; it contains the full formulation of the problem, necessary information 
about its implementation, additional experimental results and their in-depth analysis.

3 � Problem formulation

3.1 � Environment

The environment is a simulation of an aggregation of N houses, each equipped with 
a single AC unit. Thermostatic loads modeled as multi-zone units and equipped with 
more than a single AC (Amin et al., 2020) is a topic for future work. The environment 
model is updated every 4 s. More details about the environment are given in Appen-
dix C. A notation table is provided in Appendix A.
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3.1.1 � Outdoors temperature

The outdoor temperature To,t is assumed to be the same for every house, i.e., they are co-
located in the same geographical region, and is simulated as sinusoidal with a one-day 
period. Unless otherwise specified, the maximum temperature of 34 ◦ C is reached at 6 
pm and the minimal temperature of 28 ◦ C at 6 am. To,t is thus always above the target 
indoor temperature TT of 20 ◦ C, so that every household can offer its flexibility to the grid. 
Note that demand response for frequency regulation can easily be extended to heat-pumps, 
which provide flexibility in situations where heating is required due to low temperatures. 
Flexibility is thus primarily limited when the outdoor temperature aligns closely with the 
desired temperature, eliminating the need for temperature control. As this scenario coin-
cides with reduced energy consumption for households, system operators must then rely 
on other sources of flexibility like battery energy storage, electric vehicles, or fast-ramping 
conventional power plants.

3.1.2 � House thermal model

Each house i = 1, 2,… ,N is simulated using a second-order model based on Gridlab-D’s 
Residential module user’s guide (Betelle Memorial Institute, 2022). At time t, the indoor air 
temperature Ti

h,t
 and the mass temperature Ti

m,t
 are updated given the house characteristics �i

T
 

(wall conductance Ui
h
 , thermal mass Ci

m
 , air thermal mass Ci

h
 and mass surface conductance 

Hi
m
 ), the outdoor temperature To,t , and the heat Qi

a,t
 removed by the AC. By default, the ther-

mal characteristics are the same for each house and model a 100 square meter, 1-floor house 
with standard isolation. During training and deployment, the initial mass and air temperatures 
are set by adding a positive random noise over the target temperature. Although it is not used 
by default, the solar gain Qs,t can also be added to the simulation, as seen in Appendix C.1.1.

3.1.3 � Air conditioners

Once again based on Gridlab-D’s guide (Betelle Memorial Institute, 2022), air conditioner 
i’s heat removal capacity Qi

a,t
 and power consumption Pi

a,t
 are simulated based on the AC 

characteristics �i
a
 , which include their cooling capacity Ki

a
 , their coefficient of performance 

COPi
a
 and the latent cooling fraction Li

a
 . The model and parameters are also described in 

Appendix  C.2. Additionally, a hard dynamic constraint is set to protect the compressor: 
after being turned off, it needs to wait a given amount of time before being allowed to turn 
on again (Zhang et al., 2013). This constraint is referred to as the lockout. By default, the 
lockout duration li

max
 is set to 40 s.

3.1.4 � Regulation signal

The power system operator sends to the aggregator a signal �t , which covers the complete 
aggregated load consumption: the systems we cannot control such as computers, wash-
ing machines, or lights, and the flexible power consumption, in our case, the ACs. Let, 
�t = Do,t + st where Do,t is the power demand for the non-controllable loads and st is the 
objective aggregated AC power consumption, i.e., the flexible load. We define Da,t as the 
power needed by the ACs to satisfy their thermal objectives, i.e., to keep the temperature 
around the target. To focus on the high-frequency variations of the power generation, we 
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assume that st is well behaved at low frequencies, i.e., its mean in the 5 min scale is Da,t . 
A 0-mean, high-frequency variation �s,t is added to represent renewable intermittency the 
aggregator wants to mitigate. We model the regulation signal as st = Da,t + �s,t.

The aggregation flexible power consumption is the sum of all of the ACs’ consumption: 
Pt =

∑N

i
Pi
a,t

 . The objective is to coordinate the ACs in the aggregation so that Pt tracks st , 
while keeping the indoors temperature as close as possible to the target for each house.

Base signal. To compute the average needed power Da,t , we created a dataset of the average 
power needed over a 5-minute period by a bang-bang controller without lockout – which is opti-
mal for temperature – for all combinations of discrete sets of the relevant parameters. At each 
time step, we interpolate the average power demand of each AC from this dataset and sum them 
to compute Da,t . More details are available in Appendix C.3. In practice, the base signal would 
be estimated or obtained from historical data. The aggregator would then consider its value 
when committing to track a signal st . This ensures that the required power adjustment is enough 
to maintain the houses at acceptable temperatures while providing flexibility to the grid.

Modelling high-frequency variations. The high-frequency variation �s,t is modelled with 
1-D Perlin noise (Lagae et al., 2010), a smooth, procedurally generated 0-mean noise. The 
Perlin noise produces �p,t ∈ [−1, 1] , and we have �s,t = Da,t�p�p,t where �p is an amplitude 
parameter set to 0.9. Our Perlin noise is defined by 5 octaves and 5 octave steps per period 
of 400 s; it thus is the sum of noises with periods of 80, 40, 20, 10 and 5 s. More details are 
given in Appendix C.3.2.

3.1.5 � Communication between agents

To achieve coordination between agents, they must be able to communicate. For the agent 
implementation to be decentralized, flexible, and privacy-preserving, we consider limited 
and localized communications. This enables, for example, devices communicating with 
simple radio-frequency emitters, without the need for any further infrastructure. As such, 
we limit the communication to a number Nc of neighbours. This is in line with the low-
deployment investment argument for using demand response for frequency regulation.

3.2 � Decentralized partially observable Markov decision process

In this section, we formalize the above environment as a decentralized, partially observ-
able Markov decision process (Dec-POMDP) characterized by the tuple ⟨S,A,O,P,R, �⟩ . 
Let S be the global state, A =

∏N

i=1
A

i the joint action space, and O =
∏N

i=1
O

i the joint 
observation space. Oi partially observes S . P describes the environment’s transition prob-
abilities, R the reward function for each agent and � the discount parameter.

3.2.1 � State, transition probabilities and actions

The state of the environment X ∈ S and its transition probabilities P are unknown to 
the agent. They are simulated by the environment dynamics described in Sect. 3.1. Each 
agent i’s action ai

t
∈ A

i is a binary decision to control the AC status. If the remaining lock-
out time li

t
 is above zero, the on action will be ignored by the environment. In practice, a 

backup controller within the AC would prevent the on decision from being implemented.
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3.2.2 � Observations and communications

By default, agent i receives observation oi
t
= {Ti

h,t
, Ti

m,t
, Ti

T
,�i

t
, li
t
, st∕N,Pt∕N} at time step t, 

where Ti
h,t

 , Ti
m,t

 and Ti
T
 are the indoor air, mass, and target temperatures, �i

t
 is the on or off 

status of the AC, li
t
 is its remaining lockout time, st∕N is the per-agent regulation signal and 

Pt∕N is the per-agent total consumption of the aggregation.
Each agent i communicates with its Nc neighbours. The messages’ sizes are not hard 

limited but should be small, and their contents are not constrained. We define the set of 
all of agent i’s Nc neighbours as Mi . By default, we organize the agents in a 1-dimensional 
structure: Mi = {i − ⌊Nc∕2⌋, i − ⌊Nc∕2⌋ + 1,… , i,… , i + ⌊Nc∕2⌋ − 1, i + ⌊Nc∕2⌋}�{i}.

3.2.3 � Reward

For each agent i, reward ri
t
 is computed as the weighted sum of the penalties due to its air 

temperature difference with the target, which is unique to the agent, and to signal tracking, 
which is common across all agents. This scenario is therefore cooperative with individual 
constraints. We normalize the reward with �temp = 1 and �sig = 3 × 10−7 : a 0.5 ◦ C error is 
penalized as much as a 912 W per-agent error (each agent consumes 6000 W).

4 � Classical and learning‑based algorithms

4.1 � Classical baselines

To the best of our knowledge, there is no classical baseline that performs well under all 
the constraints enumerated in Sect. 1. However, simple algorithms can optimize selected 
objectives, and we use them as baselines for the results of the MARL agent. The important 
characteristics of the different baselines are summarized in Table 1.

4.1.1 � Bang‑bang controller

The bang-bang controller (BBC) turns the AC on when the air temperature Ti
h,t

 is higher 
than the target Ti

T
 , and off when it is lower. This is a decentralized algorithm, which does 

not consider demand response but near-optimally controls the temperature. When the lock-
out duration li

max
 is 0, the BBC optimally controls the temperature, but does not account for 

ri
t
= −

(
�temp

(
Ti
h,t

− Ti
T ,t

)2

+ �sig

(
Pt − st

N

)2
)

Table 1   Comparison of the 
classical baselines

Demand 
response

Centralized Handles lockout Scalable

BBC No Yes Yes Yes
Greedy myopic Yes No No Yes
MPC Yes No Yes No
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the signal. As the base signal s0,t is computed to allow optimal temperature control, BBC’s 
signal tracking error is mainly due to the high-frequency variations of the signal.

4.1.2 � Greedy myopic

The greedy controller is a centralized algorithm that solves a knapsack problem (Dantzig, 
1957) where the size of the collection is the regulation signal, the weight of each AC is its 
consumption Pi

a,t
 , and its value is the temperature difference Ti

h,t
− Ti

T
 . At each time step, 

ACs are chosen based on a value priority computed by (Ti
h,t

− Ti
T
)∕Pi

a,t
 , until the aggrega-

tion’s consumption Pt is higher than the regulation signal st . As it does not plan for the 
future, the greedy myopic approach quickly runs out of available ACs as most of them 
are in lockout. However, with a 0-lockout duration li

max
 , it is near-optimal to track the sig-

nal st , and controls the temperature in second priority. We implement the greedy myopic 
approach as it is better adapted to these settings than the OO approach described in Sect. 2. 
Indeed, OO only uses past state information and must be implemented in a strictly online 
fashion. Both frameworks are myopic, and struggle similarly with the lockout constraint.

4.1.3 � Model predictive control

Model predictive control, or MPC, is in its nominal form a centralized algorithm modeling 
the environment and identifying the actions which will lead to the highest sum of rewards 
over a time horizon of H time steps. As the signal is stochastic, MPC assumes a constant 
future signal over horizon H, and optimally solves the trajectory with lockout. However, 
because it is a large-scale combinatorial optimization problem, it scales poorly with the 
number of agents N and with a horizon H. In the best case the complexity is polynomial, 
but it is exponential in the worst case. As a result, we were not able to run the MPC for 
more than 10 agents for H = 60 s, and had to increase the time step between each action to 
12 s. More details are provided in Appendix D.1.

4.2 � Learning‑based methods

We deploy two algorithms using deep reinforcement learning, namely MA-DQN and MA-
PPO, both using the CT-DE paradigm. These algorithms are online and learn from experi-
menting with the environment: as this problem is not solved, there is no existing trajectory 
the agents could learn from in an offline learning setting. While MA-DQN only uses hand-
engineered communications, MA-PPO was implemented with two communications para-
digms: hand-engineered and learned. Details about the architectures and hyperparameters 
are provided in Appendix 2.

4.2.1 � Centralized training, decentralized execution

The CT-DE paradigm (Kraemer & Banerjee, 2016) assumes that information is shared dur-
ing the training of the agents, while they execute actions only based on their decentralized 
observations, maintaining privacy during deployment. This reduces the non-stationarity of 
the environment (Gronauer & Diepold, 2021) and stabilizes the training. In our case, all 
agents are homogeneous, which allows the use of parameter sharing (Gupta et al., 2017). 
As such, all ACs are controlled by identical instances of the same policy trained from the 
shared experience of all agents.
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4.2.2 � MA‑DQN

Multi-agent Deep Q-Network (MA-DQN) is the CT-DE adaptation of DQN (Mnih et al., 
2015), an off-policy algorithm made for discrete action spaces. A DQN agent mainly con-
sists of a Q-network predicting the Q-value of action-observation pairs (ai

t
, Õi

t
) for every 

possible ai
t
 . During training, at time step t, the transition Θi

t
= {Õi

t
, ai

t
, ri

t
, Õi

t+1
} of every 

agent is recorded in a common replay buffer. This replay buffer is sampled to train the 
Q-network to predict Q(ai

t
, Õi

t
) supervised with target T(ai

t
, Õi

t
) according to Bellman’s opti-

mality equation:

Actions are selected as ai
t
 with maximal predicted Q-value given an input Õi

t
 . �-greedy 

exploration is added during training.

4.2.3 � MA‑PPO

Multi-agent Proximal Policy Optimization (MA-PPO) (Yu et  al., 2021) is the CT-DE 
adaptation of clipped PPO (Schulman et  al., 2017), an on-policy, policy-gradient algo-
rithm. The agent jointly learns a policy 𝜋𝜃(ait|Õi

t
) , also called an actor, and a value func-

tion V𝜙(Õ
i
t
) , also called a critic. At each epoch, the policy is fixed and the transitions 

Θi
t
= {Õi

t
, ai

t
,𝜋𝜃t (a

i
t
|Õi

t
), ri

t
} for all agents are recorded together for one or several episodes 

of length H. For each Θi
t
 , a return Gi

t
=
∑H−t

�=0
��ri

t+�
 is computed based on future experi-

ence. As the environment is actually infinite-horizon, the return Gi
t
 is corrected using par-

tial episode bootstrap (Pardo et al., 2018). Then, the new policy parameters �t+1 are trained 
over the stored memory to optimize the clipped PPO objective L(Õi

t
, ai

t
, 𝜃t+1, 𝜃t) , maximiz-

ing the advantage A𝜋𝜃t (Õi
t
, ai

t
) = Gi

t
− V𝜙(Õ

i
t
) under the constraint of proximity around the 

previous policy. The critic parameters � are then trained so that V𝜙(Õ
i
t
) predicts the return 

Gi
t
 . The memory is erased and a new epoch starts.
Exploration is handled by the inherent stochasticity of the policy. In the CT-DE setting, 

V� , which is only used during training, is given additional information about the states of 
other agents.

4.2.4 � Communications

4.2.4.1  Hand‑engineered communications  For MA-DQN and the hand-engineered MA-
PPO, the messages are designed based on the state of each agent, effectively providing a 
wider observability of the general state. Agent j’s message mj,t contains the current differ-
ence between its air and target temperatures Tj

h,t
− T

j

T
 , its remaining lockout time ljt , and its 

current status �j

t . The messages {mi
j,t
}∀j∈Mi

 from agents j ∈ Mi are concatenated with the 
observations oi

t
 to create the input Õi

t
 of the neural networks. Message mi

j,t
 from agent j to 

agent i is at a fixed place in the Õi
t
 vector based on its relative position i − j . MA-PPO with 

hand-engineered communication will be referred to as MA-PPO-HE.

T(ai
t
, Õi

t
) = ri

t
+ 𝛾 max

a
Q(a, Õi

t+1
).
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4.2.4.2  Targeted multi‑agent communication  To allow agents to learn to communicate, 
we implement TarMAC (Das et al., 2019) in MA-PPO. TarMAC is an attention-based 
targeted communication algorithm where each agent outputs a key, a message and a 
query. The key is sent along with the message to the other agents, which then multiply it 
with their query to compute the attention they give to the message. All messages are then 
aggregated using the attention as a weight. The three modules – key, message, query – are 
trained. TarMAC allows more flexibility to the agents: it does not restrict the contents 
of the communication, and it allows agents to communicate with a different number of 
houses than they were communicating with during training. More details are available in 
Appendix D.2.1. We refer to this version as TarMAC-PPO.

4.2.4.3  No communication  It is also possible to train agents without communication. In 
this case, it only observes oi

t
 . This agent is referred to as MA-PPO-NC.

4.2.5 � Agent training

The learning agents were trained on environments with Ntr = {10, 20, 50} houses and com-
municating with Nctr

= {9, 19, 49} other agents. We trained every agent on 16 different 
seeds: 4 for environment and 4 for network initialization. They were trained on 3286800 
time steps, equivalent to 152 days, divided in 200 episodes. Each episode is initialized with 
each house having a temperature higher than the target, sampled from the absolute value 
of a 0-mean Gaussian distribution with � = 5◦ C. We tuned the hyperparameters through a 
grid search, as shown in Appendix D. The contribution of this paper is to demonstrate that 
learning-based methods can lead to high performance on the problem of high frequency 
regulation. We therefore do not compile statistics over the trained agents; instead, for each 
situation, we select the two best agents over the seeds based on test return, and report the 
best score from these two on the benchmark environment.

5 � Results and analysis

5.1 � Metrics of performance

We deploy the agents on a benchmark environment with Nde houses on trajectories of 
43200 steps, i.e., two full days. The primary metric used to assess their performance 
is the per-agent root mean square error (RMSE) between the regulation signal st and 
aggregated power consumption Pt . We also measure the temperature RMSEs – one for 
all agents, one for the maximal temperature error of the aggregation – to ensure effec-
tive thermal control. In practice, a RMSE of a few tenth of a ◦ C is considered acceptable 
for residential house temperature control. Every house’s temperature is initialized differ-
ently, so we start computing the RMSE when the temperature is controlled, after 5000 
steps. For context, a single AC consumes 6000 W when turned on. Due to the MPC’s 
computing time, its performance is evaluated differently, as explained in Appendix D.1. 
Unless mentioned otherwise, the results are the mean and standard deviation over 10 
environmental seeds.
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5.2 � Performance of agents

Table  2 shows the performance of different agents in environments with and without 
lockout with Nde of 10, 50, 250, and 1000 houses. To avoid cluttering the table, the tem-
perature uncertainties are not shown, as they were always negligible.

The per-agent signal RMSE generally goes down when Nde increases. This is due to 
the lower relative discretization error, but also because, with more agents, errors have 
more chances to cancel each other, as explained in Appendix E. As expected, BBC con-
trols the temperature well, but does not track the signal. Without lockout, the greedy 
myopic shows near-optimal signal tracking, where errors are due to discretization. It 
also maintains good control of the temperature. With lockout, however, it fails, as it runs 
out of available agents. The MPC gives good results for 10 agents, but its performance 

Fig. 1   MA-PPO-HE and TarMAC-PPO outperform MA-DQN and BBC for signal while keeping the tem-
perature error low over 2 days with N

de
= 50 agents
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is limited by the lower control frequency of 12  s. It could not be run on Nde = 50 for 
computing time reasons. MA-DQN controls the temperature well but is only slightly 
better than BBC on the signal. Both MA-PPO agents show significantly better perfor-
mance, and TarMAC-PPO outperforms MA-PPO-HE at high Nde . The results without 
communication will be discussed in Sect. 5.5.

Figure 1 shows the behaviour of each agent over two days for 50 houses. Every point on 
the curves is averaged over 10 min. The mean error captures the error’s bias by averaging 
the differences such that positives and negatives cancel each other, while the mean absolute 
error is the mean of the absolute differences. The signal and consumption curves start very 
high due to the initial situation, and then follow the sinusoidal pattern of the outdoor tem-
perature. Without lockout, the BBC shows low temperature and signal mean error, with a 
significant signal mean absolute error, as it does not track high-frequency variations of the 
signal.

The MA-DQN agent has a smaller signal mean error and mean absolute error, espe-
cially at night when the amplitude of the signal variations is lower. During the day, the 
signal mean absolute error is still significant. Both MA-PPO agents, on the other hand, 
have a near-0 mean error in signal and temperature. Their signal mean absolute error is 
also significantly lower than the others, because they are able to track the high-frequency 
variations.

Fig. 2   Both MA-PPO policies scale seamlessly in the number of agents: signal and consumption on 800 s 
for N

de
= 50 and 1000



5216	 Machine Learning (2024) 113:5203–5234

1 3

5.3 � Scalability with number of agents

As shown in Table 2, the PPO agents, and TarMAC-PPO especially, scale gracefully with 
the number of agents. Figure 2 shows the consumption and signal over 800 s for agents 
deployed over Nd = 50 and 1000 over 800 seconds. For Nd = 50 , the agents do not per-
fectly match the signal. However, the same agent does better on 1000 houses. Indeed, 
as the environment is homogeneous, the local strategy scales smoothly by averaging out 

Fig. 3   Training with more agents N
tr
 does not lead to better performance, even when deployed on large N

de

Fig. 4   State of 20 houses controlled with two different PPO agents. The number on the top right is the 
remaining lockout time. (a) Two different agents of MA-PPO-HE with N

cde
= 19 show a “20-house” (up) 

and a “3-house” (down) pattern. (b) Two different TarMAC-PPO agents show no such pattern
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errors. The best performing agents for TarMAC-PPO were trained on environments with 
Ntr = 10 houses. With MA-PPO-HE, it is often the agents trained on Ntr = 20 that had the 
best results. Training with Ntr = 50 probably makes the credit assignment harder as shown 
in Fig. 3. The ability of our MARL agents to be deployed on a large scale, despite being 
trained with a small number of houses, supports the notion of a low deployment invest-
ment for demand response in frequency regulation, as training the agent in the real world 
becomes a viable option. Moreover, it helps alleviate privacy concerns that may arise dur-
ing real-world training with CT-DE.

5.4 � PPO agents’ dynamics

As visualized in Fig.  4, both MA-PPO-HE and TarMAC-PPO policies keep the ACs in 
lockout or on, and never off. This is optimal for temperature control: an agent needing to 
be off to warm up after lockout, would not have had the time to warm up during the lock-
out and was thus on for too long beforehand. The agents turn on as soon as they can, but 
control when they turn off based on the context and the messages of other agents.

A fascinating feature of the learned policies is the cyclic behaviour used by MA-
PPO-HE agents for coordination. As shown in Fig. 4, the ACs turn on one after the 
other based on their positions in the aggregation, with a repetitive pattern. This hap-
pened for each MA-PPO-HE agent we trained, although the pattern period or moving 
direction was different. These patterns enable agent coordination thanks to the stable 
message structure, i.e., the fixed relative position of agent j’s message to agent i in 

Fig. 5   TarMAC-PPO’s performance does not increase after N
cde

= 9 , while MA-PPO-HE is better with 
N
cde

= 19 , for N
de

= 250 agents

Fig. 6   A TarMAC-PPO agent 
performs well as long as it com-
municates with N

cde
= 7 agents 

or more, when deployed on 

N
de

= 50 houses



5218	 Machine Learning (2024) 113:5203–5234

1 3

the Õi
t
 vector. The TarMAC-PPO agents, on the other hand, do not follow a pattern 

in their collective behavior. Indeed, aggregated messages do not contain information 
about the structure of the neighbours. The coordination is done through flexible mes-
sage contents.

5.5 � Communications

The agents need communications to coordinate and get the best results. Intuitively, 
the more agents to communicate with, the better the performance because the observ-
ability of the environment is improved. In practice, this is not always the case, as 
shown in Fig. 5. For TarMAC-PPO, communicating with 9 neighbours often leads to 
the best performance. Higher values of Ncde

 can lead to a reduction of the weight of 
important messages in the aggregation. This is an important result, because a higher 
number of agents to communicate with would increase the computational cost of Tar-
MAC-PPO accordingly. Instead, our approach can scale well while keeping commu-
nications limited to the local neighbours. Similarly, for MA-PPO-HE, communicating 
with 19 agents yields better results than with 49. Indeed, in MA-PPO-HE, the agents 
must have Ncde

= Nctr
 . During training, communicating with more agents increases the 

credit assignment difficulty as it increases the input size with non-controllable ele-
ments. It is also clear in Fig. 5 that agents trained to communicate do not cope well 
when not communicating. Figure 6 shows the performance of a TarMAC agent trained 
with Ntr = 10 and Nctr

= 9 on an environment with Nde = 50 agents, when changing the 
number Ncde

 of neighbours it can communicate with. The performance is bad at low 
communication but stabilizes around 7 or 8 agents.

It is, however, possible to train an agent without communication to do better than 
Bang-Bang control, as shown by the performance of MA-PPO-NC in Table 2. With-
out coordinating with the others, an agent can learn to act well on average to minimize 
the signal error. When there are only a few agents, as when Nde = 10 or 50, this does 
not perform very well. However, the performance gap decreases when Nde increases: 
a good average policy will do well when applied on many agents. Another way to see 
this is that, with large Nde , each agent’s importance becomes negligible in the final 
result. As such, the group can be seen as a single average agent, and the problem can 
be posed as a mean field game (Yang et  al., 2018; Subramanian et  al., 2018). This 
result is particularly interesting in the case where communication between agents 
poses a technical or a privacy issue.

5.6 � Robustness

All the results presented were produced under certain assumptions, such as homogeneous 
houses and ACs, consistent outdoor temperature and signal profiles, and faultless commu-
nication. If such agents were to be deployed in the real world, they would be confronted 
with situations where these conditions are not satisfied. In this section, we evaluate the 
robustness of our trained agents to different disturbances in the deployment conditions.
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5.6.1 � Faulty communications

As previously demonstrated, communications are key for good performance of the 
agents. In this robustness test, we simulate defective communications. At every time 
step, each message mi

j
 is defective with a probability pd . In the case of TarMAC-PPO, 

this leads to the message not being received. For MA-PPO-HE, every element of the 
message is set to 0. We tested the best agents for Nde = 10 , 50, 250, and 1000 houses 
with pd = 0.1 and 0.5, as seen in Table 3. MA-PPO-HE agents’ coordination is based 
on their stable communication structure. As a result, it copes badly with defective 
communications. Interestingly, when Nde is higher, the impact decreases, even lead-
ing to better signal performance at Nde = 1000 . This may be because the MA-PPO-HE 
coordination leads to locally biased policies, which do not benefit from the averaging 

Table 4   Performance under house and AC heterogeneity

MA-PPO-HE MA-PPO-HE-T

Per-agent Signal Max T Signal Max T

RMSE (W) (◦C) (W) (◦C)

Homogeneous 161 ± 8 0.08 – –
House thermal 285 ± 8 0.17 222 ± 7 0.11
AC cooling 292 ± 3 0.15 181 ± 3 0.14
Lockout duration 324 ± 9 0.15 246 ± 4 0.09

TarMAC-PPO TarMAC-PPO-T

Homogeneous 158 ± 2 0.09 – –
House thermal 184 ± 2 0.12 174 ± 2 0.11
AC cooling 187 ± 2 0.16 185 ± 9 0.16
Lockout duration 192 ± 3 0.09 251 ± 4 0.08

Table 5   Robustness on 
environment changes (5 seeds)

MA-PPO-HE TarMAC-PPO

Per-agent Signal Max T Signal Max T

RMSE (W) (◦C) (W) (◦C)

Same as training 161 ± 8 0.08 158 ± 2 0.09
Solar gain 190 ± 6 0.09 174 ± 2 0.10
Outdoor T. +4◦C 203 ± 4 0.11 198 ± 2 0.11
Outdoor T. −4◦C 170 ± 1 0.09 184 ± 2 0.12
Signal average +30% 401 ± 2 0.11 302 ± 2 0.14
Signal average −30% 337 ± 4 0.10 317 ± 1 0.11
Signal noise amplitude +30% 188 ± 5 0.08 179 ± 3 0.09
Signal noise frequency +100% 200 ± 4 0.08 198 ± 5 0.09
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effect reducing the relative error when Nde increases. The TarMAC-PPO handles tem-
porary defects in communication very well, as its messages are aggregated. This is 
the case even with pd = 0.5 and when the agent communicates with Nctr

= 9 neigh-
bours only.

5.6.2 � Heterogeneous houses and ACs

In reality, different houses have different thermal characteristics. The ACs also do not 
always have the same rated power or lockout duration. We deployed the best trained 
MA-PPO-HE and TarMAC-PPO agents for 50-house environments that do not comply 
with these assumptions, to evaluate their robustness to separate disturbances. We also 
trained new agents on environments with these conditions, to allow the agents to learn 
to cope with heterogeneity. The relevant characteristics were observed by both agents 
as part of oi

t
 , and of the messages mi

j
 in MA-PPO-HE. These agents are referred to 

with the -T suffix. The thermal characteristics heterogeneity was simulated by adding 
a Gaussian noise to each element of �i

h
 for each house, with a standard deviation of 

50% of the original value (the final values cannot be negative). For the ACs cooling 
capacities Ki

a
 , a value between 10, 12.5, 15, 17.5, and 20 kW was uniformly selected 

for each house. Finally, heterogeneity in the lockout duration lmax was tested by sam-
pling uniformly between 32, 36, 40, 44, and 48 s.

The results are shown in Table 4. TarMAC-PPO is much more robust to heteroge-
neity in agents than MA-PPO-HE. This is because in MA-PPO-HE the coordination 
scheme is based on the stable dynamics of the agent’s neighbours, especially with 
the lockout duration. TarMAC-PPO is instead more flexible with respect to different 
dynamics. For both agents, it is possible to reduce the effect of heterogeneity by train-
ing the agents on such environments and allowing them to observe the characteristics. 
This is different for heterogenity on the lockout duration, where TarMAC-PPO did 
not seem able to train satisfactorily on such conditions. An interesting observation is 
that the best TarMAC-PPO results were obtained when communicating with Nctr

= 49 
agents. With heterogeneous agents, more neighbours are needed for a representative 
input.

Table 6   Computation time (s) 
for action selection, for 100 s of 
simulation. We report the time 
per-agents for a decentralized 
system and for the whole system 
otherwise

Agent Decentralized N
de

= 10 N
de

= 1000

TarMAC-PPO Yes 0.002 0.001
MA-PPO-HE Yes 0.006 0.006
MA-DQN Yes 0.003 0.002
BBC Yes 0.00001 0.00001
Greedy myopic No 0.1 3.7
MPC – H = 40s No 92.6680 –
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5.6.3 � Other environments

We also tested our agents on environments differing from the training environment, with 
different outdoor temperature To , solar gain Qs , too low or high average signal Da , and 
higher or faster signal variations �s . As can be seen in Table 5, both agents are quite robust 
to such changes, with TarMAC-PPO usually leading to better results. When the signal is 
misbehaved, i.e., it is too low or too high to allow correct control of the temperature, there 
is a tradeoff between the signal and the temperature objectives. MA-PPO-HE gives higher 
priority to temperature, leading to higher signal RMSE.

5.7 � Processing time

In Table 6, we report the processing time for action selection of the baseline and trained 
agents. The results are shown for 25 times steps (100 s of simulation), except for the MPC 
which simulated 100 s with 10-time steps. They were computed on the 12-core, 2.2 GHz 
Intel i7-8750 H CPU of a laptop computer.

As the decentralized, learned agents only need a single forward pass in a relatively small 
neural network, the time for action selection is sufficiently low for control when using 
4-second time steps. Centralized approaches such as greedy myopic scale badly with many 
agents. MPC, already simplified with time steps of 12 s instead of 4, and a short horizon of 
40 s, takes an unacceptable amount of time for more than 10 agents.

6 � Conclusion

In this paper, we tackle the problem of high-frequency regulation with demand response by 
controlling discrete and dynamically constrained residential loads equipped with air condi-
tioners with a decentralized, real-time agent trained by MA-PPO. We test two frameworks 
for local communication—fixed hand-engineered messages and learned targeted commu-
nication. The policies trained with few agents perform significantly better than baselines, 
scale seamlessly to large numbers of houses, and are robust to most disturbances. Our 
results show that MARL can be used successfully to solve some of the complex multi-agent 
problems induced by the integration of renewable energy in electrical power grids. Future 
works towards the application of such algorithms on real power systems could include 
gathering real-world data for real-world scenarios testing, sim2real transfer, integration of 
more flexible loads such as electric vehicles, as well as power grid safety issues. Exploring 
additional communication methods within MARL for addressing decentralized, fast time-
scale demand response presents another important avenue for future investigations.

Appendix A: Notation

Table 7 contains the different notations we use in this paper.
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Table 7   Notation table

Number of agents N Number of houses in cluster (general)

Ntr Number of houses in training environment

Nde Number of houses in test environment

Nctr
Number of agents for communication during training

Ncde
Number of agents for communication at deployment

Temperatures Th Indoor air temperature
Tm Indoor mass temperature
To Outside temperature
TT Target indoor temperature

Signal and power s0 Base signal
� Power system operator signal
s Regulation signal
Da Average power needed by the ACs
Do Power needed by non flexible loads
�s Signal variation
�p Perlin noise
�p Variation amplitude parameter
P Total cluster power consumption

AC state � Status (on or off)
l Time left for lockout
Pa Power consumption
Qa Heat removed by the AC

 House thermal model �h House thermal characteristics
Uh Outside walls conductance
Cm House thermal mass
Ch Air thermal mass
Hm Mass surface conductance
�s House lightning characteristics
Qs Solar gain

 AC model �a AC characteristics
Ka Cooling capacity
COPa Coefficient of performance
La Latent cooling fraction
lmax lockout duration

 POMDP a,A Action, action space
o,O Observation, observation space
S,S State, state space
r,R Reward, reward function
P Transition probabilities
M Set of communicating agents
mi

j
Message from j to i

Õ Concatenated observation and messages
� Discount factor
�temp, �sig Weights in the reward function



5224	 Machine Learning (2024) 113:5203–5234

1 3

Appendix B: Carbon emissions of the research project

As a significant amount of electricity has been used to train and run the models for this work, 
we publish its estimated carbon footprint.

Experiments were conducted using a private infrastructure, which has a carbon efficiency 
of 0.049 kg CON

de
= 10eq/kWh. A cumulative of 10895 days, or 261480 h, of computation 

was mainly performed on CPU of type Intel Xeon Processor E5-2683 v4 (TDP of 120W). We 
assume on average a power usage of half the TDP for CPUs.

The total emissions are estimated to be 628 kg CON
de

= 50 eq of which 0% were directly 
offset. This is equivalent to 2550 km driven by an average car, or 314 kg of burned coal.

These estimations were conducted using the Machi​neLea​rning Impact calculator (Lacoste 
et al., 2019).

Appendix C: Environment details

C.1: Detailed house thermal model

The air temperature in each house evolves separately, based on its thermal characteristics �h , 
its current state, the outdoor conditions such as outdoor temperature and solar gain, and the 
status of the air conditioner in the house. The second-order model is based on Gridlab-D’s 
Residential module user’s guide (Betelle Memorial Institute, 2022).

Using Gridlab-D’s module, we model an 8 ×12.5 m, one level rectangular house, with a 
ceiling height of 2.5 m, four 1.8m2 , 2-layer, aluminum windows, and two 2 m2 wooden doors, 
leading to the values presented in Table 8.

To model the evolution of the house’s air temperature Th,t and its mass temperature Tm,t , we 
assume that this temperature is homogeneous and do not consider the heat propagation in the 
house. We define the following variables:

Table 7   (continued)

 Algorithms H Horizon

Θ Transition

Q(a, o), T(a, o) Q-value prediction (with Q or target network)

�� Policy parameterized by �

V� Critic parameterized by �

G Return

A� Advantage for policy �

Table 8   Default house thermal 
parameters �

h

Uh 2.18 × 102 W/K
Cm 3.45 × 106 J/K
Ch 9.08 × 105 J/K
Hm 2.84 × 103 W/K

https://mlco2.github.io/impact/compute
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The following coefficient are then computed:

These coefficients are finally applied to the following dynamic equations:

C.1.1: Solar gain

It is possible to add the solar gain to the simulator. It is computed based on the CIBSE 
Environmental Design Guide (CIBSE, 2015).

The house’s lighting characteristics �S , which include the window area and the shading 
coefficient of 0.67 are needed to model the solar gain, Qs,t.

Then, the following assumptions are made:

•	 The latitude is 30◦.
•	 The solar gain is negligible before 7:30 am and after 5:30 pm at such latitude.
•	 The windows are distributed evenly around the building, in the 4 orientations.
•	 All windows are vertical.

This allows us to compute the coefficients of a fourth-degree bivariate polynomial to model 
the solar gain of the house based on the time of the day and the day of the year.

C.2: Detailed air conditioner model

Once again based on the Gridlab-D Residential module user’s guide (Betelle Memorial 
Institute, 2022), we model the air conditioner’s power consumption Pa,t when turned on, 

a =CmCh∕Hm

b =Cm(Uh + Hm)∕Hm + Ch

c =Uh

d =Qa,t + Qs,t + UhTo,t

dTh,t∕dt =
(
HmTm,t − (Uh + Hm)Th,t

+UhTo,t + Qh,t + Qs,t

)
∕Ch.

r1 =(−b +
√
b2 − 4ac)∕2a

r2 =(−b −
√
b2 − 4ac)∕2a

A1 = (r2Th,t − dTh,t∕dt − r2d∕c)∕(r2 − r1)

A2 =Th,t − d∕c − A1

A3 =(r1Ch + Uh + Hm)∕Hm

A4 =(r2Ch + Uh + Hm)∕Hm.

Th,t+1 =A1e
r1�t + A2e

r2�t + d∕c

Tm,t+1 =A1A3e
rt�t + A2A4e

r2�t + d∕c.
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and the heat removed from the air Qa,t , based on its characteristics �H , such as cooling 
capacity Ka , coefficient of performance COPa , and the latent cooling fraction La.

COPa and La are considered constant and based on default values of the guide: 
COPa = 2.5 and La = 0.35 . We have:

We set Ka to 15 kW, or 50 000 BTU/hr, to be able to control the air temperature even with 
high outdoor temperatures. This is higher than most house ACs, but allows to have suf-
ficient flexibility even at high outdoor temperatures (a 5kW AC would have to be always 
on to keep a 20◦ C temperature when it is 38◦ C outside). This choice does not significantly 
affect our results: with lower outdoor temperatures, the problem is equivalent with lower 
AC power.

C.3: Regulation signal

C.3.1: Interpolation for the base signal

As described in Sect. 3.1.4, we estimate Da,t by interpolation. A bang-bang controller is 
ran without lockout for 5 min, and we compute the average power that was consumed. This 
gives a proxy for the amount of power necessary in a given situation.

A database was created by estimating Da,t for a single house for more than 4 million 
combinations of the following parameters: the house thermal characteristics �h , the differ-
ences between its air and mass temperatures Ta,t and Tm,t and the target temperature TT , the 
outdoor temperature To,t , and the AC’s cooling capacity Ka . If the solar gain is added to the 
simulation, the hour of the day and the day of the year are also considered.

Qa,t = −
Ka

1 + La

Pa,t =
Ka

COPa

.

Fig. 7   Illustration of how several octaves add up to form Perlin noise. The frequency of the octaves 
increases as their amplitude decreases
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When the environment is simulated, every 5  min, Da,t is computed by summing the 
interpolated necessary consumption of every house of the cluster. The interpolation pro-
cess is linear for most parameters except for the 4 elements of �h and for Ka , which are 
instead using nearest neighbours to reduce the complexity of the operation.

C.3.2: Perlin noise

1-D Perlin noise is used to compute �Π,t , the power generation high-frequency element. 
Designed for the field of computer image generation, this noise has several interesting 
properties for our use case.

Perlin noise is most of the time generated by the superposition of several sub-noises 
called octaves. It is possible to restrict the span of the values that they can take. Thus, 
it is possible to test the agents in an environment taking into account several frequencies 
of non-regular noise, but whose values are restricted within realistic limits. Moreover, the 
average value of the noise can be easily defined and does not deviate, which ensures that 
for a sufficiently long time horizon, the noise average is 0.

Each octave is characterized by 2 parameters: an amplitude and a frequency ratio. The 
frequency represents the distance between two random deviations. The amplitude repre-
sents the magnitude of the variation. Normally the frequency increases as the amplitude 
decreases. This way, high-amplitude noise is spread over a wider interval and lower ampli-
tude noise is more frequent and compact. This is illustrated in Fig. 7.

In our case, we use 5 octaves, with an amplitude ratio of 0.9 between each octave and a 
frequency proportional to the number of the octave.

Appendix D: Algorithm details

D.1: Model Predictive Control

Our MPC is based on a centralized model. At each time step, information about the state 
of the agents is used to find the future controls that minimize the reward function over the 
next H time steps. The optimal immediate action is then communicated to the agents. At 
each time step, the algorithm calculates the ideal control combination for the H-time step 
horizon.

The cost function for both the signal and the temperature to minimize being the RMSE, 
the problem is modeled as a quadratic mixed-integer program. The solver used to solve the 
MPC is the commercial solver Gurobi 9.5.1 (Gurobi Optimization, 2022) together with 
CVXPY 1.3 (Diamond & Boyd, 2016). Gurobi being a licensed solver, its exact internal 
behavior is unknown to us and it acts as a black box for our MPC. However, we know 
that it solves convex integer problems using the branch and bound algorithm. The speed of 
resolution depends mainly on the quality of the solver’s heuristics.

The computation time required for each step of the MPC increases drastically with the 
number of agents and/or H. To be able to test this approach with enough agents and a roll-
ing horizon allowing to have reasonable performance, it was necessary to increase the time 
step at which the agents make decisions to 12 s (instead of 4 for other agents).

It was impossible to launch an experiment with the MPC agent for 48 h in a reasonable 
time. To compensate, we launched in parallel 200 agents having been started at random 
simulated times. In order to reach quickly the stability of the environment, the noise on the 
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temperature was reduced to 0.05◦ C. We then measured the average RMSE over the first 2 h 
of simulation for each agent.

Despite this, it was impossible to test the MPC with more than 10 agents while keeping 
the computation time reasonable enough to be used in real time. That is to say, in a time 
shorter than the duration between two-time steps.

At each time step, the MPC solves the following optimization problem:

such that it obeys the following physical constraints of the environment:

and the lockout constraint:

where F1 and F2 are convex functions that can be deduced from the physical equations 
given in Sect. 3.

D.2: Learning‑based methods

D.2.1: TarMAC and MA‑PPO

The original implementation of TarMAC (Das et al., 2019) is built over the Asynchronous 
Advantage Actor-Critic (A3C) algorithm (Mnih et al., 2016). The environments on which 
it is trained have very short episodes, making it possible for the agents to train online over 
the whole memory as one mini-batch.

This is not possible with our environment where training episodes last around 16000 
time steps. As a result, we built TarMAC over our existing MA-PPO implementation. The 
same loss functions were used to train the actor and the critic.

The critic is given all agents’ observation as an input.
The actor’s architecture is described in Fig. 8. Agent i’s observations are passed through 

a first multi-layer perceptron (MLP), outputting a hidden state x. x is then used to produce 
a key, a value, and a query by three MLPs. The key and value are sent to the other agents, 
while agent i receives the other agents’ keys and values. The other agents’ keys are multi-
plied using a dot product with agent i’s query, and passed through a softmax to produce the 
attention. Here, a mask is applied to impose the localized communication constraints and 
ensure agent i only listen to its neighbours. The attention is then used as weights for the 
values, which are summed together to produce the communication vector for agent i. For 
multi-round communication, the communication vector and x are concatenated and passed 
through another MLP to produce a new x, and the communication process is repeated for 
the number of communication hops. Once done, the final x and communication vector are 
once more concatenated and passed through the last MLP, the actor, to produce the action 
probabilities.

min
a∈{0,1}N×H

∑

t∈H

�sig

(
∑

i�N

Pi,t − s0

)2

+ �temp

∑

i�N

(
Th,t,i − Tt,t,i

)2
,

Th,t,i, Tm,t,i = F1(ai,t, Th,t−1,i, Tm,t−1,i) ∀ t ∈ H, i ∈ N

Ph,t,i = ai,tF2(�
i
a
)&∀ t ∈ H, i ∈ N,

lmax(ai,t − �i,t−1) −

lmax∑

k=0

(1 − �i,t−k) ≤ 0 ∀ t ∈ H, i ∈ N,
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We take advantage of the centralized training approach to connect the agents’ com-
munications in the computational graph during training. Once trained, the agents can be 
deployed in a decentralized way.

In order to maintain the privacy constraint of local communications, meaning that 
information about an agent is only shared with its immediate neighbours, two design 
choices have been made. First, the agents do not retain any memory of past messages 
received, relying solely on their present observations to generate messages. Second, the 
communication is limited to a single hop, ensuring that messages travel only to the neigh-
bouring agents.

D.2.2: Neural networks architecture and optimization

For MA-DQN as well as for MA-PPO-HE, every neural network has the same structure, 
except for the number of inputs and outputs. The networks are composed of 2 hidden 
layers of 100 neurons, activated with ReLU, and are trained with Adam (Kingma & Ba, 
2017).

For TarMAC-PPO, the actor’s obs2hidden, hidden2key, hidden2val, hidden2query and 
actor MLPs (as shown in Fig. 8) all have one hidden layer of size 32. obs2hidden and actor 
are activated by ReLU whereas the three communication MLPs are activated by hyperbolic 
tangent. The hidden state x also has a size of 32.

The centralized critic is an MLP with two hidden layers of size 128 activated with 
ReLU. The input size is the number of agents multiplied by their observation size, and the 
output size is the number of agents.

For all networks, the inputs are normalized by constants approximating the mean and stand-
ard deviation of the features, to facilitate the training. The networks are optimized using Adam.

Fig. 8   Architecture of the TarMAC-PPO actor
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D.2.3: Hyperparameters

We carefully tuned the hyperparameters through grid searches. Table 9 shows the hyperpa-
rameters selected for the agents presented in the paper.

Appendix E: N
de

= 250 and per‑agent RMSE

In this section, we discuss the relation between the per-agent signal RMSE of an aggrega-
tion of N homogeneous agents if N is multiplied by an integer k ∈ ℕ.

We consider the aggregation of size kN as the aggregation of k homogeneous groups 
gj of N agents which consumes a power Pj

g,t =
∑N

i
Pi
a,t

 . We have: Pt =
∑kN

i
Pi
a,t

=
∑k

j
P
j

g,t.
We assume that each group tracks an equal portion of the signal sjt = st∕k . We assume 

that the tracking error Pj

g,t − s
j

t follows a 0-mean Gaussian of standard deviation �g . This 
Gaussian error is uncorrelated to the noise of other groups.

It follows from the properties of Gaussian random variables that the aggregation sig-
nal error Pt − st follows a Gaussian distribution of mean �k = 0 and standard deviation 
�k =

√
k�g for all k ≥ 1 with k ∈ ℕ.

Hence the signal’s RMSE of a group of kN agents, which is a measured estimation of �k , 
is approximately 

√
k times the RMSE of a group of N agents, which estimates �g . Finally, 

the per-agent RMSE is computed as the group’s RMSE divided by the number of agents. 
We therefore have that the per-agent RMSE of kN agents is approximately 

√
k∕k = 1∕

√
k 

times the RMSE of N agents.
This discussion provides an intuitive explanation for the diminution of the relative 

RMSE when the number of agents increases. However, it is based on the assumption that 
the error of each group is not biased, which is not necessarily true with our agents. This 
explains why the RMSEs are not 10 times lower passing from Nde = 10 to Nde = 1000.

Table 9   Training 
hyperparameters

Hyperparameter TarMAC-PPO MA-PPO MA-DQN

Learning rate 0.001 0.001 0.0001
Mini-batch size 256 512 256
Clip parameter 0.2 0.2 –
Max grad norm 0.5 0.5 –
Number epochs 200 200 –
Number updates 10 10 –
Number episodes 200 200 –
Discount factor � 0.99 0.99 0.99
Key vector size 4 or 8 – –
Comm. vector size 8 – –
Number comm. rounds 1 – –
Buffer capacity – – 65536
� decay – – 0.995
Min � – – 0.01
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