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Abstract
Learning from multi-class imbalanced data has still received limited research attention. 
Most of the proposed methods focus on the global class imbalance ratio only. In contrast, 
experimental studies demonstrated that the imbalance ratio itself is not the main difficulty 
in the imbalanced learning. It is the combination of the imbalance ratio with other data 
difficulty factors, such as class overlapping or minority class decomposition into various 
subconcepts, that significantly affects the classification performance. This paper presents 
GMMSampling—a new resampling method that exploits information about data difficulty 
factors to clear class overlapping regions from majority class instances and to simultane-
ously oversample each subconcept of the minority class. The experimental evaluation dem-
onstrated that the proposed method achieves better results in terms of G-mean, balanced 
accuracy, macro-AP, MCC and F-score than other related methods.

Keywords Imbalanced data · Multi-class classification · Resampling methods · Data 
difficulty factors · Gaussian mixture model

1 Introduction

Learning from class-imbalanced data is an important research topic due to its application 
in many real-world application domains such as cybersecurity (Sun et al., 2018), sentiment 
analysis (Lango, 2019) or medicine (Wang et al., 2020). It concerns constructing classifiers 
from datasets that include at least one underrepresented class, which is typically of key 
importance from the application point of view (e.g. detecting a rare disease or a cyberat-
tack). Unfortunately, standard classification algorithms learn weak representations of such 

Editor: Nuno Moniz, Paula Branco, Luís Torgo, Nathalie Japkowicz, Michal Wozniak, Shuo Wang.

 * Mateusz Lango 
 mateusz.lango@cs.put.poznan.pl

 Iwo Naglik 
 inaglik.put.poznan@gmail.com

1 Institute of Computer Science, Poznan University of Technology, Piotrowo 2, Poznań 61-138, 
Poland

http://orcid.org/0000-0003-2881-5642
http://crossmark.crossref.org/dialog/?doi=10.1007/s10994-023-06416-8&domain=pdf


5184 Machine Learning (2024) 113:5183–5202

1 3

minority classes, resulting in low predictive performance on their examples and limiting 
their usefulness in practice.

Due to the big practical importance of the problem, many different learning methods 
for class-imbalanced data have been proposed in the literature (Branco et al., 2016). They 
can be roughly divided into three categories: algorithmic-level, data-level and cost-sensi-
tive methods  (He & Garcia, 2009). Among them, data-level methods (otherwise known 
as resampling methods) stand out as effective and universal approaches that can be used 
with virtually any classification algorithm (Janicka et al., 2019). The resampling methods 
preprocess the dataset in order to construct a data distribution that is more balanced and 
therefore more suitable for learning an effective classifier in the imbalanced domain. These 
methods include undersampling approaches that remove instances of majority classes from 
the dataset, as well as oversampling approaches that append additional minority instances 
to the dataset. Such additional instances are usually constructed by duplicating, interpolat-
ing, or modifying already existing minority examples. Despite significant research interest 
and a large number of proposed methods, some issues remain open, leaving room for fur-
ther improvements.

First, the vast majority of the proposed methods are designed specifically for binary 
imbalanced classification problems, whereas in practice multi-class imbalanced problems 
also often emerge. One possible workaround is to decompose a multi-class problem into a 
series of binary ones and later apply standard methods for binary imbalanced data (Fernán-
dez et  al., 2013). Nevertheless, such approaches do not take into account the interrela-
tions between classes and ignore the global structure of the multi-class problem, which can 
result in weaker classification performance.

Second, the recent No Free Lunch theorem for resampling (Moniz & Monteiro, 2021) 
demonstrated that without any further assumptions about the data distribution, the perfor-
mances of resampling methods are indistinguishable. Unfortunately, the area of compe-
tence of particular resampling methods is often poorly defined, and there are little recom-
mendations for what kind of data a particular method is suitable. There are also some other 
generally recognized limitations of this type of approaches. For instance, undersampling 
methods may discard important majority examples from the dataset, causing too weak rec-
ognition of majority classes. This issue can be even more critical in the multi-class setting, 
since to obtain a balanced distribution, one typically needs to undersample all classes to 
the size of the smallest one. This may result in the undersampling of some minority classes 
and thus removing scarce minority instances from the dataset. On the other hand, over-
sampling approaches can make noisy examples more prevalent or overgeneralize the rep-
resentation of minority classes. Note that the vast majority of the proposed oversampling 
approaches modify existing instances (e.g. by interpolating them, rotating them around the 
class centre, or by adding to them some particular noise), but do not generate entirely new 
examples that follow the class distribution.

Furthermore, almost all data-level approaches for multi-class imbalanced data are primar-
ily focused on dealing with the global imbalance ratio i.e., with the disproportion between 
class cardinalities. Nevertheless, a recent experimental study on the difficulty of multi-class 
imbalanced problems (Lango & Stefanowski, 2022) confirmed earlier observations on binary 
problems (Japkowicz, 2003; Prati et al., 2004; Napierala & Stefanowski, 2012) that the imbal-
ance ratio itself is not the main source of difficulty in imbalanced classification. In particu-
lar, for some relatively simple classification problems, increasing the imbalance ratio does 
not lead to the degeneration of minority class recognition. Only if the global class imbal-
ance occurs together with other so-called data difficulty factors, it causes significant deteri-
oration of classification performance. Such data difficulty factors include class overlapping, 
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occurrence of outlier/rare instances, and the decomposition of minority class into several sub-
concepts  (Stefanowski, 2013). These subconcepts usually have unequal cardinalities, which 
leads to yet another data difficulty factor: within-class imbalance, which occurs when some of 
the minority class subconcepts are even more severely underrepresented in the dataset than the 
others (He & Garcia, 2009).

According to the aforementioned experimental analysis  (Lango & Stefanowski, 2022), 
these other data difficulty factors seem crucial to handle the issue of class imbalance effi-
ciently, however, they are not considered by most resampling methods already proposed in the 
literature for multi-class data. One exception is Similarity Oversampling and Undersampling 
Preprocessing (SOUP) (Janicka et al., 2019) that calculates examples’ safe levels to detect data 
difficulty factors occurring in the dataset and adjust its operation to deal with data regions of 
different characteristics. Even though experiments demonstrate that the proposed example’s 
safe levels can sufficiently well model class overlapping, detect outliers, and take into account 
different configurations of class sizes, they do not enable detection of the decomposition of 
minority class into several subconcepts. Therefore, the methods like SOUP are not able to 
properly deal with this difficulty factor and to handle the within-class imbalance that possibly 
occurs for some minority classes.

Based on the critical analysis of the literature, in this paper we propose GMMSampling—a 
new resampling method for multi-class imbalanced data that:

• Oversamples minority class instances by generating completely new instances that are not 
mere modifications of existing data points. The new instances are sampled from a class 
distribution approximated by a universal density approximator (Goodfellow et al., 2016): 
Gaussian Mixture Model (GMM),

• Uses detected data difficulty factors with examples’ safe levels in order to focus the sam-
pling procedure on the most unsafe minority classes regions in the feature space, taking a 
principled approach towards data difficulty factors like class overlapping or outliers,

• Detects minority class subconcepts by automatically tuning the GMM model and ensur-
ing that each subconcept is sufficiently well represented in the pre-processed training data, 
thus mitigating the problem of within-class imbalance,

• To obtain a fully balanced distribution, combines oversampling with undersampling that 
removes the most harmful majority instances according to their safe levels.

The conducted experimental evaluation demonstrated that several standard classification algo-
rithms obtain superior predictive performance in terms of balanced accuracy, MCC, macro-
AP, G-mean and F1-score measures while trained on the dataset preprocessed by the proposed 
approach. The presented ablation study indicated that the main reasons behind obtained high 
classification performance is better handling of within-class imbalance and usage of the newly 
proposed example generation schema. Moreover, since the method relies on a well-known 
probabilistic model of data i.e. GMM, its suitability for a given dataset can be rather easily 
determined using standard statistical data analysis methods (Wichitchan et al., 2020).

2  Related works

In a given dataset, class imbalance is often measured with the imbalanced ratio  (IR) 
which is defined as a ratio of the biggest class size to the cardinality of the smallest class. 
Although any dataset with IR > 1 can be considered imbalanced, when talking about the 
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issue of class imbalance we assume that the disproportion between class cardinalities is 
significant (He & Garcia, 2009).

Since data of such type often occur in practice, a considerable number of methods alle-
viating the issue of class imbalance has been proposed. Presenting an overview of imbal-
anced learning is out of scope of this paper. Instead, we will limit this section to discuss the 
research on data difficulty factors in the multi-class setting and to briefly overview most 
related methods for multi-class imbalanced data. More detailed reviews on this topic can 
be found, e.g. in Branco et al. (2016); Fernández et al. (2018).

2.1  Data difficulty factors in multi‑class imbalanced problems

Despite the fact that multi-class classification problems are commonly recognized as more 
difficult than their binary counterparts (Krawczyk, 2016; Zhao et al., 2008; Wang & Yao, 
2012), most of the previous research focused on binary imbalanced problems only. Simi-
larly, the sources of difficulty in inducing classifiers from imbalanced data were mostly 
studied in the binary setting. The studies (Stefanowski, 2013; Japkowicz & Stephen, 2002; 
Japkowicz, 2003) revealed that other data difficulty factors (e.g. class overlapping, data 
rarity, partitioning of a class into non-homogeneous subconcepts) occurring together with 
significant imbalance ratio are much more harmful for the predictive performance than the 
imbalance ratio itself. Therefore, understanding and properly dealing with these data diffi-
culty factors is considered crucial for the development of better algorithms for imbalanced 
data (Japkowicz & Stephen, 2002; Japkowicz, 2000; Weiss, 2004; Prati et al., 2004; Santos 
et al., 2023).

In the context of multi-class imbalanced data, several additional data difficulty fac-
tors that do not occur in the binary setting were identified. Wang and Yao (2012) studied 
the impact of increasing the number of classes on the classification performance, as well 
as the differences between problems containing many minority classes and one majority 
class (multi-minority) as well as problems with many majority classes (multi-majority). 
A more comprehensive recent experimental study  (Lango & Stefanowski, 2022) besides 
multi-majority and multi-minority problems also investigated the problems with gradually 
growing sizes, i.e.  problems that also include classes of intermediate sizes. These stud-
ies highlighted that the class size configuration impacts the classification performance and 
revealed that multi-majority problems are more difficult than multi-minority ones, whereas 
the difficulty of gradual problems lies somewhere in between.

As in the binary case, the analysis of multi-class problems  (Lango & Stefanowski, 
2022) found class overlapping very influential for the classification performance of minor-
ity classes. However, it also demonstrated that overlapping between different class types 
poses different levels of difficulty. For instance, the overlap of two minority classes is less 
harmful than overlapping between a majority and a minority class. Interestingly, the over-
lapping of an intermediate class with a minority one leads to a fast degradation of minority 
class recognition without having a major impact on the correct classification of the inter-
mediate class examples (as if the intermediate class was majority one), whereas the overlap 
of an intermediate class with the majority class makes the performance of intermediate 
class recognition decrease significantly (as if the intermediate class was a minority one).

In order to design algorithms that take into account the data difficulty factors, methods 
for detecting them in real datasets are needed. The authors of  Lango et  al. (2017) pro-
posed calculating example safe level for each instance and then average them to assess the 
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difficulty of a dataset. Example safe level is calculated by finding k-nearest neighbors of 
an example and average the so-called degrees of similarity between the neighbor’s and the 
example’s class. More concretely, the safe level of an example x is defined as:

where C is the set of all classes, Cx is the class of example x, nc is the number of neighbors 
belonging to the class c and �i,j is the degree of similarity between class i and j. Even 
though the similarity degree �i,j ∈ [0, 1] can be defined in various ways, using the simple 
heuristic �i,j =

min{|Ci|,|Cj|}
max{|Ci|,|Cj|}

 allows for taking into account many useful intuitions, including 
the previously mentioned double role of intermediate classes as well as handling overlap-
ping between classes of different types.

It is worth mentioning that for binary imbalanced data, many other approaches for 
detecting data difficulty factors have been proposed. For instance, detecting the difficulty 
of an example by computing its conditional probabilities by modelling the distribution of 
each feature with independent Gaussians Zhang et al. (2020). However, to the best of our 
knowledge, they have not been not extended to the multi-class setting.

2.2  Selected methods for multi‑class imbalanced data classification

As previously mentioned, the number of methods proposed for multi-class imbalanced data 
classification problems is still rather small in comparison to the plethora of methods for the 
binary counterpart. The proposed methods for multi-class imbalanced data can be roughly 
divided into decomposition methods and specialized approaches (Fernández et al., 2018).

The decomposition methods split the multi-class problem into several binary ones, later 
applying standard binary imbalanced learning techniques  (Fernández et  al., 2013). The 
most well-known decomposition approaches are one-vs-all (OVA) and one-vs-one (OVO). 
From a dataset with |C| classes, OVA constructs |C| binary problems that concern the detec-
tion of a selected class, i.e. except the selected class, the examples of all the other classes 
are treated as one, common class. On the other hand, OVO constructs a binary classifica-
tion problem for every pair of classes by filtering out the examples of all the other classes. 
Both in OVA and OVO, a binary classifier is trained for each problem and their predictions 
are aggregated in the test phase.

The most basic resampling method for multi-class imbalanced data is Global-CS (Zhou 
& Liu, 2010), which oversamples all the classes to the size of the biggest one. To achieve 
this size, all class examples are duplicated iteratively and in the last iteration (when dupli-
cating the whole class would cause exceeding the desired number of instances) a random 
subset of examples is duplicated.

More informed oversampling procedures include Static-SMOTE (Fernández-Navarro 
et  al., 2011), which is a multi-class extension of a very popular binary oversampling 
method SMOTE  (Chawla et  al., 2002). In each iteration, Static-SMOTE selects the 
smallest class in the dataset and doubles its size through oversampling. The oversam-
pled instances are constructed as random linear interpolations of two examples belong-
ing to the minority class. SMOM (Zhu et al., 2017) also extends SMOTE to multi-class 
data with special clustering and example weighting. Another form of generating new 
artificial instances was introduced with Mahalanobis Distance-based Oversampling 
(MDO)  (Abdi & Hashemi, 2015) technique. The method oversamples an instance by 

(1)safe_level(x) =
1

k

∑

c∈C

nc�Cx ,c
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constructing a new instance in a random point within the same Mahalanobis distance 
from the class center, which is calculated by taking the mean of all class’s examples.

There are also some methods that, similarly to the method proposed in this paper, 
use Expectation-Maximization algorithm and Gaussian Mixture Model through its 
operation. One of such methods is SMOTE and Clustered Undersampling Technique 
(SCUT) (Agrawal et al., 2015) that combines minority class oversampling and majority 
class undersampling. For each majority class, the method fits a GMM model in order to 
detect clusters of majority class examples. Later, examples from each cluster are ran-
domly undersampled to obtain a dataset in which each cluster is represented by the same 
number of instances. Additionally, the method oversamples minority class examples 
with the SMOTE technique. Another similar technique is SGM  (Zhang et  al., 2020), 
which also combined oversampling with SMOTE and undersampling based on GMM in 
the context of training Convolutional Neural Networks (Goodfellow et al., 2016).

The research on data difficulty factors for multi-class imbalanced data motivated 
Similarity Oversampling and Undersampling Preprocessing (SOUP)  (Janicka et  al., 
2019), which leverages the example safe levels [see Eq.  (1)] to concentrate its opera-
tion towards particular areas in the feature space. First, the method removes majority 
examples with the lowest safe levels, clearing the class overlapping area from majority 
instances. Next, SOUP duplicates the minority examples with the highest safe levels, 
strengthening the representation of minority class regions. Another, more recent method 
that also aims to clear overlapping area from majority class examples is Multi-Class 
Combined Cleaning and Re-sampling (MC-CCR) (Koziarski et al., 2020). The method 
constructs a sphere around each minority example and expands it until a given energy 
budget is exhausted. Any majority examples that lie within such a sphere are pushed 
out of it, cleaning the area. Later, additional minority examples are randomly generated 
within these spheres.

2.2.1  Related methods for binary imbalanced data

Finally, we would like to discuss some methods for binary imbalanced data that are related 
to the proposed method. KDE sampling  (Kamalov, 2020) uses Gaussian kernels to esti-
mate the probability distribution of the minority class and sample new artificial minority 
instances from that distribution. However, the method does not consider data difficulty fac-
tors and, in particular, does not detect class subconcepts. Another method that also uses 
kernel estimation to sample minority instances is  PDFOS  (Gao et  al., 2014). K-means-
SMOTE (Douzas et al., 2018) uses a clustering algorithm to partition the dataset into sub-
groups and later applies SMOTE to oversample clusters with a considerable imbalanced 
ratio. The number of instances generated from a cluster depends on its estimated sparsity. 
Again, the method does not detect minority class subconcepts but rather splits the whole 
dataset into several parts (clusters contain mixed instances of both classes, not subconcepts 
of one class). It also does not use a generative model to construct new instances, however, 
it is worth noting that there are some other resampling approaches that do use generative 
models, but they are mostly proposed for vision tasks and deep learning classifiers (Mul-
lick et al., 2019; Sampath et al., 2021) which are not considered in this work.
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3  Gaussian mixture model sampling

3.1  Motivations

In this paper, we present Gaussian Mixture Model Sampling (GMMSampling), which fits 
a GMM model to each minority class and later samples entirely new instances from the fit-
ted multivariate probability distribution. The method combines under- and over-sampling 
to clear the class overlapping regions from the most harmful majority instances and to 
strengthen the representation of minority classes. Contrary to the earlier proposed methods 
for multi-class imbalanced data, our approach automatically detects minority class subcon-
cepts and ensures that every one of them is sufficiently represented in the resulting dataset. 
The design of our approach originated from several motivations.

First, the research on the data difficulty factors for multi-class imbalanced data (Lango 
& Stefanowski, 2022; Wang & Yao, 2012) suggests that effective methods for alle-
viating class imbalance must not only deal with high imbalance ratio but also focus on 
other data difficulty factors such as class overlapping, etc. For instance, the experiments 
presented in  Janicka et  al. (2019) demonstrated that SOUP preprocessing obtains better 
results in terms of G-mean measure than, e.g., Static-SMOTE and various decomposi-
tion approaches, despite the fact that SOUP does not use any complex example generation 
strategy. The method simply duplicates already existing examples or removes them; there-
fore, the whole strength of the method comes from the careful selection of the examples 
to remove or duplicate. Since the example selection process is guided by the information 
about data difficulty factors provided by the example safe levels, this result demonstrates 
the importance of taking data difficulty factors into account while designing new methods.

Even though the research on binary imbalanced data demonstrated that the minority 
class decomposition into several subconcepts is an important data difficulty factor  (Jo & 
Japkowicz, 2004), the current research on multi-class imbalanced data did not pay much 
attention to properly handle it. When this difficulty factor occurs in a dataset, the exam-
ples of a given minority class, rather than forming a single compact group, are split into 
many potentially distant groups in the feature space. Since the minority class is underrepre-
sented and their subconcepts can have different densities, some subconcepts could be even 
more severely underrepresented in the dataset. Therefore, the classifier during training will 
focus its operation on more prevalent subconcepts, possibly making some of the smaller 
ones entirely not represented in the model and limiting its classification performance on 
the minority class. Even though the earlier presented method for detecting data difficulty 
factors based on the example safe levels will probably assign lower values to examples in 
such subconcepts, the methods like SOUP will not distinguish them from other examples 
in the class overlapping regions. They will also fail to exploit the information that these 
examples constitute a group, and consecutively can not assure that every subconcept is well 
represented in the oversampled dataset, handling within-class imbalance.

Therefore, following earlier methods, GMMSampling utilizes the example safe levels 
to properly handle issues like, e.g., class overlapping, but also uses an additional method 
to detect minority class subconcepts. More specifically, it employs a well-known Expecta-
tion-Maximization (EM) algorithm to estimate a Gaussian Mixture Model for each minor-
ity class. Such a method of subconcept detection was adopted for several reasons. First, 
GMM is a universal density approximator (Goodfellow et al., 2016) which means that with 
a sufficient number of components, any smooth data density distribution can be approxi-
mated by it with any nonzero error. Second, since GMM is a statistical model trained by 
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maximum likelihood estimation, the number of subconcepts (components) need not be 
specified in advance by a user or domain expert but can be detected automatically. Lastly, 
GMM can be estimated by EM in a computationally efficient way.

GMM model also enables a new interesting and statistically motivated way of oversam-
pling minority classes. Most of the previously proposed methods for oversampling multi-
class imbalanced data generate artificial minority instances by altering already existing 
instances. Some methods simply duplicate instances or construct random linear interpo-
lations of them  (Chawla et  al., 2002). Other approaches apply more complex heuristics 
like rotating examples around the class center (Abdi & Hashemi, 2015) or adding to them 
random noise in a given sphere (Koziarski et al., 2020). Contrary to them, GMMSampling 
generates completely new minority instances by exploiting the fitted probability distribu-
tion of the dataset. Each component of the GMM model is a multivariate Normal distribu-
tion, so to generate an instance from a given detected class subconcept, it is sufficient to 
just take a random draw from it.

Note that even though some of the related methods do use GMM for resampling multi-
class data, they rather use it to undersample majority data and not to generate new minority 
instances. These methods also do not detect minority class subconcepts nor deal with this 
source of data difficulty.

Finally, GMMSampling combines undersampling with oversampling, following the 
earlier observations  (Agrawal et  al., 2015) that both types of methods have their limita-
tions. Oversampling can exacerbate the data noise or overgeneralize the minority class 
by producing too many artificial examples. On the other hand, too strong majority class 
undersampling can remove useful information from the dataset. Therefore, GMMSampling 
undersamples majority classes and oversamples minority ones to the common, average 
class size. This alleviates the aforementioned problems and at the same time combines the 
advantages of both types of approaches.

3.2  The proposed method

The pseudocode of Gaussian Mixture Model Sampling is presented in Algorithm 1. The 
visualisation of an example dataset before and after resampling it with the proposed 
approach is shown in Fig. 1.

Fig. 1  Visualization of GMMSampling for new-thyroid dataset after reducing the dimensionality with PCA. 
a Demonstrates the dataset before and after preprocessing. b Shows fitted GMM for each minority class. 
Note that Class 1 (violet) is the majority class (Color figure online)
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In the first step, the method computes the desired size of all the classes in the result-
ing balanced dataset. This size is computed as the average of the biggest minority class 
size and the smallest majority class size. This ensures that all the minority classes will 
be oversampled and all the majority classes will be undersampled.

Later, the method iterates over all the minority classes Cmin , fitting to each a Gaussian 
Mixture Model in order to detect class subconcepts. The procedure of fitting a GMM 
includes the selection of a proper number of class subconcepts (lines 3–11), which is 
determined automatically with an early stopping procedure. GMMSampling temporally 
divides the minority class data into train and development sets and fits a GMM model 
for a consecutively increasing number of components. When the value of the likelihood 
function on the development test begins to decrease, the process is terminated and the 
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current number of components is selected. The final GMM model is then fitted using all 
minority class examples1 and the selected number of components.

Having fitted the probabilistic model of minority class with the estimated number of 
subconcepts, GMMSampling generates new artificial minority examples from each sub-
concept (lines 12–17). The goal of oversampling is twofold: to strengthen the representa-
tion of the most unsafe minority class subconcepts and to provide a sufficient representa-
tion of each minority class subconcept.

GMM is a mixture model that provides a soft clustering of the data. Therefore, instead 
of assigning an example to one specific group/subconcept, the model assigns the exam-
ple to various groups but with different probabilities. For each example x, the probability 
P(k|x) ∝ P(x|k)P(k) of belonging to each group k can be calculated. Since the method’s 
goal is to provide a more balanced representation of each minority class subconcept k, 
GMMSampling will enforce the uniform distribution of P(k) during data resampling. This 
means that it will ignore subconcept cardinalities, and for each subconcept it will assume 
the same a priori probability that a random minority example is generated from it. There-
fore, after assuming P(k) = 1

K
 where K is the detected number of subconcepts, one can 

further simplify P(k|x) ∝ P(x|k)P(k) ∝ P(x|k).
If our goal was only to obtain an equal representation of each subconcept in the pre-

processed dataset, we would simply generate the number of instances proportional to ∑
x∈X P(k�x) ∝

∑
x∈X P(x�k) from each subconcept. Nevertheless, GMMSampling not only 

handles the issue of minority class decomposition but also takes into account other data dif-
ficulty factors such as class overlapping. The method computes a safe level for each minor-
ity example as defined in Eq. (1), aggregates them to assess the safeness of the whole class 
subconcept, and exploits this information to generate more examples from more unsafe 
subconcepts.

More concretely, the number of oversampled minority instances from each subconcept k 
is proportional to the value of Qk defined as follows:

where K is the number of detected components, X is the set of examples from the con-
sidered class, safe_level(x) is the safe level of example x and P(x|k) is the probability of x 
from the k-th Gaussian mixture component. One can loosely interpret the value of Qk as the 
estimated, averaged number of completely unsafe instances in the subconcept k. Therefore, 
GMMSampling will generate more instances for minority class subconcepts that contain 
many unsafe examples and fewer examples for relatively safe minority subconcepts. As 
mentioned earlier, the generation of new instances is just a random draw from the selected 
mixture component, i.e., from the multivariate Normal distribution.

The last step of the method is to undersample the majority classes (lines 19–24). 
GMMSampling computes for all majority instances its safe levels and removes majority 
instances starting from the most unsafe ones. This step ensures that majority instances 

(2)Q̃k =
∑

x∈X

(1 − safe_level(x)) ⋅ P(x|k)

(3)Qk =
Q̃k

∑K

k=1
Q̃k

1 Note that in the correctly designed machine learning experiments, the whole GMMSampling will be exe-
cuted only on the training set. Therefore, the fitting of a GMM on the whole dataset provided to the method 
does not lead to the data leakage.
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from class overlapping regions are removed, allowing easier learning of minority class sub-
concepts in these areas.

The computational complexity of the method is as follows. For each minority class, 
a GMM model is estimated with the complexity of O(i|Dc|K) where i is the number of 
iterations of the EM algorithm, K is the number of subconcepts and |Dc| is the size of a 
given minority class. The computation complexity of safe levels depends on a data struc-
ture being used for performing k-nearest neighbors search. For instance, data structures 
like kd-tree offer the average-case complexity of O(n log n) and the worst-case complexity 
of O(n2) . To sum up, the worst-case complexity of GMMSampling is O(n2 + nIK) where n 
is the size of the dataset, K is the upper bound for the number of subconcepts, and I is the 
upper bound for the number of EM iterations.

4  Experimental evaluation

4.1  Experimental setup

The usefulness of GMMSampling was verified on the collection of 15 imbalanced datasets 
that include eleven real and four artificial datasets that were commonly used in the related 
studies (Janicka et al., 2019; Lango & Stefanowski, 2018). The selected datasets are diver-
sified, including problems with multi-majority, multi-minority, and gradual class size con-
figurations; with different levels of class overlapping and with different numbers of classes. 
The collection includes datasets with various levels of class imbalance, with imbalance 
ratio from 2 to 164 and 27.6 on average. The characteristics of the selected datasets can be 
found in Table 1. The classification of classes into majority and minority categories was 
taken from the previous paper on SOUP (Janicka et al., 2019). Generally, two factors were 
taken into account: (1) the size of classes—majority classes should be significantly larger 
than minority ones. (2) The analysis of data difficulty factors detected by examples’ safe 
levels - the minority classes should present considerable difficulty in order to be treated as 
such. A more detailed description of the evaluation of class difficulty can be found in Jan-
icka et al. (2019).

In the experiments, GMMSampling was compared against five related resampling meth-
ods for multi-class imbalanced data: a classical oversampling procedure GlobalCS (Zhou 
& Liu, 2010); two methods that oversample minority classes by altering existing examples 
in a more complex ways: Static-SMOTE (S-SMOTE) (Fernández-Navarro et al., 2011) and 
Mahalanobis Distance-based Oversampling (MDO)  (Abdi & Hashemi, 2015); as well as 
with two more recent methods that are motivated by the research on data difficulty fac-
tors: Similarity Oversampling and Undersampling Preprocessing (SOUP)  (Janicka et  al., 
2019) and Multi-Class Combined Cleaning and Re-sampling (MC-CCR) (Koziarski et al., 
2020). Additionally, we included in the comparison five binary imbalanced methods which 
were extended to handle multiple classes in a one-against-all fashion, i.e. we have applied 
them iteratively to each minority class treating all the others as a single majority class. 
These binary methods include classic ones like Random Oversampling (ROS) and Random 
Undersampling (RUS), as well as approaches that use clustering (K-means-SMOTE (Dou-
zas et al., 2018)), density estimation (KDE sampling (Kamalov, 2020)) and kNN analysis 
to clear class overlapping regions (All-kNN (Tomek, 1976)). The methods were selected 
to ensure a diversified set of compared approaches, but also the availability of their 
implementations was taken into account for practical reasons. For MC-CCR we used the 
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implementation provided by the authors (Koziarski et al., 2020), for KDE we used our cus-
tom implementation, and we used imbalanced-learn package for binary methods. For all 
the other methods, we used their implementations in the multi-imbalance library2 (Grycza 
et al., 2020). The resampling methods were tested in combination with five classical classi-
fiers: CART decision trees, Naive Bayes, k-nearest neighbors, Random Forest, and Gradi-
ent Boosting Trees.

The classification performance was measured with five popular metrics: balanced 
accuracy (average of class recalls), F-score (macro-averaged binary F-score for all 

Table 1  Characteristics of multi-class imbalanced datasets used in the experiments

Names of classes are given in the first row, while their cardinalities in the second row

Dataset Minority classes Majority classes

Cleveland_1 1 2 3 4 0
55 36 35 13 164

Cleveland_2 2 3 4 0+1
36 35 13 219

Contraceptive 2 1 3
333 333 511

Ecoli pp imUimS omomL cpimL im
52 37 25 145 77

Glass vwf con tab bwf bwnf Head
17 13 9 70 76 29

Hayes roth 3 1 2
31 65 64

New thyroid 2 3 1
35 30 150

Pageblocks 2 3 4 5 1
33 3 8 12 492

Vehicle bus van opel_saab
218 199 429

Yeast 2 3 5 6 7 1 8 9 10
20 30 35 44 51 463 168 244 429

Wine quality 7 8 5 6
199 81 681 638

Art1 MIN1 MIN2 MAJ
120 240 840

Art2 MIN1 MIN2 MAJ
120 240 840

Art3 MIN1 MIN2 MAJ
120 240 840

Art4 MIN1 MIN2 MAJ
120 240 840

2 The implementation of GMMSampling has been submitted to the multi-imbalance library (develop 
branch) and will be made available in a future official release of that library: https:// github. com/ damian- 
horna/ multi- imbal ance.

https://github.com/damian-horna/multi-imbalance
https://github.com/damian-horna/multi-imbalance
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classes), G-mean (geometric mean of class recalls), MCC (Matthews correlation coef-
ficient), AP (macro-averaged binary average precision that summarizes Precision-
Recall curve). These measures were selected because they are commonly used in the 
related studies on imbalanced data, and also because there is no clear consensus on 
the most appropriate metrics for measuring classification performance on imbalanced 
data. F-score is very often used and recommended in some application areas (Baeza-
Yates and Ribeiro-Neto, 1999), but some works argue that Matthews correlation coef-
ficient is a more reliable classification performance indicator while working with 
imbalanced data (Chicco & Jurman, 2020). On the other hand, a theoretical analysis 
presented in Brzezinski et  al. (2018) revealed that among the investigated measures 
(including MCC and F-score), only G-mean has the desired theoretical properties. 
Other works highlight the benefits of using balanced accuracy (Lango & Stefanowski, 
2022) or Precision-Recall curves (Saito & Rehmsmeier, 2015).

All the experiments were performed in Python using implementations of classifiers 
from the sklearn library. The classification performances were evaluated with fivefold strat-
ified cross-validation and averaged over 10 runs.

4.2  Results

The experimental results for the decision tree classifier and balanced accuracy measure are 
presented in Table 2, while the results of other classification methods and measures are 
available in the online appendix.3

The proposed method obtained the highest balanced accuracy value averaged over all 
the datasets. Similarly, the median of balanced accuracy values achieved by the method 
is the highest among the results obtained by the methods under study. The second-highest 
average scores were obtained by another method employing example safe levels - SOUP, 
with the average difference of 2%. On particular datasets, the improvement offered by 
GMMSampling over the second-best performing method was as large as 7 percentage 
points. The method provided the highest balanced accuracy value for 7 datasets and sec-
ond-best for 6 datasets, while RUS, AkNN, KDE, Static-SMOTE, and SOUP were the best 
methods for one dataset only and MC-CCR obtained the best result for four datasets.

On G-mean, MCC and F-score measures, the proposed method also obtained the high-
est results averaged over all the datasets. For AP the best average result was obtained by 
K-means SMOTE but the difference to GMMSampling was lower than 0.001. GMMSam-
pling also obtained a considerably higher median AP score than K-means SMOTE (1.92%).

To better summarize the results, the average ranks for all resampling methods were cal-
culated and presented in Table 3. The approach presented in this paper obtains the lowest 
(i.e., the best) average rank for decision tree classifier and all investigated measures. It also 
obtains the best rank for almost all measures while using Naive Bayes classifier, except 
for G-mean where it ranks third. For kNN classifier GMMSampling obtains the best rank 
for balanced accuracy and MCC, ranks second for AP and F-score and third for G-mean. 
Finally, while using ensemble approaches (Random Forest, Gradient Boosting Trees) our 
method obtains best results on balanced accuracy and G-mean, second-best on F-score and 
ranks second/third for AP. Still, averaging over all classifiers and metrics, the proposed 
method obtains the lowest rank with a significant difference to the second-best method 

3 https:// www. cs. put. poznan. pl/ mlango/ publi catio ns/ GMMSa mpling. html.

https://www.cs.put.poznan.pl/mlango/publications/GMMSampling.html
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(1.31). The Friedman tests performed for all measures and classifier pairs reject the null 
hypotheses about the lack of differences between resampling methods with � = 5%.

Furthermore, we also performed paired Wilcoxon tests between GMMSampling and 
other resampling methods under study. The results are presented in Table  4. The differ-
ences between the proposed approach and the baseline methods, i.e. RUS and ROS, are 
statistically significant for almost every measure and classification algorithm. Similarly, the 
statistical tests investigating the differences with K-means-SMOTE, KDE, MDO and All-
kNN on balanced accuracy and G-mean measures indicate significant improvements for 
all classifiers. Moreover, the comparison of GMMSampling with another data difficulty-
driven method SOUP also demonstrates statistically significant differences in almost all 
cases for all measures except G-mean. Taking into account all measures and classifiers, the 
differences were statistically significant for at least half of the considered variants for 9 out 
10 resampling methods (except Static-SMOTE). However, it is worth noting that the differ-
ences in average ranks between GMMSampling and Static-SMOTE are often considerable.

4.3  Ablation study

We also performed an ablation study to verify which elements of the proposed method 
contribute the most to the final result. We wanted to verify the importance of applying the 
newly proposed GMM-based example generation strategy and check whether the approach 
truly obtains high results due to better handling of minority class subconcepts. We also 
wanted to check how the formula for calculating how many examples will be oversampled 

Table 2  The classification performance of decision tree classifier while combined with different resampling 
methods, measured with balanced accuracy

The best results are bolded and the second-best results are underlined

Dataset Ours RUS AkNN ROS KM-SM KDE MDO Gl-CS S-SM SOUP MC-CCR 

Clev_1 0.357 0.255 0.253 0.275 0.288 0.283 0.276 0.218 0.273 0.281 0.251
Clev_2 0.394 0.339 0.347 0.314 0.336 0.405 0.357 0.350 0.349 0.387 0.346
Contra 0.513 0.468 0.476 0.478 0.488 0.488 0.485 0.471 0.475 0.487 0.496
Ecoli 0.724 0.671 0.728 0.679 0.697 0.719 0.744 0.681 0.711 0.733 0.766
Glass 0.745 0.586 0.550 0.720 0.581 0.670 0.591 0.661 0.736 0.743 0.747
Hayes-r 0.875 0.834 0.661 0.874 0.874 0.874 0.874 0.874 0.880 0.844 0.880
New t 0.944 0.893 0.899 0.911 0.906 0.921 0.927 0.871 0.921 0.927 0.910
Page 0.758 0.655 0.643 0.594 0.630 0.679 0.697 0.625 0.742 0.692 0.701
Vehicle 0.900 0.888 0.910 0.892 0.904 0.890 0.886 0.905  0.905 0.903 0.899
Wine 0.397 0.359 0.375 0.353 0.380 0.384 0.392 0.359 0.353 0.370 0.369
Yeast 0.475 0.424 0.468 0.431 0.427 0.433 0.456 0.411 0.415 0.473 0.472
Art1 0.960 0.934 0.948 0.949 0.960 0.951 0.957 0.953 0.949 0.953 0.964
Art2 0.753 0.739 0.746 0.703 0.713 0.698 0.730 0.695 0.706 0.713 0.693
Art3 0.538 0.526 0.524 0.503 0.530 0.537 0.533 0.512 0.506 0.552 0.507
Art4 0.823 0.824 0.802 0.771 0.768 0.791 0.793 0.768 0.777 0.798 0.790
Average 0.677 0.626 0.622 0.630 0.632 0.648 0.647 0.624 0.646 0.657 0.653
Median 0.745 0.655 0.643 0.678 0.630 0.680 0.697 0.661 0.712 0.713 0.701
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from each subconcept influences the results, and whether both parts of it are necessary. 
Another research question was about the importance of majority class undersampling.

Therefore, we constructed four simplified versions of GMMSampling:

• GMMSampling without GMM—a method that does not detect class subconcepts and 
does not generate new instances from a GMM. Instead, the minority classes are over-
sampled by simply duplicating the examples. However, standard example safe levels 
are still used to, just like SOUP, guide the oversampling process towards strengthening 
the safest examples.

• GMMSampling without undersampling—a method that operates just like the origi-
nal method, but do not perform data difficulty-driven undersampling of the majority 
class examples. In Algorithm 1, one must omit lines 19–24 to obtain this variant of the 
method.

Table 3  Average ranks (like in the Friedman test) of various resampling methods for 5 classification meas-
ures and 5 classification algorithms: decision tree (DT), Naive Bayes (NB), k-nearest neighbors (kNN), ran-
dom forest (RF) and gradient boosting trees (GBT)

The best average ranks are bolded, the second-best are underlined and the third-best are in italics

Meas Cl Ours RUS AkNN ROS KM-SM KDE MDO Gl-CS S-SM SOUP MC-CCR 

BAcc DT 2.13 8.20 6.60 8.37 6.27 5.33 4.83 8.27 6.57 4.23 5.20
NB 4.33 5.50 7.40 4.70 7.90 7.77 6.73 6.73 4.57 4.80 5.57
kNN 3.87 7.07 7.30 6.63 7.73 5.73 5.37 6.40 5.73 5.73 4.43
RF 2.33 6.70 8.17 7.40 7.17 4.37 5.90 7.33 7.37 4.73 4.53
GBT 3.10 6.90 7.93 7.87 6.87 5.53 5.00 8.27 5.60 4.67 4.27

G DT 2.33 6.27 8.07 8.33 6.87 6.60 6.13 7.73 5.53 3.47 4.67
NB 4.27 4.97 9.40 4.53 7.37 8.37 7.73 6.27 3.97 4.00 5.13
kNN 4.60 6.60 8.67 6.10 8.27 6.67 6.20 5.67 5.07 4.00 4.17
RF 3.13 4.20 8.73 8.33 7.80 5.73 5.87 7.20 6.73 4.00 4.27
GBT 2.53 5.33 8.60 8.00 7.33 6.20 5.67 8.20 5.80 4.00 4.33

F DT 4.13 9.73 7.20 6.40 4.70 5.23 4.93 5.93 5.87 7.67 4.20
NB 2.40 7.23 7.93 6.87 4.97 5.23 5.93 8.13 4.50 6.80 6.00
kNN 4.07 7.87 6.93 6.83 5.67 3.73 5.40 6.27 4.53 8.60 6.10
RF 3.93 9.40 8.13 5.93 5.40 4.47 4.80 6.67 5.80 7.67 3.80
GBT 4.40 9.53 8.13 6.23 4.93 4.80 4.63 7.27 5.27 7.40 3.40

AP DT 4.07 8.40 6.73 7.73 3.47 4.27 4.33 7.33 6.13 7.20 6.33
NB 4.13 8.33 5.53 6.87 6.20 4.53 5.67 7.93 4.27 6.80 5.73
kNN 3.47 6.27 7.13 8.77 4.60 2.53 3.60 8.70 7.40 7.93 5.60
RF 4.47 7.60 7.53 7.27 5.53 4.47 3.27 6.60 6.40 7.93 4.93
GBT 3.93 9.53 7.53 7.00 6.27 3.80 3.27 6.67 5.20 7.87 4.93

MCC DT 4.13 10.07 5.07 6.60 5.10 4.23 5.40 7.40 5.40 7.47 5.13
NB 2.47 7.37 5.87 7.07 6.03 5.43 5.53 8.07 5.03 7.13 6.00
kNN 3.67 8.13 6.73 7.70 4.57 3.97 4.33 6.67 5.40 8.00 6.83
RF 4.40 10.00 8.07 6.73 4.00 3.93 3.87 6.27 6.07 8.47 4.20
GBT 5.07 9.93 6.73 6.23 4.13 4.27 4.37 7.13 5.40 8.53 4.20

Average 3.65 7.65 7.44 6.98 5.97 5.09 5.15 7.16 5.58 6.36 4.96
Median 3.93 7.60 7.53 6.87 6.03 4.80 5.37 7.20 5.53 7.13 4.93



5198 Machine Learning (2024) 113:5183–5202

1 3

• GMMSampling without calculating Qk —a method that does not use Equations (2) and 
(3) to compute the number of examples to be oversampled from each class subconcept. 
Instead, the same number of examples is oversampled from each subconcept. More 
concretely, line 14 in Algorithm 1 will become Qk

⇐
1

K
 where K is the number of sub-

concepts.
• GMMSampling without taking P(x|k) into account while calculating Q—a method that 

does not use the information about probabilistic assignments to clusters. Instead of 
Eq. (2), a simplified formula is used Q̃k =

∑
x∈Conceptk

(1 − safe_level(x)).

The results for the decision tree classifier and G-mean measure are presented in Table 5. 
The best working method is the full version of GMMSampling algorithm, demonstrating 
that every part of the presented method is needed to achieve the best results. The worst 
working variant of the method is the variant that does not use the introduced example gen-
eration method and only exploits the information about data difficulty factors provided by 

Table 4  The results of paired Wilcoxon tests between GMMSampling and other resampling methods for 5 
classification measures and 3 classification algorithms: decision trees (DT), Naive Bayes (NB), k-nearest 
neighbours (kNN), Random Forest (RF) and Gradient Boosting Trees (GBT)

P-values below � = 5% are bolded. Values are rounded to 3 decimal places, in particular values smaller than 
0.0005 are reported as 0.000

Meas Cl RUS AkNN ROS KM-SM KDE MDO Gl-CS S-SM SOUP MC-CCR 

BAcc DT 0.000 0.001 0.000 0.000 0.001 0.002 0.000 0.000 0.010 0.026
kNN 0.001 0.001 0.055 0.002 0.007 0.041 0.121 0.277 0.095 0.303
NB 0.934 0.000 0.639 0.005 0.002 0.015 0.151 0.561 1.000 0.359
RF 0.001 0.000 0.002 0.001 0.005 0.001 0.001 0.003 0.008 0.008
GBT 0.038 0.002 0.007 0.003 0.003 0.002 0.004 0.010 0.055 0.095

G DT 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.002 0.303 0.030
kNN 0.030 0.000 0.151 0.004 0.005 0.008 0.421 0.978 0.847 0.847
NB 0.804 0.004 0.720 0.020 0.001 0.018 0.359 0.762 0.599 0.978
RF 0.041 0.000 0.001 0.001 0.002 0.010 0.001 0.003 0.169 0.018
GBT 0.030 0.000 0.002 0.000 0.000 0.001 0.002 0.001 0.018 0.030

F DT 0.000 0.018 0.035 0.303 0.330 0.524 0.073 0.208 0.003 0.934
kNN 0.000 0.010 0.083 0.132 1.000 0.083 0.330 0.720 0.000 0.421
NB 0.010 0.002 0.001 0.014 0.006 0.015 0.000 0.048 0.015 0.003
RF 0.000 0.003 0.359 0.229 0.454 0.208 0.048 0.208 0.004 0.599
GBT 0.000 0.012 0.107 0.303 0.208 0.359 0.055 0.720 0.004 0.978

AP DT 0.004 0.073 0.022 0.978 0.561 0.524 0.041 0.252 0.002 0.035
kNN 0.005 0.001 0.000 0.451 0.090 0.804 0.012 0.005 0.000 0.035
NB 0.004 0.359 0.012 0.079 1.000 0.277 0.026 0.934 0.107 0.330
RF 0.005 0.012 0.055 0.804 0.890 0.208 0.064 0.121 0.000 0.524
GBT 0.000 0.041 0.022 0.030 0.277 0.890 0.064 0.252 0.000 0.083

MCC DT 0.000 0.135 0.048 0.151 0.934 0.018 0.007 0.561 0.001 0.330
kNN 0.000 0.018 0.008 0.187 0.346 0.303 0.030 0.277 0.000 0.041
NB 0.002 0.064 0.001 0.002 0.008 0.012 0.000 0.002 0.008 0.001
RF 0.001 0.005 0.169 0.720 0.454 0.720 0.169 0.252 0.001 0.679
GBT 0.000 0.151 0.252 0.561 0.890 0.762 0.229 0.679 0.001 0.804
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example safe levels, i.e. do not take minority class subconcepts into account. This result 
shows that, indeed, the most significant improvement of classification performance comes 
from the main idea introduced in this paper i.e. from statistically motivated data generation 
strategy that handles the within-class imbalance and minority class decomposition.

Omitting the majority class undersampling step makes the second-biggest difference—
the variant of the method without it obtained the second-worst average rank and the aver-
age value of G-mean dropped of about 2.6 percentage points compared to the full version 
of the method. Since majority class undersampling is driven by the detection of data dif-
ficulty factors such as class overlapping, this result shows its importance.

The proposed formula for calculating the number of examples to be oversampled from 
each cluster also proved to be useful. Even though the drop in terms of G-mean is not as 
significant as in the other variants, still the difference in average ranks with the original 
approach is about 1, meaning that, on average, the method is one place lower in the rank-
ing than the full variant of the method. Finally, simplifying the formula for calculating Qk 
made a small difference, but still, these results indicate that both parts of this formula are 
needed.

5  Summary and future works

In this paper, we introduced Gaussian Mixture Model Sampling for multi-class imbalanced 
data. The method uses the knowledge about data difficulty factors, in particular about 
minority class decomposition into several subconcepts, to adjust the resampling process to 
the difficulties encountered in a given dataset. It automatically detects the number of class 
subconcepts for each minority class and generates artificial minority examples in a novel 
and effective way. The performed experiments demonstrated that the proposed method 
obtains better G-mean, F-score, MCC, AP and balanced accuracy results than other related 
resampling methods for multi-class imbalanced data in the vast majority of cases.

The presented research can be further extended in several ways. First, the presented 
method relies on approximating the distribution of minority classes with Gaussian Mixture 
Models. However, since GMM models only support numerical attributes, such approxi-
mation is not very suitable for non-numerical data. Additionally, with the growing data 
dimensionality, the computational cost of fitting a GMM grows considerably. Both these 
issues can be solved by adding to the method an additional preprocessing step that would 

Table 5  Results of the ablation study for decision tree classifier and G-mean measure: average ranks over 
all datasets and average G-mean values

Last column presents differences between average G-mean values vs. GMMSampling

Avg. rank Average G-mean Diff

GMMSampling 1.86 0.6689 N/A
GMMSampling without GMM 4,26 0,6105 -0,0584
GMMSampling without undersampling 3.80 0.6426 − 0.0263
GMMSampling without calculating Q (oversample equal number 

of examples from each subconcept)
2.80 0.6605 − 0.0084

GMMSampling without taking P(x|k) into account while calculat-
ing Q

2.26 0.6661 − 0.0028
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embed non-numerical values into real coordinate space and reduce the dimensionality. 
Note that such a feature transformation could also consider data difficulty factors and try to 
find a feature space with as few data difficulties as possible.

Finally, the presented method fits a probabilistic model for each minority class sepa-
rately. Therefore, it does not take into account the distributions of the other classes and 
potentially can fail to model complex scenarios with strongly overlapping minority classes. 
Even though the experimental analysis of data difficulty factors  (Lango & Stefanowski, 
2022) demonstrated that overlapping between minority classes is less harmful than other 
types of overlapping, properly handling such cases could also lead to some gains.
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