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Abstract With computing capability and display size grow-
ing, the mobile device has been used as a tool to help clini-
cians view patient information and medical images anywhere
and anytime. However, for direct interactive 3D visualization,
which plays an important role in radiological diagnosis, the
mobile device cannot provide a satisfactory quality of experi-
ence for radiologists. This paper developed a medical system
that can get medical images from the picture archiving and
communication system on the mobile device over the wireless
network. In the proposed application, the mobile device got
patient information and medical images through a proxy serv-
er connecting to the PACS server. Meanwhile, the proxy
server integrated a range of 3D visualization techniques, in-
cluding maximum intensity projection, multi-planar recon-
struction and direct volume rendering, to providing shape,
brightness, depth and location information generated from
the original sectional images for radiologists. Furthermore,
an algorithm that changes remote render parameters automat-
ically to adapt to the network status was employed to improve
the quality of experience. Finally, performance issues regard-
ing the remote 3D visualization of themedical images over the
wireless network of the proposed application were also
discussed. The results demonstrated that this proposed medi-
cal application could provide a smooth interactive experience
in the WLAN and 3G networks.
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Introduction

Picture archiving and communication system (PACS) is an
integrated system to distribute and archive medical images
acquired by different imaging modalities, such as computed
tomography (CT), magnetic resonance (MR), computed radi-
ography (CR) and ultrasonography (US), and stored in the
digital imaging and communications in medicine (DICOM)
format. During the past decades, PACS strongly changed the
radiographers’ work practice, skills and technology and im-
proved the diagnostic efficiency [1]. And the PACS worksta-
tion integrated with advanced 3D visualization techniques can
provide the shape, location and depth information of the tissue
to the radiographers, which has significance for vascular re-
construction and a wide range of other clinical settings, in-
cluding traumatic injury, tumor mapping bronchial visualiza-
tion and urinary tract imaging [2]. The 3D visualization tech-
niques refer to a range of specific graphics processing tech-
niques, so different 3D visualization techniques will show
different information. With maximum intensity projection
(MIP), only one layer of the brightest or darkest voxels paral-
lel to the line of sight is used for display. Thus, from a given
viewing direction, it is possible to get some information about
the brightness of an object, which is a distinctive feature of
differentiation of calcification or thrombosis within a blood
vessel. Multi-planar reconstruction (MPR) has the advantage
that no information is lost. When an isotropic volume is used,
axial, coronal, sagittal and all kinds of curved planes can be
reconstructed with the same quality as the original images.
Direct volume rendering (VR) make use of all information
contained in a volume. Theoretically, direct volume rendering
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is a lossless approach, and it can provide shape, brightness,
depth and location information of the tissues.

At present, radiologists mainly view medical images and
the 3D visualization results on the PACS workstations located
at fixed locations and restricted by wired local networks in the
hospital. A more flexible access to PACS which is not bound-
ed by the time and space—“mobile access”—would be attrac-
tive and practically very useful. In recent years, computing
capability of mobile devices increases quickly and advanced
compression algorithms are introduced to reduce the size of
medical images [3, 4], so that it is possible to show DICOM
images on mobile devices now. In general, there are two ways
to view images onmobile devices, on the web site [5, 6] and in
the mobile application [7–9]. The web access mode is easy to
deploy and can be accessed on different platforms, such as
iPhone OS, android, or Windows phone, but it is not friendly
to interact, especially for complex 3D interactive operation.
Therefore, it is more popular to show medical images in
mobile application [10], which can be customized to user
interaction.

At now the 3D visualization on mobile devices falls in two
categories: local rendering and remote rendering. According
to [11–13], there are almost no mobile devices on the marker
that support 3D, textures, so they provided local volume
rendering systems take the 2D texture-based volume render-
ing algorithm to realize the function of 3D visualization. It is
said that it need to use a large number of 2D textures to store
all the voxel data instead of a 3D texture. Another drawback is
that the visualization performance of 2D texture-based vol-
ume rendering algorithm is related to the line of sight, and the
quality of visualization image will obviously reduce when the
angle between the line of sight and the axis is close to 45°. The
most critical issue is that advancements in multi-detector CT
and the advent of high-resolution isotropic MRI have in-
creased the size of the volumetric data, so more powerful
computing capability and bigger memory size of the mobile
device is required to meet the demand of the local rendering.
Instead, remote rendering uses a remote server to perform the
computation, and transmits rendered views instead of row data
to the client. In [14, 15], a non-real-time remote rendering
system was introduced. The system generated 3D visualiza-
tion images of medical images on the workstation in advance
and then stored them in DICOM format on PACS. Mobile
client can get the 3D visualization images as well as the
ordinary DICOM images. As the 3D visualization images
are not generated in real-time, the interaction of the client is
very limited. Mitchell et al. [9] introduced a real-time
teleradiology system that enables user to access to interactive
advanced 2D and 3D visualization on a current smartphones
such as Apple iPhone or iPod Touch, or an Android phone
without storing patient image data on the device. According to
their experience, a single remote reordering server can simul-
taneously support more than ten iPhone OS devices and is

capable of delivering and displaying up to 14 frames per
second on an iPhone OS device connected with the 802.11g
Wi-Fi network. Therefore, the interactivity and stability need
to be optimized for better experience of 3D visualization in
real-time [16].

This paper presents a medical application, which allows
access to PACS on mobile devices via wireless network
connection. The MIP, MPR and direct volume rendering
techniques for 3D Visualization of medical images are per-
formed on a remote server to enhance this application. In order
to improve the quality of experience, an algorithm for auto-
matic adaption of remote rendering parameters based on the
network status is proposed.

Materials and methods

Architecture

As depicted in Fig. 1, the proposed medical application fol-
lows three-tier architecture, consisting of the mobile client, the
proxy server and the PACS server. As the core of this appli-
cation, the proxy server establishes the contraction between
the mobile client and the PACS server like a bridge, and
completes the complex data-processing, such as formatting
patient information, preprocessing the DICOM images, 2D
and 3D visualization of medical images. The mobile client
communicates with the proxy server using a custom protocol.
The transmission of data between the proxy server and the
PACS server is performed though the DICOM message ser-
vice element-composite service (DIMSE-C), which supports
the store, query/retrieve and echo services. Generally, the
mobile client’s operations may be divided into two categories
according to whether they are performed locally or through
the proxy server. Image manipulations, such as zooming,
panning, rotation, calibrated distance measurement, Region
of Interest (ROI) mark and measurement of area, are handled
by applets on the client’s side. User authentication, patient
information, image retrieval, window leveling and 3D visual-
ization are performed through the proxy server. In this paper,
we take the open source project GDCM [17] to parse the
DICOM files.

The medical personnel can query/retrieve patient informa-
tion records with patient’s ID, name and study date through
the proposed medical application. The query/retrieve results
are packaged into extensible markup language (XML) format
on the proxy server and send to the mobile client to display as
numbers and characters. The 2D and 3D views of the medical
images selected by user are compressed with joint photo-
graphic experts group (JPEG) format after processing accord-
ing to user requirements and sent to the mobile client to
display. Additionally, the 3D Visualization functions, such as
MIP, MPR, direct volume rendering, are speed up with an
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algorithm that automatically configures remote render param-
eters with the change of the wireless network status.

Communication protocol

The custom communication protocol between mobile client
and proxy server is an application layer protocol based on
transmission control protocol/internet protocol (TCP/IP) as
shown in Fig. 2(a). The custom protocol is responsible for
transmitting the user interactions from the mobile client to the
proxy and the processing results from proxy server to mobile
client, and all data will be added a packet header as shown in
Fig. 2(b). Follow is a brief description of each field: The
timestamp (TS) flag is the time when the packet is sent. The
protocol version (V) flag is set to ensure that the proxy and
mobile client is followed the unified protocol. The data trans-
mit direction (D) flag is used to differentiate the upload and
download data. The command type (T) flag indicates that the
client will get data from the proxy or only change the status of

the proxy server. The field (C) responds the commands as
shown in Table 1, including user authentication, query/
retrieval, 2D post-processing and 3D post-processing. The
data type (DT) is the type of the data, and it may be bit stream
(e.g. JPEG image) or string (e.g. study list). The data length
(DL) is the length of the data value (DV) followed. The DV
filed is used to store the command parameters or processing
results.

Remote rendering

Figure 3 presents the progress of 3D visualization of medical
images by with remote rendering. The progress is divided into
two stages: load volumetric data and direct volume render. In
the first stage, when the mobile client sends the select series
UID to the proxy server, the proxy server first find the medical
images with the series UID on local. If the target medical
images is on local, the proxy will load them to build volumet-
ric data, else the proxy server build C-MOVE connection to
the PACS server and generates the medical images from the
PACS server with the same series UID and archives them to
the local database. When the user selects the medical images
with the same series UID again, the proxy server loads the
medical images directly from the local database instead of
calling the PACS server. Then the proxy server loads volu-
metric data generated from the medical images into memory
and send the status to the mobile client to announce that the
proxy server is ready for volume rendering. In the second
stage, the mobile client sends rendering parameters to the
proxy server and requests for the 3D visualization images.
The proxy server responds to the request, performs render
operations on the current volumetric data with the parameters,
compresses the 3D visualization images with libjpeg [18] and
then transmits them to the mobile client. When the user
changes the render parameters, the second stage needs to
repeat, and when the user select other sequence of medical
images, both the first and second stages need to repeat. All the
operations are followed the custom protocol described in the
previous section.

Adaptive remote rendering algorithm

In the process of remote rendering, interactive speed and
image quality are important to the quality of the user interac-
tion experience. In the proposed medical application, the
mobile client accesses the proxy server through the 802.11g
wireless area network (WLAN) or 3G cellular network with a
limited bandwidth. In order to achieve a satisfying frame rate,
we need to reduce the quality of the image. On the other hand,
the image quality will directly influence the accuracy of the
radiology diagnosis, so we can’t reduce the image quality
without limit. Therefore, we employ an adaptive algorithm
that takes both the interactive speed and image quality into

Fig. 1 Three-tier architecture of the proposed medical application
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account to automatically change the remote render parameters
with the network status.

There are three processes: rendering, compression and
transmission need to be completed to achieve the remote
rendering. The parameters which have influences on the qual-
ity of the interaction experience under the same computer
hardware and wireless network status are list in the Table 2.
According to Table 2, Both render resolution (R) and JPEG
(Q) quality factor play an important role in improving the
speed of the remote rendering. The R does not impact on the
rendering time, but also determine the original image size
which will have an effect on the memory size of the final
image, and the Q determines both compression and impact on
both of the memory size of the image and the image quality.
So this paper take this two parameters as the mainly parame-
ters to control the remote rendering.

The proposed system is depicted in Fig. 4. It is composed
by a controller on the mobile client and a renderer, a compres-
sor, a streamer server on the proxy server. In this system, the
user will first set a target frame rate (Ft) and every time the
mobile client receives the 3D visualization image, the mobile
client calculate the actual frame rate (Fa) and compares it with
Ft to estimate the parameters R and Q, which will be described

in detail later. Then the mobile client feed the R and Q back to
the proxy server to guide the renderer, compressor and stream
server to generate target image. Finally, the proxy server
transmits the image to mobile client and launches the next
loop.

In this algorithm, the R and Q vary in a predefined range
during interaction to give consideration to the image quality
and Interactive fluency. Previous research [19] indicates that for
neurological CT scans, a quality factor of 85 produces a com-
pression ratio of 10:1, while a quality factor of 92 produces a
compression ratio of 8:1. In our study, the range of JPEG
quality factor is from 80 to 100, and that of render resolution
is from 256×256 to 640×640. The detail process of the con-
troller can be summarized in nine steps, as show in Fig. 5.

1) Set Ft, the time window (Tw) beyond which the records of
receiving data are removed and the time between calcu-
lating the render parameters (ΔT).

2) Record the length of data (Ld), the time between request is
sent and the whole image is received (Lt), and the moment
when the client receives the image (tm), when the mobile
client receives every 3D visualization image.

3) Remove the records of data received beyond Tw.

Table 1 command supported by
the custom protocol Command name C T Command name C T

Login 0x00 0 LoadDICOMSeries 0x50 0

CloseConnect 0x01 0 ReleaseDICOMSeries 0x51 0

GetStudylist 0x10 0 Set3Dmode 0x52 0

GetSerieslist 0x11 0 SetViewParameter 0x53 0

GetImagelist 0x12 0 SetSample 0x54 0

LoadDICOMData 0x20 0 SetVRLut 0x55 0

LoadDICOMDataByLocation 0x21 0 ObjectScale 0x56 0

ReleaseDICOMData 0x22 0 ObjectMove 0x57 0

SetImageProcessParameter 0x23 0 ObjectRotate 0x58 0

SetImageQuality 0x24 0 GetSeriesHistogram 0x59 1

GetDisplayImage 0x25 1 GetRayCasterImage 0x5A 1

GetDICOMInfo 0x26 1 GetMPRImage 0x5B 1

GetPixelValue 0x27 1 GetCPRImage 0x5C 1

GetMIPImage 0x5D 1

Fig. 2 The overview of the
custom protocol stack (a) and the
header of the custom protocol (b)
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4) Calculate the sum of Lt (St) in the records and the number
(N) of records within Tw.

5) Calculate Fa with St and N.
6) Compare the Fa with Ft to determine how to change R and

Q.
7) Repeat steps 3), 4), 5) and 6) for every other ΔT.
8) Request 3D visualization image with R and Q;
9) Repeats the 2), 3), 4), 5), 6), 7), 8) steps.

For step 6), the compression ratio (Cr) of the last image is
taken as a reference to calculate R of the next image. Assum-
ing two adjacent images have the same Cr, the R and size of
the compressed image (S) for of the adjacent two images have
relation:

Cr ¼ R0

S0
¼ R1

S1
ð1Þ

Where R0 is the resolution of the last image, S0 is the
compressed size of last image, R1 is the resolution of current

image, and S1 is the compressed size of current image. If the
current network rate is Ns KB/s and the target frame rate is Fn
Fps, S1 should be described as (2) to achieve Fn:

S1 ¼ Ns

Fn
ð2Þ

According to (1) and (2), the resolution of the next image
can be computed as:

R1 ¼ R0 � Ns

S0 � Nn
ð3Þ

Therefore, the proposedmedical application will generate a
suitable render resolution immediately when the Ns changes.

With this algorithm, when the network status changes to a
poor level that the real frame rate is lower than the targeted
frame rate, the application first reduces R and Q to assure the
Fa is close to the Ft, and if the R and Q drops to the lower limit,
the Fa decreases accordingly. When the network status

Fig. 3 The progress of 3D
visualization of medical images
with remote rendering

Table 2 the parameters determine the quality of the interaction experience for remote rendering

Process Parameter Effect

Rendering Resolution Impact on the rendering time and the image size (width and height)

Sample Impact on the rendering time and the image quality

Illumination Impact on the rendering time and the image quality

Compression Image size Equal to rendering resolution, and impact on the memory size of image

JPEG quality factor Determine the compression ratio, and impact on the memory size of image and image quality

Transmission Memory size of image Impact on the rendering time, up to the compression ratio and image size
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changes to a good level, where the Fa is higher than the Ft, the
application first improves the R and Q, and if the R and Q
reach the upper limit, the Fa increases. After interaction, a full
quality JPEG image with a resolution of 640×640 pixels is
automatically sent to the mobile client to display.

Interaction with multi-touch screen

In the proposed medical application, the mobile client runs on
iPad 2, which has a 9.7-in. diagonal multi-touch screen with
1,024×768 pixels, a pixel pitch of 0.19 mm, a contrast ratio=
960:1 and a luminance=500 cd/m2 [20]. The multi-touch
screen of iPad enables faster and more convenient image
zooming, panning, and rotation than using the mouse/
keyboard. However, the interaction on the multi-touch screen
can’t accurately determine the coordinates the finger touch at,
so we optimized the window leveling, image transformation,
measurement, ROI marking analysis tool. For window level-
ing, the proposed application allowed user to input an accurate
number in the textbox, select a default look-up-table (LUT), or
swipe on the screen. For measurement and ROI marking,
when there is a deviation between the marking lines with the
target object, the user can adjust the whole line or the control
points on the line to correct.

Result and discussion

This section discusses the performance of the proposed med-
ical application. In this study, the open source PACS soft
conquest [21] is took as the PACS server.

Figure 6 shows a session that the user examines the 3D
visualization image of a magnetic resonance angiography
(MRA) image sequence on the mobile client as well as on
the proxy server. The screen captures of operations on an iPad
are shown in Fig. 7. Once a study in the list is selected, the
imaging sequences are listed (Fig. 7a). After an image se-
quence is selected, the image is presented in the image viewer.
Tools can be selected for distance measurement, or ROI area
measurement and marking (Fig. 7b), for selecting preset win-
dow levels, or manual adjustment of the levels (Fig. 7c), for
3D visualization with MPR (Fig. 7d), volume render (Fig. 7e)
and edit the transfer function (Fig. 7f).

The performance of the proposed medical application was
estimated from the followed three aspects: the performance of
MIP, MPR, and direct VR techniques inWLAN network with
various data transfer rate, the performance of direct VR in
WLAN and 3G network, and the robustness of the adaptive
remote render algorithm. All the set of measurements for
performance evaluation were repeated in the networks as
shown in the Fig. 8. The proxy server ran on a HP Z800
workstation with two 2.27 GHz Intel Xeon E5520 central
processing unit (CPU), 8 GB RAM and a NVIDIA Quadro
FX4800 (1.5GB) graphics cards in theWLAN path and ran on
a command workstation with eight 3.4 GHz Intel Core i7-
3770 central processing unit (CPU), 16 GB RAM and a
NVIDIA GeForce GTX680 (2GB) graphics cards in the 3G
path. As mentioned above, the mobile client ran on an iPad 2.

In all tests, BWmax is the maximum bandwidth limit on the
proxy server, which limits the max data transfer rate of the
wireless network. R is render resolution. Q is JPEG quality
factor. S is the size of the compressed 3D visualization image.
Fr is the average of received frame rate on the mobile client

Fig. 4 the controller system for
the adjustment of the render
parameters

Fig. 5 The detail process of the controller to change the remote render
parameters automatically with the network status
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over multiple measurements. When start a test, the mobile
client first sent image requests to the proxy server continuous-
ly, and recorded the number of received images every 4 s. So it
could calculate the temporary frame rate and mark it as Ft.
When we got ten values of Ft, we took the average as the Fr
value. Every time the test environment changed, this process
was iterated. Finally, C.V. is the coefficient of variation of Fr,
which is a parameter to estimate stability of received frame
rate.

For the first aspect of performance evaluation, two
series of medical images as shown in Table 3 were took
to estimate the performance of MIP, MPR, and direct
VR techniques in WLAN network with various data
transfer rate.

In this test, we setQ as 100 andR as the image’s resolution.
While the data was transmitted over WLAN network, we
limited the maximum data output speed of the proxy server
on the HP workstation with the software NetLimiter [22] to
control the BWmax from 50 kB/s to 1,200 kB/s. As shown in
the Fig. 9, we could get three results. First, the frame rates of
the MIP, MPR and direct VR increased quickly as well as the
maximum bandwidth of the proxy server until the frame rates
reached to a plateau. The reason is that the bandwidth of the
network was the bottleneck at the start, and when it increased
to be large enough, it met the data transmission demand.
Second, the frame rate of MPR was higher than the MIP and

Fig. 6 A remote 3D visualization scenarios with the proposed medical
application

Fig. 7 Screen captures of selecting a study in the list (a). When using the viewing software, tools can be selected for distance measurements or ROI
marking and measurements (b), window leveling (c), MPR (d), volume render (e), edit transfer function

Fig. 8 the network architecture for performance evaluation
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direct VR in the same BWmax. For example, when the
BWmax=600 kB/s, the max frame rate of MPR was
41.36 fps, while this of MIP was 17.39 fps and VR was
18.30 fps. This is because that the MIP and direct VR images
were calculated with all of the original images, while the MPR
images was only related to one slice of the volumetric data.
Third, the frame rate of MIP and direct VR measured with CT
images was faster than that of MR images. Otherwise, the
frame rate of MPR measured with CT images was slower than
that ofMR images. This is because that theR ofMIP and direct
VR is equal to the original image’s resolution and this of the
MPR is equal to the original image’s width or height multiplied
by number of original images. The resolution of CT images was
higher than the resolution of MR images, but the number of CT
images was less than the number of MR images.

For the second aspect of performance evaluation, 120
MRA images with a resolution of 576×448 pixels were took
as the volumetric data to investigate the performance of direct
VR over WLAN and 3G network.

First, we measured the frame rate with various render
resolution (test 1), JPEG quality factor (test 2) and data trans-
fer rate of the wireless network (test 3) over WLAN network.
The test environment and results are shown in Tables 4, 5, and
6. For instance, the first row of Table 4 shows the received
frame rate was 33.6 fps and the size of the received image was
8.42 KB, while the render resolution was 256×256, the JPEG
quality factor was 90 and the maximum bandwidth limit of
wireless network was 500 kB/s.

According to the test1 and test 2 the memory size of
received image increased with higher render resolution and
JPEG quality factor, which formed an incremental burden to
the wireless network. However, the maximum bandwidth

limit was fixed, so the received frame rate went down. Spe-
cially, the render resolution had a relatively larger influence on
the received frame rate than the JPEG quality factor, since the
render resolution did not only directly decide the memory size
of 3D visualization image, but also had a significant influence
on the volume render time. The higher render resolution took
more time to render and results in a larger image size,
while the JPEG quality factor decided the quality of the
image sent to the mobile client, and only affected the
size of the image. We could change render resolution or
quality factor to achieve targeted frame rate in a stable
network environment, which depended on the scenario.
For example, in order to reach a frame rate of 13.5 fps,
we should configure the render parameters as indicated
in row 7 of Table 4 or row 4 of Table 5.

In the test 3, we changed the maximum bandwidth
limit on the proxy server to estimate the performance of
the remote render in various wireless networks. According
to Table 6, the received frame rate went from 1.9 fps up
to 19.1 fps while the maximum bandwidth limit increases
from 50 kB/s to 600 kB/s.

It was noteworthy that the actual device throughput (S×Fa)
was lower than the BWmax, as shown like row 1 of Table 4,
row 1 of Table 5, row 7 of Table 6. Because of the limit of the
device capabilities, the bandwidth didn’t be fully utilized with
a high actual frame rate.

Second, China Unicom’s WCDMA network was took as
the 3G network to measure the frame rate with various render
resolution, JPEG quality factor with 3G path. In these two
assessments, the actual data transmission speed was about
200 kB/s. The test environment and results were shown in
Tables 7 and 8.

Table 3 Medical images for per-
formance evaluation Serial number Image type Resolution Image number Size of volumetric data

1 CT 512×512 95 23.75 MB

2 MR 352×352 400 47.26 MB

Fig. 9 Performance of MIP,
MPR, and direct VR techniques
in WLAN with various data
transfer rate
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According to the test results, we can see that the frame rate
was less andC.V.was larger in 3G network than in theWLAN
network with the same volumetric data, resolution, JPEG
quality factor and similar bandwidth. In the 3G network, there
was a wide area network (WAN), the topology of which was
unknown, between the mobile client and proxy server. Before
the images generated on the proxy server reached to the
mobile client, they were transmitted several times on the
network node like c, d, e, f in the Fig. 8. Though the data
transmission speed at the node fwas about 200 kB/s, the other
nodemay be lower than 200 kB/s. As a result, the frame rate in
the 3G network was less than that in the WLAN network. On
the other hand, because any change of each node had effect on
the current network transmission rate, the 3G network was
more unstable than theWLAN network. It lead to that the C.V.
was larger in 3G network.

Finally, the performance of the proposedmedical application
concerns the robustness of the adaptive remote render algo-
rithm was shown in the Fig. 10. We started the remote render
with an initial resolution of 512×512 pixels, an initial JPEG
quality factor of 100 and a target frame rate of 15 fps. In fact,
the target famewas not an exact value, and the actual frame rate
that had a difference value less than 2 fps with the target frame
rate was considered to meet the demand. The users can also
customize the target frame rate in the mobile client. During the
interaction, we changed the different BWmax on the proxy
server to simulate various networks status. As shown in the
Fig. 10, the actual frame rate adapted to the network bandwidth
automatically.

During the first part of the test (from t=t0 to t=t1), the
proposed medical application ran in a stable network
(BWmax=500 kB/s). In this case, the frame rate received at
the mobile client didn’t reach the target frame rate with a high
resolution (R=512×512) and quality (Q=100). So the medi-
cal application continuously reduced the resolution to adapt to
the bandwidth until it reached a suitable value (R=400×400),
with which the mobile client received images at the target
frame rate (Fa≈15 fps). At time t=t1, the maximum bandwidth
limit decreased to a medium level (BWmax=250 kB/s), and the
actual frame rate received on the mobile client dropt fast from
Fa=16.22 fps to Fa=9.35 fps. In order to minimize the change
of actual frame rate caused by the drop-off of the network, the
medical application reduced the resolution again to a suitable
value (R=256×256), and the received frame rate on the
mobile client reached the target frame rate (Fa≈16 fps). At
time t=t2, the maximum bandwidth limit was set to a low level
(BWmax=100 kB/s), which cause another dropt of the actual
frame rate from Fa=16.71 fps to Fa=7.49 fps. In this time, the
resolution had been the lower limit, so the medical application
reduced the quality factor to respond to the drop of actual
frame rate caused by the bandwidth limit of the network. At
the end of this stage, the proxy server compressed the image
with a quality factor of 84, and the received frame rate on the
mobile client kept at a steady level (Fa≈15 fps).

In contrast, at time t=t3, the maximum bandwidth limit
went back to the medium level (BWmax=250 kB/s), which

Table 4 The performance of direct VR with various render resolution
over WLAN network

BWmax (kB/s) R (pixels) Q S (KB) Fr (fps) C.V.

500 256×256 90 8.42 33.6 2.1 %

500 320×320 90 11.99 27.3 3.7 %

500 384×384 90 15.51 24.4 3.8 %

500 448×448 90 20.86 22.6 2.4 %

500 512×512 90 25.76 17.4 2.9 %

500 576×576 90 30.39 16.6 0.8 %

500 640×640 90 36.78 13.6 0.5 %

Table 5 The performance of direct VR with various jpeg quality factor
over WLAN network

BWmax (kB/s) R (pixels) Q S (KB) Fr (fps) C.V.

500 512×512 80 17.56 21.1 1.5 %

500 512×512 85 20.58 20.2 2.7 %

500 512×512 90 25.76 17.4 2.9 %

500 512×512 95 36.31 13.5 3.9 %

500 512×512 100 49.2 10.2 0.2 %

Table 6 The performance of direct VRwith various single strength of the
wireless network over WLAN network

BWmax (kB/s) R (pixels) Q S (KB) Fr (fps) C.V.

50 512×512 90 25.67 1.9 0.6 %

100 512×512 90 25.76 3.9 0.9 %

200 512×512 90 25.53 7.8 0.3 %

300 512×512 90 25.67 11.7 0.7 %

400 512×512 90 25.67 15.6 1.0 %

500 512×512 90 25.76 17.4 2.9 %

600 512×512 90 25.67 19.1 1.6 %

Table 7 The performance of direct VR with various render resolution
over 3G network

R (pixels) Q S (KB) Fr (fps) C.V.

256×256 90 7.89 5.83 4.9 %

320×320 90 11.25 4.98 6.7 %

384×384 90 14.73 4.41 6.0 %

448×448 90 19.65 4.38 4.8 %

512×512 90 24.46 4.08 6.2 %

576×576 90 28.77 3.74 3.7 %

640×640 90 35.02 3.62 6.6 %
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caused a dramatic increase in the actual frame rate received on
the mobile client from Fa=14.94 fps to Fa=30.58 fps. In this
case, we paid more attention to the image quality than the
interaction speed, so the proposed medical application im-
proved the render resolution and quality factor. First, the
quality factor increased to 92 (from t=t3 to t=t4), and then
the render resolution increased as far as possible (R=384×
384) until the actual frame rate approached the target frame
rate (Fa≈15 fps). At t=t4, the maximum bandwidth limit
resumed to the initial level (BWmax=500 kB/s), which cause
another increased in the actual frame rate received on the
mobile client from Fa=15.57 fps to Fa=21.98 fps. Finally,
the proposed medical application ran at a frame rate of 15 fps
with a resolution of 560×560 and a JPEG quality factor of 92.
This suggested every time a significant change occurred in the
network environment, the actual frame rate changed immedi-
ately. The proposed medical application automatically adjust-
ed the render resolution and JPEG quality factor to keep the
actual frame rate stable as excepted value, which gave the user
good quality of experience.

Conclusion

This paper describes a medical application that can deliver
medical images in PACS system to the mobile device with a
real-time interactive remote render technique. Through this
application, the radiographers can view real-time 2D and 3D
views of the medical images wherever a wireless network is
available. This application may be useful to the radiographers
and clinicians. On one hand, examining the patient informa-
tion and medical images on the mobile device is adequately
useful for early diagnosis and treatment in emergent cases
according to [8, 23]. On the other hand, the clinician can
describe the patient’s condition more detail with the medical
images shown on this medical application to the patients. Of
course, further researches are needed. At first, it needs to
evaluate whether there is a difference between the sensitivity,
specificity and accuracy of detecting on the mobile devices
and on the PACS workstations just like [20, 24]. Second, the
secure cryptographic [25] and digital signatures [26]

techniques should be employed to protect the validity and
security of medical images.

At now the mobile device can handle many computing
works which can only be implemented on the personal com-
puter before. The mobile device can not only complete the
processing of the medical images in two-dimensional, but also
hold volume rendering of the small data on local, as previous-
ly described [11, 27]. But there are still a number of reasons to
take remote rendering as a goodway to showmedical imaging
on the mobile device. First, a study of the patient will generate
several series medial images, which maybe reach hundreds of
megabytes. Before processing, it needs to transfer the medical
images to the mobile device, which is time-consuming work,
and this couldn’t meet the demand of real-time examining of
medical images in patient rounds. Second, the storage of the
mobile device is limited, which can only store a dozen pa-
tients’ image data. Third, when examining image by local
processing, the medical images must be stored on the mobile
device, and everyone uses the mobile device can get them.
However, the mobile device will not store any images or
patient information on local by the remote rendering, once
the mobile device disconnect to the proxy server. Fourth, data
transmission and complex three-dimensional calculations are
seriously energy-consuming operation, which will accelerate
energy depletion of the mobile device.

In this paper, the performance of the proposed medical
application was estimated from the three aspects. In first test,
when the BWmax=200 kB/s, R=512×512 and Q=100, the
frame rate of MPR was 12.18 fps, this of MIP was 5.69 fps
and VR was 5.98 fps. In second test, when rendering the
volume data with a resolution of 512×512 and compressing
the render result with a JPEG quality factor of 90 by a 200 KB/
s transmission speed, the frame rate kept at 7.8 fps in the
WLAN network and 4.08 fps in the 3G network. According to
the literature [28], subjective reactions to the quality and
watch ability of videos seem to support rates of 5 fps. In third
test, balance, sensitivity and stability considered were taken as
the main factors to improve the interactive experience. First,
when the wireless network changed to be pool in activation,
the application will automatically modify theR andQ to keep
the actual frame rate stable and be closed to the target frame
rate. At the same time, the R andQ only varied in a set range,
which can ensure the image viewable in inaction. Once the
interaction was end, a clear image with full resolution was sent
to the client. This mechanism ensured the speed of interaction
and quality of image for view both were best. Second, the
compression ratio of last image was taken as a guide to
evaluate the R of current image, which improve the sensitivity
significantly. As shown in Fig. 10, the maximum bandwidth
reduced to 250 kB/s at the time t=t1, and it lead to that the
actual frame rate dropt into 9.35 fps. However, the application
recovered the actual frame rate to the target frame rate 15 fps
just in 4 s. Third, stability was one of the most important

Table 8 The performance of direct VR with various jpeg quality factor
over 3G network

R (pixels) Q S (KB) Fr (fps) C.V.

512×512 80 16.54 4.98 5.7 %

512×512 85 19.36 4.70 2.8 %

512×512 90 24.46 4.08 6.2 %

512×512 95 34.76 3.23 2.9 %

512×512 100 59.42 2.82 5.0 %
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factors that affected experience. In order to avoid the render
parameters varyed frequently, the application set the target

frame rate within a range to keep from the render parameters
feeding back to the normal fluctuation of wireless network.

Fig. 10 Performance of the
proposed medical application
concerns robustness of the remote
render
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What’s more, the application calculated the rendering and
compression parameters on mobile client instead of on the
proxy server, which reduced the load on the server and make
full use of mobile client’s computing performance. In sum-
mary, the benefits of the proposed application can be summa-
rized into the following:

1) This applicationmay help doctors to viewmedical images
at any time and at everywhere with a wireless network.
With this software, the images of emergent patients can be
delivered to the radiologists out of hospital, which will
shortens the time from receiving emergency rescue to
performing treatment.

2) This application can present a high quality 3D visualiza-
tion image to the radiologists on a mobile device despite
its limited computational capabilities. Therefore, we de-
sign an adaptive algorithm that takes both the interactive
speed and image quality into account to improve the
quality of experience in different network environment.

3) This application is based on three-tier architecture. The
original medical images of patient in PACS will only be
delivered to the proxy server and there is no file on the
mobile device, which can ensure the security and protect
patient privacy.

In additional, the radiologists can configure the remote
render parameters to obtain 3D visualization images with
different qualities by requirement of diagnosis. The result of
performance test shows that the proposed medical application
can provide an acceptable quality of interactive experience.

In the future, image data on mobile devices like PDAs or
smart-phones will be widely used. We will pay more attend to
design more efficient interactive way. For instance, the statis-
tical result of users’ operations can be taken into account to
design the template parameters, which will help the radiologist
to spend less time to get satisfactory results. In addition, there
will be multiple clients simultaneously access the proxy server
in a real environment, thus optimization of multiple clients
concurrent operations need to increase.
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