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Abstract
In this study, the problem of leader-follower position-based formation control is considered. Each agent in the multi-agent 
network is equipped with a perspective camera (assumed to be pinhole-type) and is servoed visually. A depth-based visual 
predictive controller is proposed. The framework optimizes the planned trajectory with a prediction horizon, while taking 
image- and physical-space constraints into account. Furthermore, the presented control scheme provides robustness against 
the camera occlusion, modeling errors and uncertainties. The performance of the proposed tracking algorithm is validated 
via numerous simulations.

Keywords Model predictive control · Visual servoing · Robotics · Discrete-time multi-agent systems

1 Introduction

In recent years, plenty of studies on multi-agent formation 
control has been conducted [1, 2], due to their numerous 
potential applications including those in the fields of search 
and exploration [3], cooperative surveillance [4, 5], map-
ping [6], etc. The problem of formation control of robots 
can be defined as coordinated control of a group of robots 
to maintain a desired spatial pattern, and as a group, to fol-
low predefined trajectories. Typically, in formation control, 
finding a centralized controller would be a challenge, since a 
global information is not available to each robot in the team 

(i.e., limited cross-talk bandwidth among agents). Therefore, 
each robot relies on the local information, acquired by its 
own sensors or received from its neighbors, to generate the 
corresponding control signal. Based on the agents’ inter-
action topology, and specifically, according to their sens-
ing capabilities, various formation control problems have 
been introduced in the literature which could be classified 
into position-, displacement-, and distance-based formation 
control [1]. In this study, we focused on the position-based 
formation control (PBFC) approach, which integrates the 
advantage of achieving formation with reduced interactions 
needed among agents. In this approach, each agent senses its 
own position with respect to a predefined global coordinate 
system, and actively controls it to achieve and to maintain 
the final reference formation.

Among the existing approaches in this field, visual 
servoing (VS) methods have become popular due to their 
advantages [7–10]. Similar to the classic VS, the visual 
servo formation control approaches can be divided into 
two main categories: image-based (IBVS) [11–13], and 
position-based visual serving (PBVS) [14–24]. In PBVS 
methods, the predefined target with known geometry is 
utilized to estimate the relative pose of the leader and the 
followers, while in IBVS, unlike the previous one, follow-
ers achieve the tracking of the leader’s pose by the direct 
control of the image errors. Due to the fact that the fea-
tures are only being used in the pose estimation and not the 
control algorithm, the PBVS method may lead to violating 
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image constraints. Also, PBVS might demonstrate high 
sensitivity to the camera calibration errors. On the other 
hand, an IBVS may violateds physical constraints. In 
addition, it may lead to problems such as: reaching image 
singularities, and the camera-retreat problem. Generally, 
the problems in VS-based formation control would face 
challnges due to sensing, actuation, and control con-
straints. As far as imaging, cameras [16–19] or pinhole 
[11–15, 20–24] have limited field of view. On the other 
hand, actuation constraints are dictated by the structure of 
the utilized robots. Examples are: mobile robots [11–14, 
16–24], unmanned aerial vehicles [15], etc. Finally, con-
trol limitations originate from the structure of the designed 
control system. Image Jacobian singularity and camera 
retreat/advance problem in the IBVS [11–13], and depend-
ency on 3-D reconstruction and sensitivity to precise 
pose estimation and external camera calibration in PBVS 
[14–24] are examples of control constraints [25]. In the 
more recent papers, the problem of IBVS-based formation 
control under FOV constraints has been addressed [26, 
27]. Moreover, the researchers have studied the problem 
under FOV constraints and uncertain system parameters 
and feature depth resulting in the development of adaptive 
and robust formation control schemes [28, 29]. However, 
the previous works on vision-based formation control fall 
short in simultaneously handling of aforementioned con-
straints and optimizing the control trajectory.

The contributions of the paper are as follows. (i) A novel 
depth-based visual predictive control (DVPC) is formulated 
to provide a hybrid control structure enabling control and 
constraint handling in both Cartesian and image spaces, (ii) 
A new VS-based framework is proposed for position-based 
formation control using DVPC in which a unique framework 
for information-exchange among agents is enabled to over-
come potential occlusion of agents’ camera(s). To the best 
of our knowledge, this is the first leader-follower formation 
control developed based on a VPC scheme. Incorporating 
control over the feature depth in the problem formulation 
would facilitate our algorithm to optimize the formation 
trajectories as well. In particular, it is shown via simulation 
that this will resolve the camera retreat problem [30–34].

In this approach, different agents’ sense and actively 
control their own poses with respect to their correspond-
ing coordinate systems to achieve the desired formation. In 
the proposed method, interactions among the agents are not 
necessary. However, it can be added to the tracking algo-
rithm for the purposes of enhancing control performance 
[1], specifically in the case of issues such as unexpected 
occlusion (Fig. 1) and uncertain sensory data fairly easily. 
The proposed DVPC has been embedded in the well-known 
Internal Model Control (IMC) structure, where the model 
of the system is utilized to not only improve on the refer-
ence signals to track and the system robustness [35], but also 

to take the role of an estimator for conveying the received 
measurement signals from the neighboring agents.

This paper is organized as follows. In Section 2, the 
details of the DVPC scheme is presented. The interaction 
method among agents is presented in Section 3. Section 4 
is dedicated to the formal stability analysis of the proposed 
control scheme, while Section 5 presents some simula-
tion results to demonstrate the performance of the devel-
oped control method under various conditions, and to show 
the advantages of this method compared to other control 
schemes. Finally, conclusions are given in the last section.

2  Control Structure

In this paper, each agent is equipped with a vision sensor to 
measure its pose with respect to the corresponding reference 
coordinate system and is controlled by a similar, but separate, 
depth-based visual predictive controller where the controllers 
can communicate in case of occlusion for sake of algorithm 
robustness. The control block diagram of the proposed DVPC 
scheme is presented in Fig. 2. As the block diagram shows, 
in the DVPC method, unlike the classic image-based visual 
predictive control, reference signal is comprised of two dis-
tinctive values, s∗(k) = [u∗(k),v∗(k),1]⊤ which is the homo-
geneous final coordinate vector of the visual feature(s), and 
Z∗(k) or the depth of the corresponding feature(s) expressed 
in the reference camera coordinate frame.

In order to further increase the robustness of the control-
ler in the presence of uncertainties, DVPC is encapsulated 
in well-known internal model control (IMC) structure. As 
depicted in Fig.  2, 𝜖(k) represents the disturbances and 

Fig. 1  Temporarily occluded follower in schematic multi UAV system
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modeling errors between current features and prediction. In 
fact, according to the IMC architecture, tracking the reference 
signal, r∗(k), by the system output r(k) is equal to the tracking 
of the desired trajectory, rd(k), by the model output, crm(k).

Similar to any other predictive controller, DVPC employs 
a model of the system to anticipate the output’s behavior 
over the prediction horizon. In order to alleviate the issues 
due to the nonlinearity of the system, and to decrease the 
processing time (specifically when the prediction horizon 
is large), a linear model based on the depth-based Jacobian 
matrix, LZ, is employed. The corresponding Jacobian matrix 
is defined as,

where, M, and [M−1si]× are the camera intrinsic matrix, and 
the corresponding skew-symmetric matrix of vector M− 1s(k) 
[36]. The dynamic evolution of the hybrid depth-based fea-
ture is expressed by,

and the linear state-space model of the system can be rep-
resented as,

where, δt is the discrete time step and vc(k), x(k), and crm(k) 
are system input, states of the plant, and system output, 
respectively.

As it was mentioned, the algorithm in DVPC minimizes 
the difference between desired hybrid trajectory and pre-
dicted model output. Therefore, it can be formulated as a 
constrained optimization problem with the following objec-
tive function and constraints,

(1)LZ = [−M M[M−1s(k)]×],

(2)c�̇m(k) = �Z�c(k),

(3)

{
x(k + 1) = x(k) + �tLZvc(k),

crm(k) = x(k),

(4)min
��c(k)∈ℂ⊂R

6×Np

Γ
�
vc(k)

�
=

k+Np−1�
j=k

‖rd(j)−crm(j)‖TΩ‖rd(j)−crm(j)‖

(5)s.t. x(k + 1) = x(k) + �tLZvc(k)

In the above formulas, Np is the prediction horizon, ℂ is 
the domain limited by all of the available constraints, and 
v̂c(k) is the optimal control signal, representing the velocity 
of camera for each individual agent or the leader. In addi-
tion, Ω is the weighting matrix which is considered to be 
the identity matrix. It is also necessary to mention that, due 
to saving the calculation time, the control horizon or Nc is 
equal one, and there is no change in the control signal inside 
the cost function.

As the last step, a quadratic program (QP) is employed 
to minimize the predefined cost function of sequentially lin-
earised system and to handle the constraints. In this work, 
there are four different constraints to be handled during the 
optimization procedure which can be expressed as follows:

1. Image constraints such as camera’s limited field of 
view. To avoid issues caused by these limitations, the 
visual features have to stay in the predefined area, or 
pmin ≤ p(k) ≤ pmax, where, pmin = [umin, vmin]

⊤ and 
pmax = [umax, vmax]

⊤ are respectively, the coordinates of 
the upper left and lower right corners of the camera’s 
field of view.

2. Spatial constraints such as camera’s limited depth 
of field. In this case, the camera has to avoid exceed-
ing the predefined distance from the target points or, 
Zmin ≤ Zm(k) ≤ Zmax , where, Zmin and Zmax are the mini-
mum and the maximum acceptable depth of target points 
in the camera frame.

3. Control-related constraints such as actuators’ saturation 
boundaries or, vmin ≤ vc(k) ≤ vmax, where, vmin and vmax 

(6)Zmin ≤ Zm(k) ≤ Zmax

(7)pmin ≤ p(k) ≤ pmax

(8)vmin ≤ vc(k) ≤ vmax

(9)rd(Np + 1) −c rm(Np + 1) = 0

Fig. 2  Block diagram of the depth-based visual predictive control
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are respectively, the minimum and maximum acceptable 
control signals.

4. Finally, the terminal equality constraint, (9), is set to 
guarantee the closed-loop stability of the control system.

3  Multi‑Agent Position‑Based Formation 
Control

In a typical position-based formation control (PBFC) prob-
lem, each agent needs to sense its absolute pose with respect 
to the preassigned global coordinate system [1], and find 
its own final reference pose by following the corresponding 
visual features and by approaching to the reference configu-
ration. The desired formation will be accessible when all of 
the available agents reach to their own absolute predefined 
poses. It is important to mention that in PBFC, the dynamic 
interaction among agents inside a neighborhood is not usu-
ally required, and it is utilized to enhance the control perfor-
mance and overcome some of the unexpected issues [1]. One 
of these problems is temporary and unexpected occlusion in 
which the data-sharing among occluded agent and its neigh-
bors is beneficial. In such case, the necessary visual data can 
be transferred by homography transformation.

3.1  Homography transformation

homography is a method for the mapping of image coordi-
nates between two planar projections of an image. Consider-
ing two cameras, α and β, looking at the same point P, it is 
possible to pass from projection βs(k) =  [βp(k)⊤,1]⊤ of P in 
camera β to the projection αs(k) =  [αp(k)⊤,1]⊤ of P in camera 
α by the following formula

where, Mα and Mβ are the cameras’ intrinsic parameter 
matrices, and the homography matrix Hαβ is given by

In Eq. 11, �Rβ(k) , and �tβ(k) are respectively, the rotation 
matrix and translational vector from camera α to camera β, 
as depicted in Fig. 3. In addition, n, and dβ are the normal 
vector of the plane and the distance from camera β to the 
plane, respectively.

Occlusion may occur either for the leader or the fol-
lowers. Consequently, there is no measurement for the 
occluded camera and it is necessary to provide it with 
enough information to generate the proper control signal. 
This information includes the coordinates of the occluded 
visual features and the relative pose of the sender with 

(10)�s(k) = (
βZ(k)
�Z(k)

)M�H�β(k)M
β

β
s(k),

(11)H𝛼β(k) =
𝛼Rβ(k) −

𝛼 tβ(k)n
⊤

dβ
.

respect to a common coordinate frame. In this step, each 
case is explained separately:

• Occlusion of the follower’s camera: At each time 
instance (k), each follower inside the network receives 
packages of data sent by neighboring followers. Each 
package includes the measured coordinates of the target 
points attached to the leader at time instance (k) (or 
s(k)) and the estimated pose of the sender with respect 
to the aforementioned target frame (or c�tm(k) ). It is 
necessary to mention that the external estimator model 
shown in Fig. 2 has two distinct responsibilities. As the 
estimator in the internal model control framework, it 
provides the system with estimated coordinate of visual 
feature (or sm(k)) and the relative estimated depth of the 
corresponding target point (or Zm(k)). In addition, by 
estimating the relative pose with respect to the common 
target frame helps the occluded agent to translate the 
received data from neighboring agents to be utilized 
instead of the interrupted measurement. This linear 
model is formalized as follows [37]:

The external Jacobian matrix, Lr is defined as

where, �pi
∈ ℝ

2×6 and �� ∈ ℝ
6×6 are the image-based 

and position-based interaction matrices as proposed in 
[25]. By using the aforementioned interaction matrix, the 

(12)
{

y(k + 1) = y(k) + 𝛿tLrv̂c(k),
cro(k) = y(k).

(13)Lr(k) = [�p1
(k)⊤,…,�pg

(k)⊤,�𝜉(k)
⊤]⊤,

Fig. 3  homography transformation between two pinhole cameras
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output of the external estimator model can be expressed 
as,

 which is the concatenated coordinates of the estimated 
visual features, pm(k) = (um(k),vm(k)), and the relative 
estimated target pose expressed in the camera frame, 
c�tm(k).

• Occlusion of the leader’s camera: In this case, upon 
the leader’s request, a package of data that includes two 
different items will be sent from its followers. The first 
item is the measured coordinates of the target points fol-
lowed by the leader which may be seen by the followers, 
too. None of the followers use this set of target points 
to generate the control signal. The second item is the 
measured relative pose of the target attached to the leader 
with respect to the sender’s camera or c�t(k) . This relative 
pose is used by the leader to translate the corresponding 
measurement.

4  Stability Analysis

All of the agents in the proposed PBFC scheme utilize the 
DVPC as a successively linearized model predictive control 
method. The stability investigation of the proposed DVPC 
formation control system is similar to that of linear MPC. 
The stability of general model predictive controllers has 
been rigorously studied in [38], which yields the satisfaction 
of four axioms. As a matter of brevity, only the satisfaction 
of the above-mentioned axioms was discussed.

In the utilized predictive control approach, the state origin 
is shifted from 0 to xd (where rd = xd), there is no terminal 
cost, and the control scheme is characterized by its terminal 
constraint (9). Given the predictive model of the system (3) 
and associated cost function (5), and based on the defined 
state origin, xd, the closed subset of feasible system states 
includes the origin, and consequently, the first axiom pre-
sented in [38] is satisfied. On the other hand, while in the 
origin we have x = xd, the corresponding control signal van-
ishes, and the second axiom is fulfilled, too. According to the 
state-space model of the system, at the origin we will have,

where, I is identity matrix, and the third axiom is also satis-
fied. Finally, due to having the terminal equality (9), and 
since there is no terminal cost and τ(x) ≡0 we have,

and satisfaction of the fourth axiom is also guaranteed, 
which implies the global asymptotic stability of the agents 
controlled by the proposed DVPC method.

cro(k) = [pm(k),
c �tm(k)]

(14)A�(k) + B�(�(k)) ∶= Ixd + �tLZ .0 = xd,

(15)‖rd − rd‖2 = 0,

5  Simulation Results

In this section, to compare the performance of the proposed 
control scheme with the state of art, and to demonstrate the 
capability of the proposed multi-agent formation control 
approach, under different conditions with significant uncer-
tainty level and unexpected occlusion, some scenarios have 
been designed and simulated.

The sampling time step is set to δt = 0.03 s, and all agents 
including leader and followers are utilizing the same camera 
type with focal length and depth of field of 8 mm, and 1.5 m, 
respectively, and the pixel size of 1e − 05 m by 1e − 05 m. 
The number of pixels is 1024 × 1024 and the principal point 
is located in the middle of image plane at (512,512). There-
fore, in the following simulations, pmin = (umin, vmin) = (0, 0) 
and pmax = (umax, vmax) = (1024, 1024) . In all of the follow-
ing scenarios, each agent includes a pin-hole camera with 6 
DOF, flying freely in the 3-D space, and we consider ± 0.25 
m/s (rad/s) as the velocity limits to be fulfilled within the 
optimization procedure. The prediction horizon, Np = 15, 
and the control horizon, Nc = 1 which means that the control 
signal is constant within the optimization procedure. In all 
of the following scenarios, at each iteration, first all of the 
available followers have to reach their reference relative pose 
with respect to the leader, and after that leader keeps on its 
motion toward its destination.

5.1  A comparison with PBVS approach

To validate our work in contrast to the state of the art, two 
different scenarios have been conducted. In the first scenario, 
the presented control approach has been compared with clas-
sic position-based visual servo (PBVS) technique [14–24]. 
The main target includes 4 coplanar points with absolute 
coordinates, [− 0.125,− 0.125,0.4]⊤, [− 0.125,0.125,0.4]⊤, 
[0.125,0.125,0.4]⊤, and [0.125,− 0.125,0.4]⊤, respectively, 
distinguished with a dark blue square as shown in Figs. 4 
and  5.1 The initial leader’s camera frame is located at 
[0.35,0.42,− 0.62]⊤, and is rotated 7 deg around the z-axis. 
The initial pixel-wise coordinates of the main target points 
in the leader’s image plane are, respectively, (90,133), 
(114,327), (309,304), and (285,109). Leader is gradually 
converging to its predefined reference pose where its frame 
center is located at [− 0.353,0.513,− 0.59]⊤, and is rotated 
around x-, y-, and z-axes by − 2.9 deg, 3 deg, and − 14.9 deg, 
respectively. Based on the leader’s reference configuration, 
the final pixel-wise coordinates of the main target points are, 
(800,1), (744,204), (935,260), and (993,60).

As it is clear in Fig. 4, although both of the control-
lers have a successful performance in controlling the 

1 For the sake of brevity, in the rest of this paper units are in meter, 
expressed in the global coordinate frame, unless specified otherwise.
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camera 3-D trajectory, and all of the target points are kept 
within the predefined depth of field (Fig. 4a and b), but 
due to having no direct control over 2-D visual features, 
the leader controlled by PBVS misses two visual features 
within the control procedure which leads to the system 
interruption and failure (Fig. 4c). On the other hand, the 
proposed controller has direct control over 2-D image fea-
tures and adjusts the camera trajectory such that all of the 
visual features are kept in the field of view while the leader 
converging to its reference configuration (Fig. 4d).

There is a secondary target attached firmly to the lead-
er’s coordinate frame, and indicated by a green square in 
Fig. 5a to c which consists of four corners of a 18.75 × 
18.75  cm2 square, and their relative coordinates expressed 
in the leader’s camera frame are [− 0.2437,0,− 0.0938]⊤, 
[− 0.2437,0,0.0938]⊤, [− 0.0562,0,0.0938]⊤, and 
[− 0.0562,0,− 0.0938]⊤, respectively.

The leader is tracked by a follower whose coordi-
nate system is located at points [0.027,− 1.011,− 0.07]⊤, 

expressed in the leader’s camera frame, and is rotated 
by − 75.7 deg, 20.2 deg, and 11.9 deg around x-, y-, and 
z-axes, respectively. In the initial configuration which 
is the follower’s reference configuration, too, the meas-
ured pixel-wise coordinates of the leader’s target points 
in the follower’s image plane are, (500,851), (542,700), 
(688,743), and (650,907), respectively. The follower has 
to maintain its relative pose with respect to the leader’s 
target set, and consequently, the leader’s camera frame.

As it is clear in Fig. 5, by utilizing the proposed control 
method, the leader’s camera converges to its preassigned 
final configuration successfully (Fig. 5d and f), while the fol-
lower maintains its relative pose with respect to the leader’s 
camera frame (Fig. 5e and g).

5.2  A comparison with IBVS approach

In the second scenario, the presented control approach has 
been compared with formation control methods using IBVS 

Fig. 4  Leader’s trajectories in 
the scenarios with PBVS and 
DVPC: Due to having no direct 
control over visual features in 
classic PBVS, visual features 
may leave the camera’s field 
of view within the control pro-
cedure (Fig. 4c). On the other 
hand, in DVPC, the camera 
adjusts its Cartesian trajectory 
such that the visual features 
remain in its field of view 
(Fig. 4d)

(a) PBVS controller (b) DVPC controller

(c) PBVS controller (d) DVPC controller
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(a) t = 0 s
(b) t = 56 s (c) t = 168 s

(d) Leader’s image errors (e) Follower’s image errors

(f) Leader’s pose errors (g) Follower’s positional error

Fig. 5  Proposed formation control scheme: As it is demonstrated in Fig. 5a to c), the predefined form of the multi-agent system is kept constant, 
while the agents converge to their final configuration successfully, and the corresponding visual and spatial errors vanish (Fig. 5d to g)
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[11–13]. The similar target set as previous scenario - dem-
onstrated with a dark blue square in Figs. 6 and 7 - is tracked 
by the leader’s camera. Initially, the leader’s camera frame 
is located at [0,0,− 0.6]⊤, without any rotation. The initial 
pixel-wise coordinates of the main target points in the lead-
er’s image plane are (412,412), (412,612), (612,612), and 
(612,412), respectively. The reference pose of the leader is 
located at the same point as the initial one where its frame 
is rotated around z-axes by 100 deg. Based on this refer-
ence configuration, the final coordinates of the main target 
points are, (431,628), (628,593), (593,396), and (396,431), 
respectively.

As it is shown in Fig. 6, due to camera retreat problem, 
the leader’s camera in the scenario with IBVS controller, 
exceeds the 1.5 m allowable depth of field (Fig. 6c), while 

the leader in the scenario with proposed controller converges 
to the final configuration, successfully (Fig. 6d).

Similar to the previous scenario, there is another target 
point set attached to the leader’s camera frame, and demon-
strated by a green square in Fig. 7a to c. This target is traced 
by a follower whose coordinate system is initially, located at 
the points [− 0.71,− 0.7,− 0.02]⊤, expressed in the leader’s 
camera frame, and is rotated by − 90 deg, and 20 deg around 
x-, and y- axes, respectively. The measured pixel-wise coor-
dinates of the leader’s target points in the follower’s image 
plane are (707,584), (707,401), (852,409), and (852,579), 
respectively, and follower has to maintain its relative pose 
with respect to the leader’s camera frame, by tracking the 
mentioned secondary target set, similar to the Section 5.1.

As it is shown in Fig. 7, by employing the proposed con-
trol method, in contrast to the IBVS controller which suffers 

Fig. 6  Leader’s trajectories 
in the scenarios with IBVS 
and DVPC: Due to having no 
direct control over the camera’s 
Cartesian trajectory in classic 
IBVS, target points may exceed 
the boundaries of the accepted 
depth of field (Fig. 6d). On the 
other hand, the camera retreat 
problem could be handled eas-
ily in the system controlled by 
DVPC (Fig. 6c)

(a) IBVS controller (b) DVPC controller

(c) IBVS controller (d) DVPC controller
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from camera retreat problem, the leader’s camera converges 
to its preassigned final configuration, successfully (Fig. 7d 
and f), while the follower maintains its relative pose with 
respect to the leader’s camera frame, too (Fig. 7e and g).

5.2.1  Scenario with fully occluded leader2

In the following scenario, leader’s camera is occluded 
within t = 19 s, and t = 52 s. This unexpected occlusion 
is indicated by black target points and black trajectories 
on the leader’s image plane (Fig. 8), black spatial trajec-
tory (Fig. 9), and by dashed lines on the corresponding 

diagrams (Figs. 10 to 12). In order to compensate this 
issue, there are two solutions. As the first solution, the 
leader’s external model, temporarily, can estimate the nec-
essary information until the issue is resolved. But, this 
method cannot be utilized when the main target itself is 
also time-varying. Therefore, it is assumed that, at least, 
one of the available followers has the main target in its 
field of view as shown in Fig. 8. The relative pose of two 
camera frames at each time instant, in addition to the coor-
dinates of the main target points, could be measured and 
sent to the leader by the aforementioned assistant follower.

In this scenario, we not only consider that the leader 
is occluded, but also at the same time, all of the received 
measurement signals in addition to the generated control 
input are polluted by some level of noise to represent the 
real data transfer procedure issues (pollutant noises) between 
two agents and its undesired effects. As the first step, an 

Fig. 7  Proposed formation 
control scheme: As it is demon-
strated in Fig. 7a to c, the preas-
signed form of the multi-agent 
system is maintained, while 
each agent converges to its final 
configuration successfully, and 
the corresponding visual and 
spatial errors vanish (Fig. 7d 
to g) (a) t = 0 s (b) t = 33 s (c) t = 100 s

(d) Leader’s image errors (e) Follower’s image errors

(f) Leader’s pose errors (g) Follower’s positional error

2 The videos associated with leader’s image plane and Cartesian tra-
jectories of the networked agents are uploaded in the following links, 
respectively: https:// www. youtu be. com/ watch?v= GlWUH PP2CFc. 
https:// www. youtu be. com/ watch?v= dZvLY cinie4.
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additive white noise with an amplitude of 6 pixels, is added 
to the camera 2-D measurement which itself affects the 
final estimated depth, too. Additionally, to demonstrate the 

inaccuracy in depth estimation procedure, another multipli-
cative white noise with uniform distribution and amplitude 
equal to two percent of the estimated depth is added to it. 

(a) t = 0 s (b) t = 25 s (c) t = 50 s (d) t = 75 s (e) t = 100 s

Fig. 8  Visual trajectories of agents, in the scenario with fully occluded leader: While the leader converges to its final configuration, all of the 
corresponding visual features remain in its field of view and the followers keep the predefined form

(a) t = 0 s (b) t = 50 s (c) t = 100 s

Fig. 9  Camera trajectories in the scenario with fully occluded leader: By utilizing the proposed data-sharing system among agents, the preas-
signed form of the multi-agents is maintained, while the system converges to its final configuration
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Finally, control signal is polluted by another multiplicative 
white noise with an amplitude equal to three percent of its 
value.

As it can be observed in Fig. 8, all the visual features 
stay inside the corresponding image planes. Specifically, in 
the leader’s image plane and due to the closeness of the 
reference image to the boundaries of the plane, the camera 
motion is adjusted to meet the 2-D visual constraint. On the 
other hand, as it is demonstrated in the Fig. 9, the corre-
sponding target points are located within the accepted range 
of cameras’ depth of field, or (0 m < Z < 1.5 m), and the 3-D 
depth constraint is also met, accordingly. Finally, as shown 
in Fig. 12, all of the velocity parameters meet the predefined 
control constraint, and stay between two yellow dashed lines 
indicating the critical values ± 0.25 m/s (rad/s). As it is dem-
onstrated in Figs. 10 and 11, by utilizing the proposed DVPC 
scheme and the second method to compensate the leader’s 
occlusion, all of 2-D/3-D errors vanished gradually, and the 
corresponding agents converged to their final destinations 
successfully, while maintain their relative form.

5.2.2  Scenario with fully occluded follower3

In the next scenario, second follower’s camera is occluded 
within t = 36 s, and t = 50 s, which is demonstrated by black 
target points on its image plane (Fig. 13), partially black 3-D 
trajectory (Fig. 14), and by dashed lines on its corresponding 
diagrams (Fig. 15).

Similar to the previous scenario, in order to resolve the 
issue, the missed coordinates of the secondary target points 
attached to the leader’s camera are measured and sent to 
the occluded follower by its neighboring agent. In addi-
tion to the follower’s occlusion, to demonstrate the undesir-
able effect of data transfer between agents, and to validate 
the robustness of the DVPC scheme against uncertainties, 
similar noises as Section 5.2.1 are added to the system. By 

Fig. 10  Image errors of agents, in the scenario with fully occluded leader: As it is demonstrated, the corresponding visual errors vanish which 
means the successful convergence to the final configuration

Fig. 11  Cartesian errors of agents, in the scenario with fully occluded leader: Similar to the previous figure, vanishing the Cartesian errors 
means the convergence to the reference configuration

3 The videos associated with second follower’s image plane and Car-
tesian trajectories of the networked agents are uploaded in the fol-
lowing links, respectively: https:// www. youtu be. com/ watch?v= th7Ni 
3aYvgk. https:// www. youtu be. com/ watch?v= ENGUt gO80So.
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employing the proposed DVPC scheme, and providing the 
occluded agent by missed measurements, all of the active 
constraints are addressed, and all of the networked agents 
converge to their final configuration by maintaining preas-
signed form (Fig. 14). Same as the Section 5.2.1, the system 
is also robust against all of the injected noises (Fig. 15).

As shown in Fig. 13, despite the occlusion of the follower’s 
view (observing the leader’s features), the controller excels the 
VS, thanks to the homography-based communication system. As 

the results show, all the visual features stay inside the admissible 
image field-of-view constraint. Also, all of the manipulated vari-
ables (camera velocity) meet the predefined control constraint 
and are kept between two yellow dashed lines indicating the 
saturation values ± 0.25 m/s (rad/s). As it is demonstrated in 
Figs. 15 and 14, by utilizing the proposed DVPC scheme and 
homography-based communication method, all of the errors 
reduce gradually, and the agents are capable of maintaining 
their relative view (of the leader’s features), despite occlusion.

Fig. 12  Control signals of 
agents, in the scenario with 
fully occluded leader: As it is 
shown, all of the control inputs 
meet the predefined actuation 
constraints and remain within 
the minimum and maximum 
values which are depicted by 
yellow lines

(a) Leader’s control signal (without lag) (b) Leader’s control signal (with lag)

(c) First follower’s control signal (d) Second follower’ control signal

(a) t = 0 s (b) t = 50 s (c) t = 100 s

Fig. 13  Visual trajectories of the second follower in the scenario with fully occluded follower: Although the follower becomes occluded, the data 
sent by its neighboring agents helps it to converge to its final configuration successfully
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5.3  Incorporating kinematics/dynamics 
of the carrier platform

Up to this section, the paper has dealt only with free-flying 
cameras, ignoring the kinematics/dynamics of the carrier 
platform, following the trend in visual servoing literature 
which usually relies on free-flying cameras for the proof-
of-the-concept [39]. In this section, the applicability of 
proposed DVPC approach in realworld scenarios is stud-
ied through implementation on multi-agent 6-DoF UAV 
systems.

The block diagram of the modified method is presented 
in Fig. 16. A two-tier cascaded controller similar to the 
idea proposed in [40] has been adopted to incorporate UAV 
dynamics in the simulations. In this diagram, the occlusion 
detection part is omitted for clarity. The external and internal 
model of the system has been updated to incorporate carrier 
robot Jacobian Jr. This way, by including kinematics of the 
robot in the system, the camera velocity can be approxi-
mated by the term Jrv̂r(k) . Note that this kinematics based 
approximation neglects the dynamics of the robot for the 

favor of the real-time computational expense of the predic-
tive controller. With the above mentioned adjustment, the 
modified internal model can be formulated as,

and the external model can be written in the form of,

As the block diagram suggests, the DVPC with modified 
internal model calculates the optimised desired velocity and 
trajectory for the carrier robot, v̂r(k) . The second stage con-
troller, namely ”Robot controller”, is in charge of following 
the desired velocity trajectories generated by the previous 
stage.

A nonplanar 6 DoF multirotor vehicle proposed in [41] 
is considered as the camera carrier platform. The angled 

(16)

{
x(k + 1) = x(k) + 𝛿tLZJrv̂r(k),

crm(k) = x(k),

(17)

{
y(k + 1) = y(k) + 𝛿tLrJrv̂r(k),

cro(k) = y(k).

(a) t = 0 s (b) t = 50 s (c) t = 100 s

Fig. 14  Camera trajectories in the scenario with fully occluded follower: Similar to the previous figure, due to the embedded data sharing sys-
tem, even the occluded follower can converge to the reference position successfully and maintain the predefined form

Fig. 15  Image errors, positional error, and control signal of the sec-
ond follower, in the scenario with fully occluded follower. As it is 
depicted in the figure, while the follower converges to its reference 

position and corresponding errors vanish gradually, the control input 
meets the preassigned constraints
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propeller arrangement of this class of hexacopters, shown 
in Fig. 17, provides the capability of independent control 
of position and attitude for both hover and flight scenarios, 
expanding the set of reachable motions from any instance 
of servoing. As a brevity measure, the dynamics of the UAV 
and the controller used in the simulation are presented in 
the Appendix. The results of a multi agent DVPC control 
scenario using 6 DoF drones is presented in the following.

The initial configurations of the leader and follower in a 
DVPC scenario are represented in Fig. 18. Also, the result-
ing image trajectories in the leader and followers’ cameras 
are depicted in Fig. 19. The goal of the servoing for the 
leader is to reach the target image of global fiducial rep-
resented in Fig. 19a. On the other hand, the followers are 
keeping the initial image of the leaders fiducial intact by 
changing their relative pose to the leader as depicted in 
Fig. 19b and c. The motion trajectories of UAVs are also 

Fig. 16  Depth-based visual predictive control with robot dynamics

Fig. 17  6 DoF non-planar aerial vehicle equipped with camera

Fig. 18  Leader and follower UAV trajectories in a DVPC servoing scenario from different views
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presented in Fig. 18 along with their final pose as result of 
servong. Figure 20a, shows that the leader excels at reach-
ing the target view from the global fiducials, and as a result, 
image errors reduce with time. Figure 20b, demonstrates 
the constrained velocity generated by the visual control-
ler and the velocity trajectories followed by the UAV. As 
shown in the graph, the DVPC takes the velocity constraint 
into account by generating a constrained reference veloc-
ity. However, a constraint aware controller such as MPC is 
required to function as the robot controller to fully comply 
the closed loop dynamics of the UAV with the constraints. 
Nevertheless, the generated reference velocities by the 
visual controller can be successfully limited to admissible 
levels.

6  Conclusion

An innovative multi-agent depth-based visual predic-
tive control (DVPC) scheme is proposed in this paper 
to address some of the challenges in the position-based 

leader-follower formation control. The proposed frame-
work shows promise in handling both images- and phys-
ical-space constraints while calculating the optimal tra-
jectories for all the agents, within a prediction horizon. 
Furthermore, the superiority of the proposed controller 
in constraint handling was shown over that in the state-
of-the-art image-based and position-based predictive 
control strategies via a myriad of simulated scenarios. 
A homography-transform, an image-based method for 
sharing data in scenarios with camera occlusion, was 
introduced as a means of further robustification of 
the proposed approach. The effectiveness of the pro-
posed method in controlling a team of agents, including 
drones, was studied. The robustness to camera occlu-
sion was explored in a variety of scenarios such as (1) 
partial occlusion of the leader, (2) complete occlusion 
of a follower, and (3) partial occlusion in neighbouring 
followers. The results show that the proposed DVPC 
approach successfully excels in the multi-agent servo-
ing task while taking sensor and actuators constraints 
into account.

Fig. 19  Image trajectories: (a) leader’s image trajectory, (b) the first follower’s image trajectory and (c) the second follower’s image trajectory

Fig. 20  (a) Leader’s image 
error, and (b) desired robot 
velocity generated by visual 
controller and the tracked veloc-
ity by leader UAV
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Appendix

The motion dynamics of the UAV [41], equipped by camera 
can be described by the following equations,

where, s and c refer to sin() and cos () operators and x = 
(x1,x2,x3,x4) represents the state vector of the vehicle. Also, x1 
= (x,y,z) and x2 = (ẋ, ẏ, ż) are position and velocity of the UAV. 
The attitude of the UAV in the reference frame is denoted by x3 = 
(𝜃,ϕ,ψ), where 𝜃, ϕ, ψ denote the roll, pitch and yaw in the global 
frame. In addition, the angular velocity of UAV in the body frame 
is described by x4 = (ωx,ωy,ωz). It worths mentioning that the 
angular velocity vector 𝜔 ≠ �̇� . In fact, the angular velocity is a 
vector pointing along the axis of rotation in the body frame, while 
�̇� represents time derivative of pitch, yaw and roll. The manipu-
lated variable for controlling the pose of the vehicle is the force, 
� =

[
fx fy fz

]T , and torque, � =
[
�� �� ��

]T vector gener-
ated by the propellers. A linear model can be formulated to relate 
each propeller’s angular velocity to generated force f and torque τ.

where, Kf and Kτ are the force and torque coefficients, ω 
represent the propellers rotation velocity. The trasnfer func-
tion, T can be used to calculate the velocity of each propeller 
based on the required F and M vector calculated the controller.

(18)

ẋ1 = x2

ẋ2 =

⎡⎢⎢⎣

0

0

−g

⎤
⎥⎥⎦
+

1

m

⎡⎢⎢⎣

c𝜙c𝜓 − c𝜃s𝜙s𝜓 −c𝜓s𝜙 − c𝜙c𝜃s𝜓 s𝜃s𝜓
c𝜃c𝜓s𝜙 + c𝜙s𝜓 c𝜙c𝜃c𝜓 − s𝜙s𝜓 −c𝜓s𝜃

s𝜙s𝜃 c𝜙s𝜃 c𝜃

⎤⎥⎥⎦

⎡⎢⎢⎣

fx
fy
fz

⎤⎥⎥⎦

ẋ3 =

⎡⎢⎢⎣

1 0 −s𝜃
0 c𝜙 c𝜃s𝜙
0 −s𝜙 c𝜃c𝜙

⎤⎥⎥⎦

−1

x4

ẋ4 =

⎡⎢⎢⎣

𝜏𝜙Ixx − 1

𝜏𝜃Iyy − 1

𝜏𝜓 Izz − 1

⎤
⎥⎥⎦
−
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Iyy−Izz

Ixx
𝜔y𝜔z

Izz−Ixx

Iyy
𝜔x𝜔z

Ixx−Iyy

Izz
𝜔x𝜔y

⎤⎥⎥⎥⎥⎦

(19)
f = Kf ⋅ �

2

� = K� ⋅ �
2

� = T−1

[
�

�

]

T = diag

⎛
⎜⎜⎝

√
3Kf s�

2
,
Kf s�

2
,Kf c� ,

LKf c�

2
,

√
3LKf s�

2
, 1

⎞⎟⎟⎠
⎡⎢⎢⎢⎢⎢⎢⎣

1 0 −1 1 0 −1

−1 2 −1 −1 2 −1

−1 −1 −1 −1 −1 −1

1 2 1 −1 −2 −1

1 0 −1 −1 0 1

0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦

 where, the vector � =
[
�2

1
�2

2
�2

3
�2

4
�2

5
�2

6

]T can be 
formed by square of spinning velocity of each propeller.

For simulations of the paper, an LQR controller 
was design by successively linearizing system dynam-
ics using Jacobian in each control step. The successive 
linearization model-based LQR controller found to be 
effective in stabilizing and controlling the position and 
orientation of the proposed UAV. The rest of the dynam-
ics and controller parameters used in the simulation can 
be found in Table 1.
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Table 1  Dynamics and control parameters of the UAV

Parameter Value

Thrust constant (Kf) 6 ×  10− 3 N/(rad/s)2

Torque constant (Kτ) 6 ×  1− 2 Nm/(rad/s)2

Propeller distance (L) 0.3m
Mass (m) 1.3 kg
Inertia along x (Ixx) 3 ×  10− 2  kgm2

Inertia along y (Iyy) 3.2 ×  10− 2  kgm2

Inertia along z (Izz) 5 ×  10− 2  kgm2

LQR gain (K) diag([100, 100, 300, 10, 10, 
10, 300, 300, 300, 10, 10, 
10])

Propeller angle (γ) 30∘
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