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Abstract
Manipulators are widely used in various fields of industrial automation, and hydraulic manipulators have more extensive
application in future by virtue of high power to weight ratio. However, compared with the traditional motor manipulators,
the dynamic model of hydraulic manipulator is more complex such as higher model order characteristics, which makes the
design of precision motion controller of hydraulic manipulators more challenging. In addition, the application demand of
hydraulic manipulator is gradually increasing even under various harsh conditions or extreme environments, which puts
forward higher requirements for the autonomous environmental perception ability of hydraulic manipulators. Therefore,
the visual servoing control for hydraulic manipulator is of great research value. In this paper, a position-based visual
servoing control method for multi-joint hydraulic manipulator is proposed. To be specific, based on the obtained target
position, the discrete desired path points can be got by velocity-limited path interpolation, which will be transformed into
a discrete sequence of desired joint angles according to well-constrained inverse kinematics. Then the continuous desired
angle trajectory of manipulator joint is generated by B-spline trajectory planner. Finally, the ideal angle trajectory is input
into backstepping controller to contrive the angle tracking of each joint, so as to realize the visual target following control
of multi-joint hydraulic manipulator.
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1 Introduction

As the main working tool in the field of industrial automa-
tion, manipulators are widely used in various occasions,
such as factory production, assembly line processing, etc
[1, 2]. In recent years, due to the progress of science
and technology and the continuous development of human
society, the application demand of manipulators has been
gradually increasing, even in various harsh conditions or
extreme environments (underwater detection, explosive dis-
posal, disaster area exploration, etc.) [3]. As an important
branch of manipulator, hydraulic manipulator is very prac-
tical in these extreme environments because of its high
power to weight ratio. However, currently, most multi-joint
hydraulic manipulators are operated by offline programs
designed for given tasks or through manual remote controls
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for flexibility. These operation modes cannot make timely
adjustments independently when the operation target devi-
ates from the command position or when the operation tar-
get moves, which greatly reduces the practical value of such
hydraulic manipulators [4, 5]. Therefore, how to enhance
the complex operation ability of hydraulic manipulator in
unstructured environment, realizing the external environ-
ment perception of hydraulic manipulator and the function
of autonomously planning operation path are urgent prob-
lems to be solved [6, 7].

The installation of external sensors can effectively improve
the ability of hydraulic manipulators to perceive the external
working environment and thus improve their autonomous
operation ability [8, 9]. Currently, industrial manipulators
are usually equipped with position sensors. [10] However, as
the working environment becomes more and more complex,
only relying on position sensors becomes insufficient for
fully perceiving the external environment. [11, 12] Visual
servo control systems, which feedback the visual informa-
tion obtained by visual sensors to the controller, thereby
ensure that a manipulator achieves its desired position and
orientation under the guidance of the camera. Developing
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such systems has therefore gradually become a research
focus [13, 14].

The current visual servo system of a manipulator can
be divided into two categories according to the position
where the camera is installed [15]: one is eye-in-hand
configuration, in which the camera is fixed on the end-
effector of manipulator and moves with the manipulator
simultaneously [16]; another is eye-to-hand configuration,
in which the relative position between camera and manip-
ulator base is constant and the camera cannot move. The
eye-in-hand visual system transmits the distance between
target object and the end-effector of manipulator to the
controller obtained by the camera as servo signals, thus real-
izing visual servo control, while it is the target position
information that is obtained and transmitted in eye-to-hand
system [17]. On the one hand, for eye-in-hand configura-
tion, the target object sometimes exceeds the field of view
of the camera and thus causes the target to be lost for the
reason that the field of view of the system is time-varying
and generally small. On the other hand, although it is not
easy to lose the visual target for eye-to-hand configura-
tion for its relatively large viewing range, there are other
problems in eye-to-hand system such as the manipulator
obstructing target object during the movement and large
measurement error when the manipulator or the visual tar-
get are far away from camera. Another method is to classify
the visual servo system by the feedback signals [18]. The
method of realizing the servo control by feedbacking posi-
tion signals is called PBVS. The given expected position
and feedback signals under PBVS are defined in Carte-
sian space, and the motion path of the manipulator can be
planned directly in 3D space, so the singular problems and
local minimum problem can be avoided, while control per-
formance of PBVS is sensitive to kinematics modeling error
and camera parameter calibration error [19]. The method
of manipulator servo control by image feedback signal is
called IBVS, which does not need to estimate the relative
position from the end-effector to target object [20]. Thus,
IBVS method has strong robustness on error of camera
parameters, dynamic modeling error and image measure-
ment error [21]. However, the image Jacobian matrix singu-
larity or local minimum problems may occur, resulting in a
steady-state error in image space and actual position.

There are many researches on the visual servo control
of traditional electric industrial manipulators so far. Among
these researches, Bae et al. proposed a dynamic visual servo
controller, which implements an image-based visual servo
method for electric manipulators in joint space by using
a dual-loop control structure [22]. Burger et al. proposed
a second-order sliding mode controller based on position-
based visual servo, which enables the robot to follow the

target by controlling the position and direction of end-
effector and handling the problem of large initial error [23].
Hwang et al. developed an IBVS algorithm based on deep
learning, and verified its advantage in processing speed
by simulation [24]. Zhang et al. designed a visual servo
system combined with a neural network, which improves
the security in the visual servo process and verifies its
validity under the simulation conditions [25]. Wang et al.
implemented PBVS on a three-joint electric manipulator
and achieved an end position control error of 1 mm for the
stationary target [26].

However, the above visual servo control methods are
based on the traditional electric manipulator platform,
meanwhile the visual servo control for the hydraulic manip-
ulator is more difficult than the traditional electrome-
chanical arm [27–29]. Firstly, the dynamic model of the
hydraulic manipulator has higher order, for the reason that
the third order dynamics consisting of robotic dynamics
and the chamber pressure as well as the hydraulic dynam-
ics need to be considered in the motion control [30–32].
Secondly, valve-controlled hydraulic actuators are often
affected by non-linear factors such as non-linear pressure-
flow gain, discontinuity due to valve switching, and external
disturbances, and thus the design of hydraulic manipula-
tor controller is more challenging than traditional electric
manipulator [33–35]. Due to the forementioned problems,
only a few studies have been done on implementing visual
servo control on hydraulic system [36, 37]. Sivcev et al.
presents a position-based visual servo control method for
underwater hydraulic manipulator based on monocular cam-
era and autonomous grabbing operation [38]. However, this
visual servo control method only considers the kinematics
of the manipulator but does not carry out dynamic con-
trol research. With the requirement on autonomy of the
hydraulic manipulator operation and the increasing com-
plexity of the operation scene, how to achieve the visual
servo control of the hydraulic manipulator considering the
high-order non-linear dynamics of the hydraulic manipula-
tor and overcoming the presence of a variety of external
disturbances is of great practical significance [39].

In this paper, a position-based visual servoing control
method is proposed for multi-joint hydraulic manipula-
tor. Firstly, besides the kinematics model, the high-order
dynamic model is established according to robotic dynam-
ics and hydraulic dynamics. Besides, because the hydraulic
manipulator usually works in harsh or extreme environ-
ment, this paper adopts eye-in-hand visual servo system,
and PBVS method is used to recognize the visual target and
generate servo signals. The B-spline programming method
is used to obtain the third order differentiable joint angle
trajectory of the manipulator, which is smooth enough
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to meet the requirements of controller designed. Based
on the planning trajectory and the higher-order dynam-
ics model, the backstepping controller is designed to cope
with the issues such as the uncertain nonlinear and external
disturbances, which can achieve the good control perfor-
mance in the joint space, while realize the visual servo
function of the hydraulic manipulator.

The remaining of this paper is organized as follows.
Section 2 describes the kinematic model and dynamic
model of the hydraulic manipulator. Section 3 introduces
the visual servo system designed in this paper, including
target recognition, speed limited interpolation and trajectory
planning, by which the image is proposed and a desired
joint angle trajectory is generated. Section 4 establishes
a determined robust controller based on the high-order
nonlinear dynamic model of the hydraulic manipulator.
Section 5 proposes the experimental setup and result to
test the performance of the designed hydraulic manipulator
visual servoing control system.

2Modelling and Problem Formulation

The goal of this paper is developing a PBVS system with
eye-in-hand configuration applied to multi-joint hydraulic
manipulator. In consideration of the proposed method gen-
eralizability, the most common articulated hydraulic manip-
ulator is illustrated in Fig. 1. As for the visual servoing
equipment, the camera is attached to the place beside end-
effector (that is a gripper in our experiment for example),
which obeys the eye-in-hand configuration .

2.1 Manipulator-Camera System Kinematics

If the structural parameters of manipulator are well known,
it would be convenient to establish the kinematics model in
virtue of the Denavit-Hartenberg (hereinafter referred as D-
H) convention. Specifically, for articulated manipulator with
n-DoF, a homogeneous transformation matrix relating each
two adjacent joint coordinates can be written as follows:

iTi+1 =

⎡
⎢⎢⎣
cos qi+1 − sin qi+1 cosαi+1 sin qi+1 sinαi+1 ai+1 cos qi+1

sin qi+1 cos qi+1 cosαi+1 − cos qi+1 sinαi+1 ai+1 sin qi+1

0 sinαi+1 cosαi+1 di+1

0 0 0 1

⎤
⎥⎥⎦ (1)

where iTi+1 means the transformation matrix between the
coordinates rigidly attached to i-th joint and (i+1)-th joint.
qi+1 is rotation angle of (i+1)-th joint. ai+1, αi+1, di+1

are i-th link length, link twist, link offset. By multiplying the
transformation matrices successively, we get the transfor-
mation matrix between base and grasper (manipulator base
is regarded as the 0-th joint):

baseTgrasper=
0T5 =

4∏
i=0

iTi+1 (2)

For the eye-in-hand camera installation method illus-
trated in Fig. 2, with the mounting position of camera is cal-
ibratable and a Cartesian coordinate is selected and rigidly
attached to camera, another homogeneous transformation
matrix is given as follows:

4Tcamera =

⎡
⎢⎢⎣
1 0 0 dcamera

0 1 0 0
0 0 1 hcamera

0 0 0 1

⎤
⎥⎥⎦ (3)

Where the dcam, hcam is the camera mounting position.
So the transformation matrix between base and camera
baseTcam is obtained.

baseTcamera =
(

3∏
i=0

iTi+1

)
4Tcamera (4)

In order to guide the manipulator grasper approaching
target object, it is necessary to obtain the target position
by processing captured RGB-D picture. Once the target
center position in image coordinates

[
ut arg et , vt arg et

]
is got,

relative direction of the target is obtained. Then, combining
the distance of target object dt arg et extracted from the depth
picture, the target position relative to the camera can be
figured out:
⎡
⎣

cameraxtarget
cameraytarget
cameraztarget

⎤
⎦ = dtarget√

u2target + v2target + 1
K−1

⎡
⎣

utarget
vtarget
1

⎤
⎦ (5)

Fig. 1 Common Articulated Hydraulic Manipulator
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Fig. 2 Eye-in-hand Visual Servoing Configuration

where the K is the internal parameter matrix obtained by
calibration. So the transformation matrix between camera
and target would be:

cameraTtarget =

⎡
⎢⎢⎣
1 0 0 cameraxtarget
0 1 0 cameraytarget
0 0 1 cameraztarget
0 0 0 1

⎤
⎥⎥⎦ (6)

By multiplying cameraTtarget by baseTcamera, the trans-
formation matrix between base and target baseTtarget is
obtained:

baseTtarget=
baseTcamera·cameraTtarget (7)

After all these steps, the manipulator-camera system
kinematics has been completely modelled, and will be
the foundation of trajectory plan function realization in
Section 4.

2.2 Hydraulic Manipulator Dynamics

The dynamic model of n-DoF hydraulic manipulator in joint
space is given as

Mj (q) q̈ + Cj (q, q̇) q̇ + Gj (q)

= uj + Dj (q, q̇) + �j (q, q̇, t) (8)

where q ∈ Rn, q̇ ∈ Rn and q̈ ∈ Rn represent the joint
position, velocities and accelerations, respectively. uj ∈
Rnis the equivalent control input. Mj (q) ∈ Rn×n, Cj (q, q̇)

q̇ ∈ Rn and Gj (q) ∈ Rn represent the symmetric positive
definite manipulator inertia matrix, the centripetal and
Coriolis torque, and the gravitational torque, respectively.
Dj (q, q̇) is the disturbance torque which concludes the
joint friction torque and friction of hydraulic system. All the
uncertain nonlinearities can be lumped intoΔj (q, q̇, t) ∈ Rn.

Equation 8 have the following properties [23]:

Property I In any finite work space, Mj (q) is symmetric
positive definite matrixes with:

αminI ≤ Mj (q) ≤ αmaxI (9)

where αmin and αmax are positive scalars.
Property II The matrixes Ṁj (q) − 2Cj (q, q̇) is skew-

symmetric.
Property III According to the selection of appropriate

manipulator and target parameter set, the
dynamic equation can be expressed as linear
which is shown as:

Mj (q) q̈ + Cc (q, q̇) q̇ + Gc (q) = ϕ(q, q̇)T θ

(10)

where θ is the manipulator parameters, ϕ(q,

q̇)T is the regressor matrixes.
Property IV The bounds of uncertain nonlinearities are

known and can be expressed as follow:

|Δj | ≤ δ (11)

where δ is known constant scalars.
Different from the traditional electric drive machinery,

the equivalent control input of the hydraulic manipulator can
be expressed as:

uj = Jj (q)T (PiAi − PoAo) (12)

where Pi ∈ Rn and Po ∈ Rn represent the pressure in
the oil inlet and return chamber of joint hydraulic cylinder,
respectively. Ai ∈ Rn and Ao ∈ Rn represents the contact
area of joint hydraulic cylinder push rod in the oil inlet and
return chamber, respectively. l ∈ Rn is the rod extension
of joint hydraulic chamber. Jj (q) = ∂l(q)

∂q
∈ Rn×n is the

nonsingular Jacobian matrix which can be written as:

Jj (q) =

⎡
⎢⎢⎢⎣

∂l1
∂q1

∂l1
∂q2

... ∂l1
∂qn

∂l2
∂q1

∂l2
∂q2

... ∂l2
∂qn

... ... ... ...
∂ln
∂q1

∂ln
∂q2

... ∂ln
∂qn

⎤
⎥⎥⎥⎦ (13)

The driving system of common n-joint hydraulic manip-
ulator is shown in Fig. 3.

Assuming no leakage of chamber, the dynamic of
hydraulic drive cylinder which is clarified as Fig. 4 can be
written as follows:

ViṖiβe
−1 = −AiJj (q)T q̇ + Qi (14)

VoṖoβe
−1 = AoJj (q)T q̇ − Qo (15)

where Vi = Vhi + Ail ∈ Rn and Vo = Vho − Aol ∈ Rn

represents the volume of oil inlet and return chamber of
hydraulic cylinder, respectively. Vhi ∈ Rn and Vho ∈ Rn

the volume of the inlet and return chamber in the initial case
(l = 0) respectively. So far, the equivalent control input u

has been converted into flow input Qi and Qo.
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Fig. 3 Multi Joint Hydraulic
Manipulator Driving System
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Qi3 Qo3

Qin Qon

Pi2 Po2

Besides, the flow input can be further written as:

Qi = kqigi(Pi, xv)xv (16)

Qo = kqogo(Po, xv)xv (17)

wherexv ∈ Rn is the displacement of joint valve spool.
kqi ∈ Rn and kqo ∈ Rn is the gain parameter of flow.
gi(Pi, xv) ∈ Rn and go(Po, xv) ∈ Rn can be written as:

gi(Pi, xv) =
{√

Ps − Pi xv ≥ 0√
Pi − Pr xv < 0

(18)

go(Po, xv) =
{√

Pi − Pr xv ≥ 0√
Ps − Pi xv < 0

(19)

where Ps is the supply pressure of the hydraulic pump, and
Pr is the reference pressure of the hydraulic oil-return system.

xv

u

Qi Qo

Pi

Ai

Po

Ao

Fig. 4 Hydraulic Cylinder Driven System

In the actual hydraulic control system, the displacement
of valve spool can be adjusted by change the input voltage
of hydraulic valve such as:

xv = f (Uc) (20)

Hence, the equivalent control input uj has been converted
into the controllable input voltage.

2.3 Problem Formulation

In this paper, a position-based visual servoing system with
eye-in-hand configuration is designed to determine the
target position and plan an appropriate trajectory lending
itself to guide the joints to approaching the target, the
ultimate goal is to realize the visual target following control
of multi joint hydraulic manipulator end-effector through
real-time controlling the system input Uc while ensuring
the system stability under the condition that the hydraulic
manipulator is influenced by factors such as external
interference and uncertain nonlinearity.

3 Visual Servoing SystemDesign

The main framework of position-based visual servoing
control of multi joint hydraulic manipulator proposed in this
paper is shown in the Fig. 5. Firstly, based on the recognized
visual target pose, the discrete desired path points are
obtained through velocity-limited path interpolation. The
desired path is transformed into a discrete sequence of
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Fig. 5 Framework of Designed Visual Servoing Control Method

desired angles of each joint by using well-constrained
inverse kinematics, and then the desired angle trajectory
of each joint is generated by B-spline trajectory planner.
Finally, the ideal angle trajectory is input into backstepping
controller to contrive the angle tracking of each joint, so as
to realize the visual target following control of multi joint
hydraulic manipulator.

3.1 Target Recognition

Because that the core focus is to convert the desired pose
into high-order differentiable servo signal after visual target
recognition rather than extracting the target pose from the
image, and the method proposed in this paper is independent
of the pose estimation algorithm, in order to reduce the
cumulative error in other aspects (such as target detection),
the ArUco marker in Opencv library is used as the visual
target to stably obtain the position information of the
target.

After the target detection is completed (as shown in
Fig. 6), establish ArUco marker coordinates. According to
the relative position between the camera coordinate and the
ArUco mark coordinate and the relative position between
the camera and the manipulator end-effector, the relative
position between the visual target and the manipulator end-
effector is finally obtained. It should be noted that the z-axis
information is not obtained directly from the ArUco image,
but is extracted from the depth map at the corresponding
position of the ArUco code (the depth map mentioned here
is taken by the depth camera used in the experiment), so as
to keep the error of Z axis is not significantly greater than
that of X and Y axes.

Fig. 6 ArUco Marker Detection

3.2 Velocity-limited Path Interpolation

By using Eq. 7, the transformation matrix between base and
target can be obtained, which can be written as:

targetTbase=

⎡
⎢⎢⎣
1 0 0 xtarget
0 1 0 ytarget
0 0 1 ztarget
0 0 0 1

⎤
⎥⎥⎦ (21)

Meanwhile, the transformation matrix between base and
gripper can also be calculated by Eq. 2.

gripperTbase=

⎡
⎢⎢⎣
1 0 0 xgripper

0 1 0 ygripper

0 0 1 zgripper

0 0 0 1

⎤
⎥⎥⎦ (22)

To guide the gripper approaching to the target, we need
to plan a path with appropriate orientation and velocity.
Therefore, we put forward a path interpolation method as
follows to generate discrete path points with constant time
intervals in Cartesian space. The n-th path interpolation is
expressed in general form as follows:

pinterp

(
nTinterp

) = pinterp

(
(n − 1) Tinterp

)

+dinterp

(
nTinterp

)

·einterp

(
nTinterp

)
(23)

where pinterp �
[
xinterp yinterp zinterp

]T is the discrete
sequence of path interpolation points; Tinterp is the constant
time interval of generated points; dinterp ∈ R is the distance
between (n-1)-th and n-th interpolation points; einterp ∈
R
3×1is the orientation of n-th interpolation point.
From the perspective of application scenario, movement

of target and rotation of joints certainly cause the changing
of targetpbase and gripperpbase, which means the direction and
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distance between gripper and target are not constant nor
predictable. Thus, to generate a path with right orientation
and appropriate velocity, the regulation of determining
interpolation distance dinterp and orientation einterp is
proposed as follows:⎧⎨
⎩

dinterp = vmaxTinterp · f
(‖pt arg et−pgripper‖

vmaxTinterp

)

einterp = pt arg et−pgripper‖pt arg et−pgripper‖
(24)

where vmax is the maximum of gripper velocity allowed;
f (�) is a function used to automatically adjust the space
interval of next interpolation point according to the distance
between gripper and target, which is required to be 0 when∥∥pt arg et − pgripper

∥∥=0and always be no larger than 1. In
experiments, the function f (�) is selected as tanh (�), and
there are alternative functions like sigmoid function and
saturation function.

By adjusting dinterp , which is space interval between
adjacent interpolation points, the velocity value of the
planned path is also adjusted indirectly according to the
distance between gripper and target, and the velocity
orientation is always toward the target.

3.3Well-Constrained Inverse Kinematics

Since the controller designed in Section 3 works in joint
space, the path interpolation result pinterp = [xinterp

yinterp zinterp]T should be uniquely mapped from Cartesian
space into joint space qinterp = [q1interp q2interp q3interp

q4interp]T , and a relatively general method is using inverse
kinematics. However, there is no standard method to
uniquely determine the mapping result for the 4-DoF
manipulator, which is insufficient for pose control (6 DoF
required) while is redundant for position control (3 DoF
required). Therefore, the inverse kinematics of the 4 DoF
manipulator would be either an over-constrained problem
or an under-constrained problem if simply applying the
traditional pose control or position control criterion.

To resolve the tricky DoF number problem and propose a
set of well-constrained mapping rules, inverse kinematics of
position control is improved to output the unique mapping
result. In addition to the 3 DoF constraints proved by
position control criterion showed in Eq. 25(1,2,3) , pitch
angle of the manipulator gripper is regarded as another
constraint in Eq. 25(4) , so the transformation from
Cartesian space to joint space is completely constrained
and the mapping rule is well defined. Specifically, the
pitch angle is required to be toward to the target, and
the constraints in the improved inverse kinematics for the
specific configuration of the 4 DoF articulated manipulator
are summed up as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

xinterp = (a1 + a2C2 + a3C23 + a4C234) S1

yinterp = (a1 + a2C2 + a3C23 + a4C234) C1

zinterp = a2S2 + a3S23 + a4S234

−atan2
(

target zinterp,
√

target x2
interp+target y2

interp

)
= q2interp + q3interp + q4interp

(25)

where ai, i = 1, 2, 3, 4 are D-H parameters representing link length; Si, Ci, i = 1, 2, 3, 4 are sine and cosine of i-th element
in qinterp (subscript composed of multiple numbers means the sum of corresponding elements).

By these equations the space transformation result can be figured out, so the joint angles corresponding to each path
interpolation point are obtained.
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

q1interp = atan 2
(
yinterp, xinterp

)

q2interp = atan2
(
hinterp, rinterp

) − arccos

(
a22+r2interp+h2interp−a23

2a2
√

r2interp+h2interp

)

q3interp = 180 − arccos

(
a22+r2interp+h2interp−a23

2a2a3

)

q4interp = −atan2
(

t arg et zinterp,
√

t arg et x2
interp+t arg et y2

interp

)
− q2interp − q3interp

(26)

It is worthy of note that the function atan2() is used to
eliminate another solution, for the sake that the rotation
ranges of joint 1,3,4 are bounded. By virtue of the
rotating angle range boundary, the well-constrained inverse

kinematics solution is uniquely determined by substituting
arctan() by atan2(), and consequently the path interpolation
in Cartesian space pinterp is transformed into discrete joint
angle qinterp.
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3.4 B-spline-based Trajectory Planning

To provide a desired trajectory in joint space as the input
of the joint controller proposed in Section 4, the discrete
desired points need to be transformed into a continuous
trajectory (the control frequency is set as 4kHz because
that it is generally considered that the control frequency
of the discrete controller should reach at least twice the
hardware bandwidth to give full play to the controller,
comparing to the visual servo rate, the trajectory obviously
needs to be transformed into a continuous trajectory). As
explained in Section 2.2, the dynamic model of hydraulic
manipulator is as high as 3 order, which indicates the
realization of most model-based controllers, including the
backstepping controller designed in Section 4, would
involve the derivative of desired joint angle trajectory in
time domain whose highest order is equal to the model
order. Consequently, there is a requirement that the desired
joint angle trajectories generated should be third order
differentiable to be a valid input of the controller designed.
The existence of the third order derivative of desired joint
angle in algorithm realization of the backstepping controller
designed will be specifically highlighted in Section 4.

As a result, simply connecting the discrete-time angle
points qinterp into polygonal line trajectory and setting
velocity for every line segment would result in indiffer-
entiable angle velocity and cannot meet the requirement.
Taking the n-th interpolation for example, there are 4
requirements for potential trajectory planning methods to
smooth the desired angle trajectory:

Requirement I
Input signal includes discrete points in joint space

qinterp

(
nTinterp

)
and corresponding time nTinterp, and

output should be continuous desired angles for all joints

qd (t)=
[
q1d q2d q3d q4d

]T
;

Requirement II
For the visual servo system works in real-time condition,

the plan regulation obeys causality and depends on known
desired points qinterp

(
kTinterp

)
, k < t/Tinterp

, where is the
time parameter in qd (t);

Requirement III
In consideration of the differentiability requirement

of controller input, planned angle trajectories qd (t) are
required to be 3-order differentiable in time domain, namely

the ∂3qd

∂t3
exists;

Requirement IV
If the discrete desired angle points qinterp

(
nTinterp

)
converge to a certain value qinterp (∞), the planned joint
angles qd (t) are required to converge to the same value in
limited time.

Taking all these requirements into consideration, 4-
dimensional Cubic B-spline is chosen to process the

discrete-time angles. To describe the exact form of the base
function of B-spline is defined by Cox-de Boor iteration as
follow:

⎧⎪⎨
⎪⎩

Bi,p (u) = u−ui

ui+p−ui
Bi,p−1 (u) + ui+p+1−u

ui+p+1−ui+1
Bi+1,p−1 (u)

Bi,0 (u) =
{
1, ui ≤ u < ui+1

0, else

(27)

where Bi,p (u) means the i-th segment of p-order B-spline
base function; ui is the i-th element in the knot sequence.
And the B-spline itself is defined in the parametric equation
form as follow:

Cp (u) =
n∑

i=0

Bi,n (u) Pi (28)

where n is the length of control point sequence of B-spline;
Pi is the i-th control points of B-spline, which is a series
of points and every point is in the space with dimension
number of B-spline. Some useful properties of B-spline can
be deduced from its definition [40–42].

Property I
B-spline has parameter continuity property. For p-

order B-spline, the curve is the (p − 1) order parameter
continuous, which means every dimension of the curve
would be p-order differentiable for parameter u.

Property II
B-spline has local support property. For p-order B-spline,

when ui ≤ u < ui+1, the curve value Cp (u) would only
depend on a part of control points: Pi, Pi+1, · · · , Pi+p+1.

Property III
B-spline has conditional clamped property. For p-order

B-spline, the curve would pass through the first and last
control points if the first p + 1 and last p + 1 knots are the
same or the first p + 1 and last p + 1 control points are
repetitive.

Comprehensively utilizing the aforementioned properties
of B-spline, a real-time trajectory planner based on 4-
dimensional cubic B-splined is constructed as follows:

qd (t) =
3∑

i=0

Bi,3

(
t

Ts

− it

)
qinterp ((i + it − 3) Ts) (29)

where the it =
⌊

t
Ts

⌋
and the knots are defined as ui

= i. So the trajectory expressed as Eq. 29 is a third order

B-spline whose it -th segment is constructed with
(

t
Ts

− it

)

as base function parameter and with qd ((it − 3) Ts) ,qd

((it − 2) Ts) ,qd ((it − 1) Ts) ,qd (itTs) as control points.
According to the properties 1-3, it can be concluded that
the 4-dimensional cubic B-spline can satisfy all the 4
requirements proposed early in Section 3.4.
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4 Controller Design

In this section, the backstepping method is introduced to
reduce the order of hydraulic manipulator dynamic model,
and the robust control method is proposed to cope with
the negative influence by uncertain nonlinear factors and
external disturbance.

STEP I
Define the tracking error z1 = q (t) − qd (t), and a

switching-function-like quantity z2 is defined as:

z2 � ż1 + k1z1 (30)

where k1 is a symmetric positive definite gain matrix.
Differential (30) and substitute into Eq. 10:

Mj ż2+Cjz2=uj −ϕj

(
q, q̇, qeq, q̇eq

)
θ+Δj (q, q̇, t) (31)

where q̇eq is the equivalent trajectory velocity, which can be
defined as:

ẋ2 = q̇ − k1z1 (32)

The determined robust control law ujd for uj can be
designed as follows:

ujd = ujm + ujr + ujs (33)

ujm = ϕj

(
q, q̇, qeq, q̇eq

)
θ̂ (34)

ujr = −k2z2 (35)

where k2 is a symmetric positive definite gain matrix,
ujm is the model compensation term to achieve better
control performance, ujr is the proportional feedback
term designed to ensure system stability, and ujs is the
performance robust feedback term designed to overcome the
influence of nonlinear uncertainties on the manipulator. In
general, θ is unknow, so θ̂ and θ̃ is defined as the estimate
and the estimation error of θ (i.e., θ̃ = θ̂ − θ ). Substituting
(33), (34) and Eqs. 35 into 31 and simplifying the resulting
expression:

Mj ż2 + Cjz2 = ujs − k2z2 + ϕj

(
q, q̇, q̇eq , q̈eq

)
θ̃

+Δj (q, q̇, t) (36)

The performance robust feedback term ucs need to satisfy
the following conditions according to the Eq. 36:

Condition I

z2
T
[
ujs + ϕj

(
q, q̇, q̇eq , q̈eq

)
θ̃ + �j (q, q̇, t)

]
≤ ζ2 (37)

where ζ2 is a designed parameter which can be intestinal.
Condition II

z2
T ujs ≤ 0 (38)

STEP II
According to Eq. 12, the following results can be

obtained as:

ujd = Jj
T PLd (39)

where PL = PiAi − PoAo represents equivalent thrust of
hydraulic cylinder.

Define the pressure input error z3 = PL − PLd , the
differential expression of zp can be obtained by combining
(16) (17) and Eq. 39:

ż3 = βe

[
−
(
Vi

−1A2
i +Vo

−1A2
o

)
Jj q̇+uQ+ΔQ (q, q̇, t)

]

−dPLd

dt
(40)

where uQ = Vi
−1AiQi +Vo

−1AoQo is the equivalent flow
input of hydraulic cylinder, and also the final adjustable
control input. dPLd

dt
is the total differential of the control

input PLd obtained in stepI to time t, which can be divided

into two part: dPLd

dt
= ˆ̇P Ld + ˜̇P Ld .

ˆ̇P Ld is the calculable

part of dPLd

dt
and ˜̇P Ld is the incalculable part of dPLd

dt
, which

is worthy to highlight that the ˆ̇P Ld includes the third order
derivative of qd , as mentioned in Section 3.4.

According to the results, the final adaptive robust control
law based on state estimation u for uQ can be written as
follows:

uQd = uQm + uQr + uQs (41)

uQm =
(
Vi

−1A2
i + Vo

−1A2
o

)
Jj q̇ + βe

−1 ˆ̇P Ld (42)

uQr = −k3z3 (43)

where k3 is a symmetric positive definite gain matrix,
uQm is the model compensation term to achieve better
control performance, uQr is the proportional feedback
term designed to ensure system stability, and uQs is the
performance robust feedback term designed to overcome the
influence of nonlinear uncertainties on the manipulator.

The adjustable model compensation term uQa also can
be rewritten as follow according to Property III:

uQa = ϕQ

(
q, q̇, q̇eq , q̈eq

)
θ̂ (44)

where θ̂ is the parameter estimate obtained after online
parameter adaptive projection.

Substituting (41),(42),(43) into Eq. 44 and simplifying
the resulting expression:

ż3 = βe

(
uQs − k3z3 + ϕQ

(
q, q̇, q̇eq , q̈eq

)
θ̃

+ΔQ (q, q̇, t)
)

− P̃Ld (45)

Similar to ucs , the performance robust feedback term uQs

need to satisfy the following conditions according to the
Eq. 45:

Condition III

z3
T
{

βe

[
Jj

T z2 + uQs + ϕQ

(
q, q̇, q̇eq , q̈eq

)
θ̃

+ΔQ (q, q̇, t)
]

− P̃Ld

}
≤ ζ3 (46)

where ζ3 is a designed parameter which can be intestinal.
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Condition IV

z3
T uQs ≤ 0 (47)

Theorem 1 The tracking error z1 and control input error
z2 and z3 are both bounded.

Theorem 2 If after finite time, disturbance error, Δ = 0,
gets zero and the dynamic model parameters are accurate
(θ̃ = 0), the asymptotic output tracking (or zero final
tracking error) can be achieved, i.e., z1 → 0 as t → 0.

The proof for theorem is given in Appendix.

Remark 1 Theorem I shows that the proposed controller pos-
sesses the exponentially converging transient performance,
and the exponential convergence rate and final tracking
error can be adjusted by some controller parameters.

Remark 2 Theorem II shows that the multi joint hydraulic
manipulator system can achieve the great control perfor-
mance in the presence of accurate model parameters.

Remark 3 Since uQ is the function of Qi and Qo, xv

can be inversely calculated through the dynamic equation
mentioned in previous section, and the actual control analog
voltage Uc can be finally determined according to Eq. 20.

5 Experiment

After completing the design and implementation of visual
servoing system and joint controller, in order to testing
the effectiveness and reliability of the designed method,
the visual servo control experiment is carried out. In the
experiment, the desired joint trajectory generated by the
visual servo system will be used as the input of the joint
controller, so as to realize the function of target tracking.
Specifically speaking, the ultimate goal of the experiment
is to drive the manipulator gripper following the moving
object stably with the aid of visual servo.

5.1 Experimental Setup

In order to verify the effectiveness of the visual servo con-
trol system, the experiment will be conducted on a 5-DOF
hydraulic manipulator visual experiment platform, and the
platform is shown in Fig. 7. The 5-DOF hydraulic manip-
ulator consists of five parts: elbow, big arm, small arm,
wrist and gripper. The platform has necessary attachments
for motion control experiments, such as joint angle sen-
sors, high-performance servo valve, high precision pressure
sensors, etc. These sensors and hydraulic servo valve use

Fig. 7 Experimental Platform

Quanser high precision signal acquisition card to complete
signal acquisition and output.

In addition to hydraulic manipulator, depth camera and
upper computer are also used in experiment. The depth
camera is mounted as eye-in-hand configuration, which is
fixed near the end-effector (gripper) of the manipulator
to obtain the color image and depth image of the scene
in front of the end-effector. Then the color and depth
images collected by the depth camera will be transmitted
to the upper computer for processing, and the desired
joint trajectory generated according to the target object
information extracted from the color and depth image will
be used as the input of the determined robust controller,
which will control the multi-joint hydraulic manipulator to
approach the target.

For the accuracy of kinematics calculation and solution,
it is necessary to measure and calibrate the experimen-
tal object’s structural parameters. Table 1 shows the main
structural parameters of the Multi-DOF hydraulic manipu-
lator (represented by D-H parameters for the convenience
of kinematic modeling in Section 2.1), including the rota-
tion range of each joint and the length information of the
connecting rod.

In terms of software, Microsoft Visual Studio develop-
ment tools and OpenCV 3.4.2 library are used to complete
the C++ program development of depth camera image infor-
mation processing. The determined robust controller was
implemented using Mathworks MATLAB and Simulink
software platform, and the Simulink model program was
implemented using Quarc toolkit for experiments.
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Table 1 D-H parameters of
Multi-DOF Hydraulic
Manipulator

Joint Angle Torsion Angle Link Length Deviation

q(◦) α(◦) l(mm) d(mm)

Elbow (Joint 1) q1 ∈ [−60, 60] 90 90 0

Big Arm (Joint 2) q2 ∈ [−82, 38] 0 605 0

Small Arm (Joint 3) q3 ∈ [42, 152] 0 290 0

Wrist (Joint 4) q4 ∈ [-30, 72] 0 477 0

5.2 Experimental Result

At the beginning of the experiment, the long rod affixed
with ArUco code reaches into the field of the depth cameras
vision, and the visual servo control system is turned on,
so that the hydraulic manipulator gripper together with the
camera move to the position of 50cm height above the
target along the planned trajectory, which ensures the depth
camera being always oriented towards the target during the
movement.

In the part of visual target recognition and trajectory
planning, the PBVS system speed is 20Hz mainly due
to the limit of ArUco recognition and image displaying
speed (the following data processing steps take little
time). According to the target position recognized, the
velocity-limited interpolation method proposed in this paper
interpolates the actual trajectory in real time to ensure that
the velocity of the operation trajectory requiring inverse

kinematics conversion is bounded (as in the enlarged figure
in Fig. 8, the velocity constraint can be carried out through
the interpolation algorithm when the target motion velocity
changes too large).

And as can be seen from Fig. 8, the movement of the
target object and the movement of the hydraulic manipulator
can be roughly divided into two stages during the whole
experiment. The first stage is the following stage, that is, the
hand-held target moves around and the manipulator follows
it in real time. The second stage is the stabilizing stage,
at which the target object is placed back to the original
position, and the manipulator is stabilized above the target
object. The following stage span is around 0-90s, and the
stable stage span is around 90-120s. And it can be seen that
during the experiment, the motion range of the target object
has reached 35cm, 38cm and 46cm respectively on X, Y
and Z axes, which traverses most of the working space of
the manipulator, so as to test and verify the control effect of

Fig. 8 Velocity-limited
Interpolation Result
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the visual servo control system of the manipulator in various
positions. It should be noted that in the velocity-limited
interpolation process, the error depends on the velocity
of the actual trajectory. Because the interpolation result is
based on the limited velocity, when the actual trajectory
velocity reaches too high, the interpolator will smoothen
it to ensure the operation safety of the manipulator in the
process of experiment. Taking the enlarged parts in Fig. 8 as
an example, the fluctuation in X-axis reaches 0.0201mand
the peak velocity when fluctuating is about 0.0123m/s,
while the fluctuation in Z-axis is about 0.0282m and the
peak velocity when fluctuating is about 0.0243m/s, that is,
the peak velocity in Z-axis when fluctuating is almost twice
as in X-axis. So the interpolation error of Z-axis seems to be
greater than that of X- and Y-axis.

Then, according to the results of velocity-limited interpo-
lation, the inverse kinematics transformation can be carried
out to obtain the corresponding angle value in the joint
space. Then, the trajectory planning of the interpolation
point is carried out through the B-spline trajectory planner
to ensure that the planned trajectory that will be used as

the reference trajectory of the joint controller is smooth and
third-order derivable. The results of trajectory planning are
shown in the Fig. 9.

As can be seen from Fig. 9, the planned angle trajectory
processed by B-spline-based planner is smooth, continu-
ous and third-order differentiable. The trajectory avoids the
problems of not smoothened motion trajectory and discon-
tinuous motion velocity caused by manual operation during
experiment, so as to meet the requirements for the ideal tra-
jectory which has been highlighted in previous controller
design section.

The comparison between the desired trajectory generated
by B-spline curve trajectory planner and the measured
actual trajectory of joint angle is shown in Fig. 10.

It can be seen that the angle control error of each joint
is within 10◦ in following stage. The large error is mainly
caused by the shaking of the hand-held rod followed target
equipped. In the stable stage, the angle control errors of
the four joints are all within 1◦, and there is almost no
steady-state error. As the position and pose of the target
object and hydraulic manipulator change constantly, the

Fig. 9 Trajectory Planning Result
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Fig. 10 Tacking Result of Manipulator Joints

Fig. 11 The change curve of
pixel coordinates in the center of
the target object
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position of the relative depth camera of the target object
also changes constantly. During the whole experiment, the
pixel coordinate track of the target object center in the
depth camera image is shown in Fig. 11. According to pixel
coordinates, camera parameters and depth information of
the target object, the position coordinate changes of the
target object relative to the camera can be obtained, as
shown in Fig. 12.

It can be seen from the Fig. 11 that the targets final
position in pixel space is not exactly the center in the
image, which means the steady-state error exists in position
control. It is because the optical axis of camera lens is
not parallel with the orientation vector of the gripper,
and the color image cannot be perfectly aligned with the
depth image, consequently a variety of factors cause error
of camera external parameters calibration. Similarly, the
relative position of the gripper is not exactly at 0.5m
directly above the target at the stabilization stage. It is
also mainly due to the angle and position deviation of
camera installation and the inaccurate calibration of external

parameters. Despite of the steady-state error, the remaining
perturbation in control error is only about 1mm at steady-
state(which can be seen in Fig. 12), which indicates the
satisfactory stability performance of the visual servo system
and joint controller. Even in the following stage, gripper
position control error remains at centimeter level.

The control input voltage of each joint hydraulic servo-
valve is illustrated in Fig. 13, in which the input voltage
is always bounded in ±10V , thus the problem of input
saturation does not exhibit during the experiment, indicating
that the backstepping controller is always performing well
to meet the motive controlling requirement without the
interference of input limit.

According to the experimental results, it can be
concluded that the visual servo control method designed
in this paper can follow the target object autonomously
and stably stay over the target object. Moreover, it exhibits
millimeter-level perturbation in position control during
following stage, and can guarantee centimeter-level position
dynamic tracking error even when the target object has

Fig. 12 The position of the object relative to the camera
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Fig. 13 Control Input Result

more than 0.1m/s motion speed and several centimeters of
chambering. Despite of the adverse effect caused by camera
calibration error, the control error in pixel space is within 1
pixel, which can well indicate that the visual servo system
has made full use of visual signals to improve the precision
and stability of the position control.

5.3 Comparative Analysis

After conducting experiments, it is necessary to verify the
effectiveness and robustness of the proposed position-based
visual servoing method, and the comparison simulation
of proposed and classical PBVS is done. Because the
backstepping controller and the visual servoing method
are independent parts in this paper, and the simulation
results suggest that the classical interaction matrix-based
PBVS is not suitable to the backstepping controller (to
be demonstrated in later simulation analysis), it is the
comparison simulations excluding backstepping controller
that are conducted, instead of experiments.

For comparison, the interaction matrix-based PBVS is
also simulated as a benchmark method, which is expressed
as follows:

q̇d = −λL†ep (48)

where ep = pgripper − ptarget is the error of gripper
position, and L = ∥∥pgipper −ptaxget

∥∥ J is the interaction

matrix, which represents the transformation from gripper
position error to joint angular velocity q̇d , and λ is a constant
coefficient (take 0.1 in simulation). J is the Jacobian matrix
between gripper velocity and joint angular velocity, and

L† = (
LT L

)−1
LT is the Moore-Penrose pseudo-inverse of

L.
In simulation, two different working conditions are

applied.
Working Condition I
Target trajectory obeys (49), turning a cycle in first 10

seconds and being steady in last 10 seconds. The calibration
error of joint angles are respectively set as −3◦, −10◦, 17◦
and−17◦, while the calibration error of camera position and
orientation are set over 10mm and 10◦(which are quite huge
calibration errors and almost impossible in experiments).

pobject =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎣
100 + 50 cos(0.2πt)

650 + 50 sin(0.2πt)

−700

⎤
⎥⎦ (mm), t ≤ 10 s

⎡
⎢⎣

100

700

−700

⎤
⎥⎦ (mm), 10 s < t ≤ 20 s

(49)

Working Condition II
Target trajectory obeys (50), turning two cycles during

20s with object position trembling. In Eq. 50, the n(t)

represents the target positioning noise, which is limited in
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Fig. 14 Manipulator Gripper
Tracking Trajectories at Global
Coordinates in Working
Condition I

1mm. The calibration error of joint angles and camera pose
are set as the same value as in Working Condition I.

pobject =
⎧⎨
⎩

⎡
⎣
100+50 cos(0.2πt)+n(t)

650+50 sin(0.2πt)+n(t)

−700

⎤
⎦ (mm), t ≤20s (50)

In Working Condition I, both the interaction matrix-
based and proposed PBVSmethods are able to track moving
target (in first 10s) and ensure the error converge (in
last 10s). In simulation, these two methods generate the
trajectories of manipulator gripper, which are shown in
Fig. 14 with target trajectory.

Fig. 15 Distance between
Actual Position and Desired
Position of Gripper in Working
Condition I
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Fig. 16 Comparison Curve of Joint-1 in Working Condition I

Fig. 17 Manipulator Gripper
Tracking Trajectories at Global
Coordinates in Working
Condition II
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Taking the distance between grippers actual position and
desired position as the vertical axis, then the distance-time
curves during simulation are shown in Fig. 15.

It can be seen that when gripper is far from the desired
position, interaction matix-based method reaches faster con-
verge velocity, but these two methods both obtain dynamic
error around 30mm. However, when the target becomes
static (in last 10s), the converge velocity of proposed PBVS
method is obviously faster than interaction matrix-based
method.

Except from the tracking velocity and accuracy, it is
the joint angle trajectory differentiability that needs to
be inspected to meet the requirement of backstepping
controller. Take the joint-1 as an example, the angle, angular
velocity, angular acceleration and angular jerk generated by
these two methods are shown in Fig. 16 for comparison.

It can be seen that at 10s (the time target becomes
static), the first joint angular acceleration by interaction
matrix-based method suddenly changes, which means the
angular jerk will be infinite at 10s (the angular jerk
approximately obtained by difference gets over −4000◦/s3,
a really huge and unacceptable value). That is, even when
target position stays continuous, the sudden change of target
velocity would cause the infinity of angle third derivatives
generated by interaction matrix-based method. Since there

are sudden changes of target position and velocity caused
by target trembling, positioning noise and target velocity,
the joint angle trajectories generated by interaction matrix-
based method would be inapplicable when the manipulator
is controlled by the proposed controller (the controller
designed in this paper requires the existence of the third
derivative of the target trajectory).

In order to verify the wide applicability of the proposed
PBVS method, the simulation in Working Condition II
(with continuous mutation and noise of target position) is
conducted to inspect the angle third derivative boundedness.
The trajectories of manipulator gripper together with target
trajectory in simulation are shown in Fig. 17.

Although these two methods both track the moving target
with positioning noise all the process, Fig. 18 showing the
first joint angle, angular velocity, angular acceleration and
angular jerk suggests the difference of these two methods.
Even the target position and velocity are always continuous
and the positioning noise is limited within 1mm, the angular
jerk generated by interaction matrix-based method reaches
over 200000◦/s3, which is actually fatal to the proposed
backstepping controller (taking angular jerk as input) in
experiment. At the same time, the angular jerk stays within
±500◦/s3 when the proposed PBVS method is applied,
which is quite more acceptable.

Fig. 18 Distance between Actual Position and Desired Position of Gripper in Working Condition II
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6 Conclusion

In this paper, a position based visual servoing control
method is proposed to realize the function of autonomous
target object following for hydraulic manipulator. The visual
servoing system is configured by eye-in-hand style with the
basis of a depth camera. In term of the algorithm, in addition
to the conventional PBVS method, a velocity-limited path
interpolation is proposed to generate discrete path points
in 3D space with the adjustable velocity limit, then the
inverse kinematics is improved to be well-constrained to
cope with the nonstandard DoF number of the hydraulic
manipulator platform, and a trajectory planner based on 4-
dimensional cubic B-spline is designed to generate third
order differentiable desired trajectory for joint angles,
which meets the trajectory differentiability requirement.
A backstepping controller is proposed to achieve good
robustness to overcome unmeasurable disturbance and
ensure the stable performance during movement. To verify
the effectiveness of the position based visual servoing
control system, an experiment is conducted on the platform
mainly consisting of a 5-DoF hydraulic manipulator and
an RGB-D camera, and it is shown to follow the moving
target successfully, thus the feasibility and reliability is
well reflected. In the future work, more specific visual
object recognition method of hydraulic manipulator will
be develop and more complex operation tasks of hydraulic
manipulator will be conducted to improve the applicability
of the designed visual servo control method.

Appendix A: Proof for Theorem

Proof for Theorem I The Lyapunov function is defined as:

V2 = 1
2z2

T Mjz2 (A1)

V3 = V2 + 1
2z3

T z3 (A2)

Combine (31),(33), (34), (35) and Eq. A1 the differential
of V2 can be simplified as:

V̇2 = Jj
T z2z3 − z2

T k2z2 + z2
T

[
Jjujs − ϕc

(
q, q̇, q̇eq , q̈eq

)
θ̃ + Δ(q, q̇, t)

]
(A3)

Combine (41), (42), (43) and (A2), the differential of V3

can be simplified as:

V̇3 = V̇3|z3=0 + z3
T
[
Jj

T z2 + βe

[
uQs − k3z3

+ϕQ

(
q, q̇, q̇eq , q̈eq

)
θ̃+�Q (q, q̇, t)

]
−P̃Ld

]
(A4)

According to the Condition III, (A4) can be convert to
inequality form as follow:

V̇3 ≤ V̇2|z3=0 − k3z3 + ζ3 (A5)

V̇2|z3=0can be written as:

V̇2|z3=0 = z2
T
[
−k2z2 + Jjujs − ϕj

(
q, q̇, q̇eq , q̈eq

)
θ̃

+ΔQ (q, q̇, t)
]

(A6)

According to the Condition I, (A6) can be convert to
inequality form as follow:

V̇2|z3=0 ≤ −z2
T k2z2 + ζ2 (A7)

≤ −η2V2 + ζ2 (A8)

where η2 = 2Mj
−1k2, the following equation can be

obtained by solving (A8) in time domain:

V2|z3=0(t) ≤ V2|z3=0(0)e
−η2t + ζ2

η2

(
1 − e−η2t

)
(A9)

According to Eq. A9, V2|z3=0 ≤ ζ2
η2
, and V2|z3=0 → 0 as

t → ∞.
Combined (A6) and Eq. A9, the following inequality of

V̇3 can be obtained the as:

V3 ≤ −η3V3 + ζ3 + η3

η2
ζ2 (A10)

where η3 = 2k3, the following equation can be obtained by
solving (A8) in time domain:

V3(t) ≤ V3(0)e
−η3t + ζc

ηc

(
1 − e−η3t

)
(A11)

where ζc

ηc
= ζ2

η2
+ ζ3

η3
.

According to Eq. A11, V3 ≤ ζc

ηc
, and V3 → 0 as t → ∞.

It can be proved that V3 is ultimately bounded to ζc

ηc
and

z3 is bounded. On the premise that z3 is bounded, according
to eq.49, V2 is ultimately bounded to ζ2

η2
and z2 is bounded.

In addition, by frequency domain transformation of
Eq. 30, the conversion function L(s) between z1 and z2 can
be obtained as follows:

L(s) = z1

z2
= 1

s + k1
(A12)

According to Eq. 30, z1 is bounded on the premise that
z2 is bounded. The proof for Theorem I is complete.

Proof for Theorem II When disturbance error, Δ = 0, gets
zero and the dynamic model parameters are accurate (θ̃ =
0), the differential of Lyapunov function such as Eqs. A2
and A4 can be rewritten as:

V̇2 = Jj
T z2z3 − z2

T k2z2 + z2
T Jjujs (13)

V̇3 = V̇3|z3=0+z3
T
[
Jj

T z2+βe

[
uQs − k3z3

] − P̃Ld

]
(14)

According to Condition II, the upper bound of Eq. 13 can
be expressed as:

V̇2|z3=0 ≤ −z2
T k2z2 ≤ 0 (15)
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According to Condition IV, (14) can be rewritten as:

V3 ≤ −z3
T k3z3 ≤ 0 (16)

Thus, the asymptotic output tracking of Step II in the
process of control law design is achieved, i.e., z3 → 0
as t → ∞ . And on this premise, the asymptotic output
tracking of Step I is also achieved.

V̇2 = V̇2|z3=0 ≤ −z2
T k2z2 ≤ 0 (17)

That is,

z2 → 0

as t → ∞.
And according to Eq. 30, z1 → 0 can be achieved on the

premise of that z2 → 0 as t → ∞. The proof for Theorem
2 is complete.
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