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Abstract Sophisticated denoising algorithms are used to improve image quality in
the Magnetic Resonance Imaging field. Of course, better results are obtained by
implementing computationally expensive schemes. In this paper,we consider theOver-
complete Local Principal Component Analysis (OLPCA)method for image denoising
and its main issues. More in detail, we investigated the impact of the Singular Value
Decomposition on the OLPCA algorithm and its high computational cost. Moreover,
we propose a fine-to-coarse parallelization strategy in order to exploit a parallel hybrid
architecture and we implement a multilevel parallel software as a smart combination
between codes using NVIDIA cuBLAS library for Graphic Processor Units (GPUs)
and the standard Message Passing Interface library for cluster programming. Experi-
mental results show improvements in terms of execution time with a promising speed
up with respect to the CPU and our old GPU versions.
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1 Introduction

A common task in the Magnetic Resonance Imaging (MRI) field is image denoising.
Over the last few years, several techniques have been proposed to face the image
noise removal problem, for small structures without excessive blurring (see [4,7], for
details). Among these methods, some performing and robust denoising approaches
are the Joint Linear Minimum Mean Squared Error (JLMMSE) [30], Non-local
Means (NLM) [3,15,26], Adaptive Non-local Means (ANLM) [24], Principal Com-
ponent Analysis (PCA) [5,28] and Local PCA (LPCA) [25]. For completeness, other
approaches are based on the minimization of a suitable cost function [6,18,20,21]
. In this context, Diffusion Weighted Imaging (DWI) has received much attention
because of its feature to measure the microscopic motion of water molecules within
tissue.

In this paper, we choose the LPCA scheme, in order to exploit the multi-directional
redundancy of the multicomponent Diffusion Weighted (DW) images. In particular,
we resort to the Overcomplete LPCA (OLPCA) method, discussed in [23], where for
each pixel in an image, local estimates are combined in order overlap little portions of
the image. However, the huge amount of computational resources demanded by this
method is a critical issue.

We started from previous works [9,10], where we have designed and implemented
a hybrid CPU and Graphic Processor Unit (GPU) parallel version of the OLPCA
algorithm. Indeed, recently on the track of current developments of GPUs for High
Performance Computing (HPC), many algorithms has been accelerated, with good
results [8,14,17,19,22,27].

To be specific, we have chosen to parallelize some basic modules by using Com-
pute Unified Device Architecture (CUDA)1 on a GPU architecture, combining the
shared and global memories. The GPUs are massively parallel architectures that effi-
ciently work with impressive performance improvements. However, the use of GPUs
requires a deep understanding of the underlying architecture and ad hoc thread based
algorithms.

Unfortunately, in our previous software there was a bottleneck for the overall
parallel application: the most expensive linear algebra task in OLPCA algorithm,
the Singular Value Decomposition (SVD), was processed on the CPU. Clearly, we
observed that making the SVD computation in a sequential manner on CPU, caused a
slowdownwhich inevitably affects performance. Generally, the SVD is a very difficult
routine to parallelize. To have an idea of possible parallelization strategies, we refer
to [2].

Furthermore, in another work [12], our aim has been to perform an SVD profiling in
aGPU-CUDAenvironment in order to analyse how to speed up theSVDcomputational
task. We investigated how cuBLAS and CULA optimized libraries could support our
analysis. We reported tests for a group of SVDs showing execution times of a SVD
performed on a CPU (Intel Core i7 860 @ 2.80Ghz) and a GPU (NVIDIA Quadro

1 http://www.nvidia.com/.
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K5000 4Gb). In the GPU version, we performed a SVD decomposition comparing
two libraries: CULA2 and cuBLAS.3

GPUperformance gains are noticeablewhen the squared inputmatrix size increases,
while the CPU version performs better when the problem size is small. However, in
the OLPCA algorithm, the SVD is performed on many small matrices. Once again,
this critical issue seems to encourage a sequential implementation for the OLPCA
method as many of them can be performed simultaneously with a proper approach.

In addiction, we resume an idea proposed in [11,13] and the recent trend to adopt
hybrid architectures, i.e. High Performance Computing (HPC) environments [1],
where special purpose devices are chosen with the aim to improve performance of the
overall application [16,29].More in details, we resort to a hybrid architecture based on
a cluster of multi-processors environment, equipped with GPU devices. Therefore, we
propose to exploit the multilevel parallel paradigm for such hybrid computing system,
in order to implement a novel parallel algorithm for the OLPCA method.

In our paradigm, the parallel implementation resorts to: (i) the cuBLAS library, to
perform basic linear algebra operations and the SVD computation; (ii) the Message
Passing Interface (MPI) library4 for the domain decomposition, to overtake the space
limitation issue of GPUs. In this way, we design a fine-to-coarse parallelization by sug-
gesting a coarse-grained strategy, which enforces concurrency among cluster nodes,
by means of the problem decomposition. Conversely, to compute local problems, we
use a fine-grained parallelization strategy using suitable cuBLAS routines.

Finally, we prove that the proposedmultilevel parallel framework is able to leverage
the computational power of the hybrid architecture adopted, on its full capability.More
precisely, the proposed strategy allows us to calculate the SVD necessary for the DWI
denoising algorithm in a much shorter time as opposed to the sequential approach and
we report some tests to prove it.

The paper is organized as follows. In Sect. 2 we give a short description of the
OLPCAalgorithm and our previous parallel implementations. Then, in Sect. 3, we pro-
vide implementation details for our novel hybrid parallel software.Moreover, results of
our work are reported and discussed in Sect. 4. Finally, in Sect. 5 we draw conclusions.

2 The Parallel OLPCA Method

TheOLPCAmethod is used to perform the denoising of sequences ofDW images (usu-
ally affected by Rician noise). They have a multi-directional structure generating 4D
sequences along axes (x , y, z and k), where the last dimension displays the k directions
of the microscopic motion for each slice (see Fig. 1).

The OLPCA method takes advantage of the multi-directional redundancy of that
multicomponent and works as follows: let xp be a voxel of a three-dimensional DW
image, the 3D patches, surrounding xp in any direction k, are reordered as a column

2 http://www.culatools.com/.
3 https://developer.nvidia.com/cublas.
4 http://www.mcs.anl.gov/research/projects/mpi/.
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Fig. 1 DWI sequence

Algorithm 1 The LPCA scheme
1: for each X do
2: C = XT X //covariance matrix,
3: C = WDWT //singular value decomposition
4: Y = XW
5: Ŷ = threshold(Y, τ ) //thresholding step
6: X̂= ŶWT //denoised output
7: end for

vector of a matrix X with N × K components, where N are the patch items and K
the directions. The scheme of the LPCA method is listed in the Algorithm 1.
More in detail:

– the matrix W contains the eigenvectors, while the diagonal matrix D contains the
eigenvalues

– a SVD is computed for each matrix X of size N × K ,
– the threshold τ is equal to the local noise variance level γ · σ

– the matrices WT and W−1 are equal because W is an orthogonal matrix.

Finally, the Overcomplete rule, for each voxel, combines all the estimates as follows:

x̂i =
∑

j

1

1 + ||Ŷ j ||0
. (1)

In a previous work [10], we have proposed a parallel implementation of the OLPCA
method, which exploits (i) the natural multidimensional structure of the DW images
and (ii) the numerous floating point operations of the OLPCA algorithm itself.

Here, we summarize, asmuch as possible, only the basic concepts about our parallel
OLPCA implementation. It consists of some GPU-parallel modules of the algorithm
on top of a three-dimensional computational grid, as big as the 3D basis of the DW
image. This way, a voxel (i, j, z, k) is associated to each thread, in all its k directions.

In Fig. 2 we can observe the three-dimensional computational grid of threads,
coloured in green, while the 4D DW image is represented by cyan cubes (each cube
is a direction of the image). A single thread in the grid is coloured in red, while its
competence voxels, in the DW image, are highlighted in orange in the k available
directions.

123



532 Int J Parallel Prog (2018) 46:528–542

Fig. 2 Distribution thread with competence elements

This parallel algorithm combines use of the shared and global memories in the
OLPCA computational tasks. In this way, although the access times for the global
memory are higher than the shared memory, we can benefit the absence of space
constraints.More in detail, the algorithm uses four CUDAkernels for removing Rician
noise in DW images.

(i) The first kernel constructs the matrix X locally and computes both the mean of
each column of X and the covariance matrix for each voxel (i, j, z). Data are
all declared and computed in the shared memory. Afterwards they are moved to
the global memory.

(ii) The second kernel, using a combination of shared and global memories, com-
putes the product between the matrices X and W (in the shared memory) and
assigns the result to the matrix Y (defined in the global memory), on which a
threshold is then applied.

(iii) The third kernel computes the inverse PCA, reconstructing, in the global mem-
ory, the restored matrix X̂ by using eigenvectors moved from shared to global
memory. Afterwards the kernel performs the overlapping.

(iv) Finally, the last kernel computes, entirely in global memory, the weighted mean
for each voxel in the restored output image.

Notice that for all kernels the block size is:

nThreadPerBlock.x × nThreadPerBlock.y × nThreadPerBlock.z,
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while the grid dimension is:

⌊
LENGTH

nThreadPerBlock.x

⌋
×

⌊
WIDTH

nThreadPerBlock.y

⌋
×

⌊
DEPTH

nThreadPerBlock.z

⌋
,

where LENGTH and WIDTH are the number of rows and columns, respectively, and
DEPTH is the depth of the DW image. Moreover, the structures used are tailored with
a dimension able to contain the data for each thread in all the k directions.

TheSVDtask in this softwarewasprocessedon theCPU, causing a slowdownwhich
inevitably affects the performances. In other words, this GPU approach is affected by
a bottleneck found in the OLPCA SVD software and a few considerations have to be
addressed to solve this issue. In the next section we will illustrate how we bypassed
this problem.

3 Hybrid Implementation

Here we propose a solution to the bottleneck problem of our previous parallel algo-
rithm, exploiting the hierarchical parallelism of novel architectures such as a cluster
of multi-processors equipped with GPUs. More in detail, we use a GPUs’ cluster,
which is still a challenge, for a lack in terms of efficient and general programming
model approaches. Observe that, GPUs’ clusters can provide high peak performance
at small cost, and so their importance and spreading are currently increasing among
the scientific software community.

Figure 3 shows a hybrid architecture consisting of n CPUs andGPUs. The CPUs (in
the green boxes) and the GPUs (in the orange boxes), each of which having its own
storage, communicate via an I/O Hub. More in detail, CPUs consist of more cores,
each of them with an L1 cache memory, and any couple of cores share an L2 cache
memory.

Furthermore, a basic organization of GPUs is comprised of a set of cores, or Scalar
Processors (SPs), performing simple mathematical operations and organized into a
streaming multiprocessor (SM). Each SM has a shared memory, a shared L1-cache,
and several other units. We highlight that such an architecture has many advantages.
Firstly, when the GPU performs a computation, the CPU simultaneously executes
computing operations, rather than waiting the GPU. Secondly, it is possible to observe
a reduction of the number of communicating nodes (i.e., the total communications).
This feature depends on the number of processors per number of cores in itself. Here,
the most difficult challenge is to avoid the communications among the cluster nodes
due to exchanges of data and, simultaneously, solving local sub-problems as efficiently
as possible.

Our paradigm is based on a fine-to-coarse strategy in order to implement an efficient
multilevel parallel framework. The main feature of our idea is to follow a domain
decomposition approach, while, inside each node, the local computational kernels
can be solved by using specific libraries as middleware. To be specific, the multilevel
paradigm is composed by two nested parallelization strategies:
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Fig. 3 Hybrid architectures: a cluster of multiprocessors composed of n many-core CPUs and GPUs

– The intra-node configuration, which implements a coarse-grained parallelization
strategy onmultiprocessor systems. The computing elements involved in this strat-
egy are reported in Fig. 3, in the blue broken box. This approach relies on a
suitable domain decomposition with a coarse-grained parallelism, which exploits
the intra-node concurrency of multi-processors in order to distribute among nodes
the matrices X , constructed for each voxel, as described in the previous section.
Notice that the data distribution and collection is carried out by a direct scattering-
gathering, with MPI functions.

– The inter-node configuration realizes a fine-grained parallelization strategy on a
single node with a GPU. The computing elements involved in this strategy are
reported in Fig. 3, in the red dotted box. Here, we compute the local OLPCA
algorithms exploiting the massive parallelism of the GPU inside a single node by
means of the CUDA-Nvidia environment.

Finally, combining these two configurations, we have our fine-to-coarse parallelization
strategy on a GPUs’ clusters, which allows us to implement our multilevel framework
and to achieve significant benefits. This strategyminimizes the communication among
the nodes (data must be only distributed at the beginning and collected at the end
of local operations), and especially plans the local sub-problems solution by means
of a specific middleware (for some well known computational kernel, appropriate
optimized libraries can be used).

3.1 Multi-level Approach

In order to illustrate the implementation details, we start from the description of the
OLPCA algorithm done in Sect. 2.
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The matrices X , for each voxel xp, are built on one cluster node and on GPU envi-
ronment, as illustrated at point (i) in the previous section. Therefore, their processing
can be distributed to nodes in the cluster. To be specific, we have a matrix X , for each
voxel xp, p = 1, . . . , L × W × D, where:

L = LENGHT, W = WIDTH, D = DEPTH,

are the number of rows, columns and the depth of the DW image, respectively.
Suppose we have a cluster of μ processors, then the L × W × D matrices will be

scattered to all processors. This means that each node (with ID: Id ) will be working
with nloc matrices, where:

nloc =

⎧
⎪⎪⎨

⎪⎪⎩

⌈
L×W×D

μ

⌉
if Id < mod(L × W × D, μ)

⌊
L×W×D

μ

⌋
if Id ≥ mod(L × W × D, μ)

More in details, we use the MPI_Scatter and MPI_Broadcast basic routines of
the MPI library, to distribute data among processors, following the inter-node parallel
approach.

Then, each node should execute the Algorithm 1 on GPU environment, for nloc
matrices. Following the intra-node parallel approach, each node computes the tasks
(ii), (iii) and (iv) on our GPU, as described in Sect. 2. Moreover, here we add a new
GPU-parallel task for the SVD computation of a high number of C matrices of small
size, which will be described in the next subsection.

Finally, results are collected by means of the MPI_Gather routine of the MPI
library, following the inter-node parallel approach and using the Overcomplete rule
defined in (1).

3.2 SVD Factorization by Batches CuBLAS Routine

Here, we focus on how to parallelize a specific class of problems, where we request
a solution for a group of identical problems, namely a Single Instruction Multiple
Data (SIMD) operation. Such operations leverage data-level parallelism and allow to
focus on distributing data across different nodes in order to achieve multi-level paral-
lelism. Moreover, the SVDs are independent to each other. Organizing this problem
in batches is the logic next step.

In such a case study, a way of exposing parallelism on a GPU is to perform the
same cuBLAS routine on multiple independent problems simultaneously. While it is
possible to achieve this by executing multiple cuBLAS kernels over several CUDA
streams, batched cuBLAS routines naturally allow this type of parallelism for specific
operations (GEMM, GETRF, GETRI, TRSM and GEQRF). In the past few years,
NVIDIA introduced such batched operations in its cuBLAS and cuSOLVER libraries.

As we pointed out in [12], these interfaces are best suited for particular circum-
stances, that is large batch sizes (number of matrices > 1000) and small matrix size
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Fig. 4 Golub and Reinsch factorization scheme

(matrix size < 32). Our case study relates to this category of problems. Our batch size
consists of more than 650.000 matrices each of size 14 × 14. Unfortunately, due to
lacking of a SVDbatched routine in the cuBLAS and cuSOLVER libraries, we decided
to leverage the aforementioned batched routines, specifically cublas<t>geqrfBatched
for QR factorization, and implement the Golub and Reinsch (1970) algorithm to ulti-
mately obtain a SVD of multiple small matrices.

Briefly described in Fig. 4 is the Golub and Reinsch algorithm to obain a SVD of
a matrix A. It consists of two main steps:

– Convert the input matrix to a bidiagonal form using Householder transformations.
– Diagonalize the resulting matrix through QR transformations.

The key computational task in this case is the QR factorization. cuBLAS batched QR
routine has 8 parameters: (i) a handle to cuBLAS, (ii) and (iii) the width and height of
thematrices (14×14), (iv) an arrayAarray of pointers tomatrices stored in a column-
major format, (v) thelda dimension, (vi) an arrayTauArray of pointers to vectors of
dimensionmax(1,min(m, n)), (vii) an output parameter which is zero if input param-
eters are valid, less than zero otherwise and (viii) the batch size, namely the number
of pointers in Aarray. For each Aarray[i], for i = 0, . . . , batchSize−1,
the cublas<t>geqrfBatched routine performs a QR factorization using Householder
reflections. Each output matrix Q[i] is stored in the lower part of each Aarray[i]
and is represented by the product of elementary reflectors. As stated by cuBLAS doc-
umentation, this function is intended to be used for matrices of small sizes where the
launch overhead is a significant factor. cuBLAS batched operations accept matrices
of arbitrary dimension but only support a compute capability of 2.0 or above.

4 Experiments

The computing environmentwe used to develop, execute and test theMultiLevel GPU-
parallel OLPCA algorithm is a cluster in which each node is equipped with a CPU
Intel Core i7 (2.8GHz), 8GB of RAM memory and a GPU Nvidia Quadro K5000,
with 1536 CUDA cores, 2.1 TFLOPS in single precision, 4GB GDDR5 of memory
size and 173GB/s of memory bandwidth, Network: 1Gb Ethernet, Switch CISCO
Layer3.

In the following we describe the tests performed and the results achieved in terms
of accuracy and performance. Quality of denoising is assessed by using as reference
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Fig. 5 The ground-truth images used

Table 1 Noisy images with
depth z = 0 and direction k = 0

Noise level (%) Threshold
factor

Truth-noise Truth-denoise

Image k = 0

3 3.5 39.3627 40.4992

5 4 35.1357 36.0129

7 5.5 32.5834 33.3899

9 5.5 30.6760 32.8739

a sample image free of noise, namly a ground-truth,5 in NIFTI format. Starting from
this image, various percentages of Rician noise were added, in order to obtain noisy
images to be restored. DW images used in this work have size 176 × 176 × 21 × 10,
where: 10 are the directions (i.e. 6504960 voxel) and the LPCA method is able to
denoise all the images for each z and k, where z is the depth of the diffusion weighted
image and k is the direction. In the accuracy tests, we reported results related to a
fixed z = 0 in the directions k = 0, 5, 9. In Fig. 5, the ground-truth images we have
chosen are shown.
The metric used for the quality is Peak Signal-Noise Ratio (PSNR):

PSNR = 10 log10
L2

MSE
,

where L is the maximum voxel value and MSE is the mean square error. PSNR
values for the two sample images used, obtained varying the noise, are reported in the
following.
By observing Tables 1, 2 and 3, in which each row represents an image with a fixed
noise level (3, 5, 7 and 9%), it is possible to note that when noise level increases, the
PSNR between ground-truth and noise tends to decrease. Moreover, in conditions of
equal noise, the PSNR values in the last columns of Tables 2 and 3 are higher than
those reported in Table 1. This is due to the fact that the DW images have a signal/noise

5 Available at http://brainweb.bic.mni.mcgill.ca/brainweb/.

123

http://brainweb.bic.mni.mcgill.ca/brainweb/


538 Int J Parallel Prog (2018) 46:528–542

Table 2 Noisy images with
depth z = 0 and direction k = 5

Noise level (%) Threshold
factor

Truth-noise Truth-denoise

Image k = 5

3 3.5 40.0504 46.4654

5 4 36.5721 43.7716

7 5.5 33.606 42.1731

9 5.5 31.471 40.4865

Table 3 Noisy images with
depth z = 0 and direction k = 9

Noise level (%) Threshold
factor

Truth-noise Truth-denoise

Image k = 9

3 3.5 40.2151 46.8808

5 4 36.6531 44.0942

7 5.5 33.7361 42.1145

9 5.5 31.5565 40.5904

Table 4 Execution times (in
seconds) for the SVD task, depth
z = 0 and direction k = 5

SVD (CPU): 650496 QR (GPU): 5003 SVD (GPU): 5003

Image k = 5

35.17 1.23 14.25

ratio lower than other kinds of images. Ultimately, the PSNR shows that the algorithm
produces output results with a good accuracy from a numerical point of view. In Fig. 6
we reported the case z = 0, k = 0, 5, 9 and noise level equal to 3%.

In the followingwe show the results about the performance tests.Wefirst report tests
performed on the core computational task, namely the SVD (see Table 4). We remind
that for one direction k, the dataset size is: 176 × 176 × 21, i.e. 650496 voxels. For
each of them a SVD factorization must be computed. Here we report the execution
time only for direction k = 5, but the execution times for other directions k is it’s
always the same, because the computation remain unchanged.

The CPU version is based on the SVD implementation provided by the OpenCV
library; while, in the GPU version, cuBLAS QR batched routine represents the core of
this particular batch computation. More in details, we considered 130 (μ) nodes in our
cluster so to achieve a batch size of approximately 5000 matrices for each node. We
then compared CPU and GPU performance for such batch size, taking into account
that to have an SVD the Golub and Reinsch method needs to perform approximately
10 QR decomposition.

We derived the following: to process 650, 000 SVD in CPU environment requires
more time than 5000 × 130 SVD on GPU environment with our algorithm, because
these are performed simultaneously. In other words, while GPU performance is worse
than the CPU version on such a batch size, exploiting a hybrid architecture and spread
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Fig. 6 Top noisy (3%) and denoised images with z = 0 and k = 0.Middle noisy (3%) and denoised images
with z = 0 and k = 5. Bottom noisy (3%) and denoised images with z = 0 and k = 9
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Table 5 Execution times (in
seconds) for OLPCA, depth
z = 0 and direction k = 5

CPU CPU+GPU ML_GPU

Image k = 5

52.17 36.54 19.62

650, 000 matrices on this hybrid solution allows us to achieve better performance than
the sequential CPU version: decompositions are computed in the same amount of time
one node computes a batch of 5000. Moreover, with proper use of device memory,
increasing the batch size more parallelism could be exploited.

Finally, in Table 5, we report the comparison between our old CPU−GPU parallel
software (CPU+GPU), the serial version on CPU and the novel hybrid multi-level
parallel software (ML_GPU).

5 Conclusions

In order to provide a fast denoising algorithm for DW images, we presented a hybrid
GPU-parallel software based on the OLPCA method. Our approach uses a fine-to-
coarse parallelization strategy in order to exploit a parallel hybrid architecture inwhich
codes using NVIDIA cuBLAS library for GPUs and the standardMPI library for clus-
ter programming are combined. The proposed multilevel parallel framework is able
to leverage the computational power of the hybrid architecture adopted, minimizing
communication among nodes and solving the local sub-problems by a specific opti-
mized library. Our results show significant improvements in terms of performances
with respect to the CPU version. As a future development, we will investigate on
the implementation of a multiple SVD GPU kernel where each thread executes an
independent decomposition of a matrix. In this a way data locality could be better
exploited, and probably overhead could be minimized, improving also the speed-up.
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