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Abstract. The risk of fires is ever increasing along with the boom of urban build-

ings. The current methods of detecting fire with the use of smoke sensors with large
areas, however poses an issue. The introduction of video surveillance systems has
given a great opportunity for identifying smoke and flame from faraway locations
and tackles this risk. Processing this huge amount of data is a problem with using

these video and image data. In recent times, a number of methods have been pro-
posed to deal with this challenge and identify fire and smoke. Image processing algo-
rithms for detecting flame and smoke, motion-based estimation of smoke, etc are

some of the methods that are proposed earlier. Recently, there has been an array of
methods proposed using Deep Learning, Convolutional Neural Networks (CNNs) to
automatically detect and predict flame and smoke in videos and images. In this

paper, we present a complete survey and analysis of these machine vision based fire/
smoke detection methods and their performance. Firstly, we introduce the fundamen-
tals of image processing methods, CNNs and their application prospect in video
smoke and fire detection. Next, the existing datasets and summary of the recent

methodologies used in this field are discussed. Finally, the challenges and suggested
improvements to further the development of the application of CNNs in this field are
discussed. CNNs are shown to have a great potential for smoke and fire detection

and better development can help prepare a robust system that would greatly save
human lives and monetary wealth from getting destroyed from fires. Finally, research
guidelines are presented to fellow researchers regarding data augmentation, fire and

smoke detection models which need to be investigated in the future to make progress
in this crucial area of research.

Keywords: Fire smoke detection, Fire, Smoke, Convolutional neural networks, Image processing, Deep
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1. Introduction

Fire is one of the major disasters that human-kind faces due to the increasing
number of cases each year. The development of more buildings and the crowding
of spaces has spiked the problem to highly dangerous levels. For instance, accord-
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ing to the National Fire Protection Association (NFPA) [9], a highly developed
country such as the United States responded to an estimated 1,318,500 fires in the
year 2018. Of the total 3,655 civilian fire fatalities and 15,200 civilian fire injuries,
home fires caused 74 % or 2720 civilian fire deaths. There was a total of $25.6 bil-
lion direct property loss as a result of fires.

Due to the fast spreading characteristics of fire, the major challenge is to put
out the fire at the initial stages where it can be done, rather than spending hours
and hours with increasing risk posed to firefighters and human lives trying to
extinguish the fire that has now spread everywhere in the vicinity. Fire detection is
an area, where existing and newer technology can be used to immediately tackle
the impending crisis.

Today, most of the buildings have built-in smoke sensors and fire alarm sys-
tems. This is traditionally the most commonly used fire detection system. The sys-
tem relies on the fact that smoke as a result of fire, rises up and triggers the
smoke sensors installed mostly at the ceilings of the buildings or may use a combi-
nation of humidity, temperature and other factors [58]. The sensors then further
activate the fire alarm and fire suppression systems. This method, being fairly
robust has an inherent delay of smoke rising above and hitting the smoke sensor.
This delay in most cases can cause the fire to spread rapidly beyond control and
thus, needs to be limited as low as possible. An approach to tackle this is by using
common surveillance system’s video and image data.

In videos or images, fire can be generally characterized as orange or yellow
flames which move from side to side. Smoke can be characterized as a combina-
tion of a white, grey and black plumes that contain tiny particles of soot or burnt
particles. Smoke arises due to the burning of materials by fire, which can be
caused due to various reasons such as arson, electrical sparks, chemical reactions,
etc. Smoke is typically heavier than clean air and rises up and moves rapidly pro-
pelled by the fire’s voracity. Detecting fire or smoke in videos or images poses its
own set of challenges. The system that is deployed should be able to distinguish
between images that actually have fire in them and images which have the colour
of orange or yellow flames but do not have fire in them. The system should also
be able to detect smoke, and distinguish between foggy environment and actual
smoke. Thus, the system should be robust, accurate and have a very low to nil
false detection rate. Furthermore, the usage of videos from surveillance cameras
has led to a new type of problem, processing the images. The video cameras pro-
duce a stream of videos or images. This large amount of data needs to processed.
If done manually, this practically infeasible work would take a huge toll on the
workforce. Therefore, with the aim of making the system accurate and as autono-
mous as possible, numerous methods and systems for fire and smoke detection
have been proposed.

Traditionally, the methods explored for detection are flame and smoke detec-
tion using basic image processing techniques such as flame detection using colour,
motion, etc. The newer technologies, especially in the field of computer vision and
supervised learning, such as deep learning, have given a great hope for application
in this smoke and fire detection field. Convolutional neural networks (CNNs), a
part of deep learning based systems, have been successfully used in various image
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recognition due to their superior performance compared to traditional image
recognition methods.

There are detailed survey papers [10, 15, 39] in the domain of video based fire
and smoke detection. The authors of [39] focussed more on hand crafted static
and dynamic feature based smoke and fire detection models like features based on
colour, texture, and wavelet transform domain which depicted the presence or
absence of fire/flame and smoke in the scene. They covered more of the basic lay-
out of traditional smoke detection in video sequences and outlined the common
steps like foreground segmentation, feature analysis for ROI identification and
classification of smoky/non-smoky regions in the image. Cetin et al. [10] over-
viewed a collection of papers on short range (less than 100 m) fire detection sys-
tems. They presented a detailed investigation of the underlying algorithms—static
feature and dynamic extraction and checked the appropriate techniques. They
take the survey in the direction of applying Artificial Intelligence to the smoke
and fire detection process and bring it down into an engineering problem. The
works discussed in our survey are advanced in terms of accuracy and speed as
compared to those methods discussed in [10]. Most of the models discussed in [10]
are around hand crafted features and are prone to generalisation error of the clas-
sifier used. The classifiers by the year of 2013 were not advanced like 2020 models
and suffered from errors arising from data-imputation, data-retrieval, variance,
biasing, scaling, hyper-parameter and approximation.

The comprehensive survey of Gaur et al. [15] presented deep learning based
smoke-fire detection systems and discussed their strengths and weaknesses. They
recommended the use of blended features—hand-crafted features and the deep
learning model engineered features in the process of smoke and fire detection.
This current review is augmenting the survey of [15] and adds value to it by a
detailed discussion about the eight benchmark datasets used for evaluation. This
aspect will be helpful for the researchers in order to test any model they develop
and also to have a reproduce-able research facilitating fair comparison. Further,
the deep learning models are evolving at a rapid rate and new variants are discov-
ered frequently, each specialised for specific image characteristics. This survey
introduces around nine such CNN variants which have been successfully deployed
for smoke and fire detection and thus helps the researchers to try these variants
either in isolation or as ensemble models. Approaches employing motion detec-
tion, infrared flame detection and contextual object detections are also discussed
which augments the survey of [15]. Finally few recommendations for CNN archi-
tectures for smoke and fire detection, segmentation and classification into smoky
and non-smoky regions are also provided. These guidelines would help researchers
in this field to investigate machine vision systems for smoke and fire detection
from video sequences.

In this paper we aim to explore and analyse the recent advanced methodologies
used in the field of image recognition of fire and smoke and their systems, as well
as summarizing these approaches along with recent implementations of CNNs in
this field. These approaches use deep learning model engineered features and pro-
vide more accuracy and fast detection than the traditional machine learning algo-
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rithms. The summary of the methods broadly covers the relevant methodologies
that were used from 1996 to 2020.

We intend to review the recent image analysis based methods for autonomous
smoke and fire detection and discuss their pros and cons. Moreover, motivated by
the success of the recent deep learning based methods for autonomous visual
inspection in related applications, this paper provides detailed recommendations/
guidelines for the design and development of a machine vision based smoke and
fire detection system. We discuss the challenges in the design and development of
deep learning methods for smoke and fire detection and provide future research
directions. This paper also opens avenues for further research in this domain and
poses open research questions for researchers pursuing this area. The following
are the contributions of this work:

1. Provide a comprehensive review of image analysis based methods for autono-
mous smoke and fire detection.

2. Propose a complete smoke and fire detection pipeline using CNNs for event
detection, classification and segmentation.

3. Discuss challenges and opportunities in the design and development of deep
learning based methods for automatic smoke and fire detection.

4. Highlight open problems and future research directions for research and devel-
opment of machine vision systems for autonomous smoke and fire detection.

The paper is structured in the following format. Firstly, the basics of CNNs are
described along with a brief about the basic image processing techniques. Sec-
ondly, their application in the field of flame or fire and smoke detection is dis-
cussed. Thirdly, the datasets and the environment setup used in the development
is overviewed. Fourthly, analysis of the various traditional image processing meth-
ods as well as deep learning methods that are implemented is presented. Finally,
the challenges faced through this analysis are explored, followed by some solutions
that can be implemented to solve them.

2. Smoke and Fire Detection Methodologies

2.1. Basic Image Processing Techniques

Traditionally, image processing methods use commonly used feature extraction
and segmentation techniques to extract the required features from the images.
These features are then compared to a set of features that are corresponding to
the required object to be detected. If the extracted features from the images match
or are similar to the required object’s features, then the image can be considered
to have the same object. Another method for classifying the extracted features can
be done through machine learning methods such as support vector machines
(SVM) classifiers.
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2.2. CNNs Overview

Convolutional Neural Networks (CNNs) are deep learning networks, an advanced
form of machine learning that are primarily used for visual imagery with images
and videos being the input data.

Generally, a convolutional neural network consists of an input layer and an
output layer, with multiple hidden layers. These hidden layers of a CNN usually
consist of a series of convolutional layers that convolve with a dot product or
multiplication. Common layers include the activation layer, also known as RELU
layer, followed by more convolutional layers such as pooling layers, fully con-
nected layers, normalization layers. They are known as hidden layers due to the
masking of the inputs and output by the activation function and the final convo-
lution. A commonly used CNN network’s block diagram is shown in Fig. 1. The
main use of the layers of the CNN is to extract features and automatically learn
useful information from the input data without involving pre-processing and fea-
ture selection and extraction techniques. Convolution, the main process behind the
CNN feature learning and extraction, is done through applying a sliding dot pro-
duct mathematical operation of matrices of weights across the entire data of each
of the input data, generating of feature maps. This is then usually followed by
pooling, a process by which the dimensionality of the feature maps is reduced,
resulting in the highlighting of more important and essential features[1, 56].

Thus, the hidden layers of the CNN determine which type of features are being
focused on, extracted and learnt by the network. As a result, each variation of the
layers of the CNN determine which specific application the network would suit
for. Along with these, the input data’s focus also determines the level of perfor-
mance a CNN would provide. A high noise input data would contain high unnec-
essary details, causing a wrong input of training information to the network.
Convolutional neural networks can be classified based on their kernel dimensions
where 2D-CNNs consists of kernels of two dimensions whereas 3D-CNNs consists
of kernels of three dimensions. The usage of CNNs have been greatly demon-
strated with the introduction and development of AlexNet [31], ResNet [18, 19],
GoogLeNet [48] and VGG-Net [47] amongst others.

Figure 1. A basic Convolutional Neural Network (CNN) block
diagram with two convolutional layers, two pooling layers and a fully
connected layer.
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A number of methods have been developed in the recent years in the field of
fire and smoke detection through traditional image processing methods and
through the use of CNNs through deep learning. The traditional image processing
methods mainly use the basic image processing techniques with algorithms for
identifying fire and smoke, and use machine learning algorithms to classify the
results. They involve multi-step feature processing and extraction. A common
workflow involved in traditional image processing methods is depicted in Fig. 2a.

CNNs which are deep learning based methods, detect and learn features auto-
matically. Thus, the process applies to all the images and dataset in a unified fash-
ion, thereby eliminating the possibility of errors. A common workflow involved in
CNN based methods is depicted in Fig. 2b.

3. Datasets and Environment Overview

Since both the major methodologies, image processing methodologies and CNNs
require the use of images for processing, training and testing, some of the com-
monly used and publicly available datasets are given below. Although, there
doesn’t exist a standard dataset for the purpose of smoke or flame detection,
majority of the below described datasets are frequently used in conjunction with
additional images or videos an author may wish to use. The environment setup
overview for the two methodologies are also briefed in this section.

3.1. Fire and Smoke Datasets

3.1.1. MIVIA Fire Detection Dataset A fire and smoke detection dataset has been
provided by MIVIA Research Lab of University of Salerno in [8, 13], separately.
For the fire dataset, a collection of 31 videos are provided. It is composed of, first
14 videos characterized by the presence of fire while the second 17 videos do not
contain any fire, but contain objects and events usually detected as fire such as
smoke, clouds and red coloured objects moving in the scene. For the smoke data-
set, 149 videos, each 15 minutes long is provided. The videos are acquired in real
environments and from other sources.

Figure 2. Workflow diagrams of the two categories of flame and
smoke detection methods. a Traditional image processing based
methods, b Convolutional Neural Network (CNN) based methods.

596 Fire Technology 2021



3.1.2. Firenet Dataset Firenet dataset is a fire dataset that is provided by Arpit
et al. [22, 23] from fire and non fire videos that are captured and obtained. The
dataset is comprised of 46 videos consisting fire scenes, 16 videos consisting of
non fire scenes and an additional 160 images consisting of non fire scenes. In total
the dataset consists of 62 videos and 160 images.

3.1.3. Fire Flame Dataset A comprehensive image dataset for fire and smoke
detection is given in [7] by Deep Quest AI. The dataset consists of images of 3
classes: Fire, Smoke and Neutral. Each of the classes have 1000 images split as
900 images for training and 100 images for testing. Thus, there are a total of 3000
images in the dataset. Figure 3 shows few sample images from this dataset.

3.1.4. Video Smoke Detection Dataset A video smoke detection dataset consisting
of smoke images and videos is released by Dr Feiniu Yuan in [70]. The dataset
website consists of 3 smoke videos and 3 non smoke videos. There is a database
of smoke and non smoke images with 4 sets of data with Set 1 consisting of 552
smoke and 831 non smoke images, Set 2 consisting of 668 smoke and 817 non
smoke images, Set 3 consisting of 2201 smoke and 8511 non smoke images and
Set 4 consisting of 2254 smoke and 8363 non smoke images. In addition to these
image datasets there are an additional 648 black and white smoke images and two
sets of non smoke datasets each consisting of 27707 and 28760 images respec-
tively.

3.1.5. VisiFire Dataset A video dataset for fire and smoke detection is given in
VisiFire [3]. A publicly available sample dataset consists of video clips of 4 classes:
Fire, Smoke, Other and Forest Smoke. The Fire clips set consists of 13 videos
consisting of fire scenes. The Smoke clips set consists of 21 videos consisting of
smoke scenes in various environments. The Other clips set consists of 2 videos
consisting of cars in one and fire in the other. The Forest Smoke clips set consist
of 4 videos consisting of smoke in forest areas. Thus, there a total of 40 video
clips in the sample dataset.

3.1.6. State Key Laboratory of Fire Science (SKLFS) Dataset A comprehensive
image and video dataset for fire and smoke detection is given in [41] by State Key
Laboratory of Fire Science. The dataset consists of 36104 smoke and non-smoke
images, with block labels and textures. There are 30000 synthetic image and video
datasets and 3578 real image and video datasets on which the deep learning mod-
els are trained and developed. The synthetic smoke and non-smoke images have
different parameters of rendering, lighting and wind being set randomly in a cer-
tain range for diversity. Since different sets of the parameters influence directly the
appearance of synthetic smoke images, these images will be realistic or non-realis-
tic.

3.1.7. KMU Fire and Smoke Dataset A video dataset for fire and smoke detection
is given in KMU Fire and Smoke Database [29, 30]. A publicly available sample
dataset consists of video clips of 4 classes: indoor & outdoor (short distance
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flame), indoor & outdoor (short distance smoke), wildfire smoke, and smoke or
flame-like moving object. Totally there are 308.1 MB video sequences in these
four categories.

3.1.8. Corsican Dataset The Corsican Fire Database [51] aims to provide a com-
mon dataset of multimodal wildfire images and videos. It provides categories of
fire and background properties and is designed to be an evolving database over
time. It contains visible spectrum and near infrared (NIR) images in its current
form. Additionally, this database contains video sequences captured simultane-
ously in color and NIR spectrums. These image sequences can serve in the study
of multispectral fusion algorithms, the analysis of the performance of fire segmen-
tation in these spectrums, the use of motion for fire segmentation, etc. The users
can also contribute to the database by uploading their own images, image sequen-
ces (visible, infrared, etc.), corresponding ground-truth, and the image parameters.

3.2. Software and Hardware Environment Overview

Image processing algorithms are usually developed in MATLAB or OpenCV,
both of which are high level programming languages and numerical analysis envi-

Figure 3. Sample images taken from a fire and smoke image dataset
from [7]. Commonly, fire and smoke datasets consists of images or
videos mainly in two categories, containing fire and smoke and
sometimes others for training and validation purposes.
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ronments that are predominantly used in computer vision based methodology
development [43].

In case of deep learning models, the programming language that is mainly used
is python. Many frameworks are based on python for deep learning, which
include Tensorflow, Keras, Theano, Pytorch, etc. Tensorflow and Keras are the
most popularly used deep learning libraries with python. CNNs which are deep
learning techniques, greatly depend on these frameworks and thus involves a huge
amount of mathematical computation for training, generating and setting weights
for the neural network. As a result, there has to be a huge amount of input data
to be fed in, and thus a large amount of memory required to hold and process
this amount of information. Thus, graphical processing units with multiple com-
puting and superior matrix processing capabilities, greatly aid in the processing of
these data.

Nvidia’s CUDA (Compute Unified Device Architecture) is a parallel computing
platform and application programming interface (API) that supports Nvidia’s
CUDA-enabled GPUs to use their computing cores to process these data and
information [57]. The usage of GPUs for the training and testing of deep learning
algorithms has accelerated the development process.

For the development of the basic image processing techniques and superiorly
advanced CNNs which are deep learning algorithms, these commonly available
programming languages and tools are used.

4. Image Analysis based Fire, Flame and Smoke
Detection Systems

Fire flame and smoke detection are the primary indicators for early detection of
fire in the surroundings. Therefore, research is primarily focused in this field with
the aim of improving the recognition of flame and smoke. The methods and the
systems proposed by some of the research works are presented below.

Prior to the introduction of deep learning based image recognition, image pro-
cessing algorithms were most widely used along with feature extraction and selec-
tion techniques. Each of these feature extraction and selection techniques used a
unique characteristic of the image such as colour, motion, patterns to help identify
the smoke or flame, due to the distinct characteristics of it. These extracted fea-
tures are then compared with a set of existing standard features through machine
learning or other classifiers to classify the image as containing smoke or fire. Some
of the image processing algorithms used in the field of smoke and flame detection
are given below.

4.1. Hand Crafted Feature based Smoke Detection Systems

In [44] Russo et al. propose a smoke detection method based on Local Binary
Pattern (LBP) and Support Vector Machine (SVM). An Approximate Median Fil-
tering Algorithm is applied initially to subtract the background from input frame.
Next, shape based filtering method is applied to obtain the region of interest.
Then, LBP values and histograms are calculated from the pixels of the region of
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interest to build a feature vector. Bhattacharyya coefficients are also applied to
verify the smoke region for accurate results. In the end, an SVM is used to clas-
sify the region of interest as smoke or not. The method achieves a high accuracy
rate of 93.27% on a dataset created from videos.

In [49], Tang et al. propose a smoke detection method using local binary pat-
tern, where the motion region is extracted by background subtraction method and
every motion area is processed to obtain local information. Each block’s texture
feature is extracted using local binary model. The texture features of the smoke
texture are then used to get the texture feature for smoke image extraction. A sup-
port vector machine is then used to classify the extracted features. The method
achieves a very good detection rate of 97.238 % and very low 2.176% false alarm
rates on a dataset created using images.

Earlier in [69] Yuan et al. propose a novel video-based smoke detection method
based on using a histogram sequence of pyramids. Initially, a 3-level image pyra-
mid is constructed by using a multi-scale analysis and local binary patterns (LBP)
(used due to rotation and illumination invariance) are extracted at each level of
the image pyramid with uniform pattern, rotation invariance pattern and rotation
invariance uniform pattern to generate an LBP pyramid. Similarly, local binary
patterns based on variance (LBPV) for the same patterns are taken to generate an
LBPV pyramid. An enhanced feature vector is constructed by computing the his-
tograms of the LBP and LBPV pyramids and concatenating them. For distin-
guishing between smoke and non-smoke objects, a neural network classifier is
trained and used. The method uses a database created from images for training
and testing. It achieves a very high detection rate of above 95.3% and a very low
2.3% false alarm rate.

A smoke-detection framework for high-definition video is proposed by Liu
et al. in [34] wherein, small smoke image blocks are used to match the image fea-
tures of the motion area in the video and further utilizing support vector machine
classifier for smoke recognition. For the purpose of extracting the areas for classi-
fication, ViBe algorithm and a few other methods are used. This detection frame-
work uses spatial and frequency domain features. In the extraction of local texture
features of the spatial domain, compensation of adjacent pixels is added and the
gradient of the symmetrical pixels is considered using the center-symmetric local
binary pattern features. Local phase quantization (LPQ) features are used in the
extraction of frequency domain features. As an improvement over this, the trisec-
tion feature fusion scheme for features in the spatial and frequency domains is
proposed. A dataset created of images and videos from publicly available sources
are used for training and testing. The framework has a very high performance
with experimental results giving an average of 97.63% true positive rate (TPR)
and an average false positive rate of lesser than 2.5%.

In [14], Gao et al. propose a forest fire smoke detection method based on a dif-
fusion model. The shape of smoke, at the generation stage is identified. The vision
and diffusion model is considered and the basic concept of smoke root is consid-
ered. While frames are being processed, stable points in dynamic areas as the
smoke root candidate points are extracted. All smoke root candidate points infor-
mation are taken by the model to generate the simulation smoke in the diffusion
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model simulation stage. The match algorithm based on colour, dynamic areas and
simulation smoke is applied to get the result. Contour features are only taken to
reduce the complexity of computation. A dataset of videos is created. The method
obtains good detection results with accuracy rate of higher than 90% and low
false detection rate of 10%, even in cloudy conditions.

Wang et al. in [54] propose a method of video smoke detection using shape,
colour and dynamic texture features. The method initially uses an algorithm iden-
tifying cone geometry feature is used to differentiate conical region from dynamic
regions. Next these conical regions are filtered by using a colour filtering algo-
rithm to test for the candidate smoke region. Then finally by using a texture filter-
ing algorithm, real smoke can be differentiated from candidate smoke regions. A
dataset of video clips is used and the method achieves good early detection and
low false alarm performances.

Earlier in a method in [76], Zhou et al. propose a video based method for long
distance wildfire smoke detection. For the initial smoke region segmentation,
Maximally Stable Extremal Region (MSER) detection method is used to extract
the local extremal regions of the smoke,reducing motion and colour dependency.
Potential smoke regions are then identified from all the possible regions using sta-
tic visual features of the smoke to eliminate the non-smoke regions. Once a poten-
tial smoke region is found, matching extremal regions in the subsequent frames
are searched for. The propagating motions of the potential smoke region are
checked based on a cumulated region approach so as to identify the distinctive
expanding and rising motion of smoke. This approach can also make the smoke
motion identification insensitive to image shaking. The proposed method is able to
reliably detect long-distance wildfire smoke and produce very less false alarms in
real-life applications.

In another method, Wei Ye et. al. in [65] proposed surfacelet transform and
hidden Markov tree (HTM) model for smoke detection. Multi-scale decomposi-
tion is used through a pyramid model on the image and the signals are decom-
posed to different directions using 3D directional filter banks. A 3D HMT model
is then built for the obtained coefficients from Surfacelet transform with scale con-
tinuity model and the Gaussian mixture model . The HMT model parameters are
estimated through expectation maximization algorithm. The dynamic texture fea-
ture value is taken as the joint probability density. A support vector machine
(SVM) classifier is trained with smoke and non-smoke videos and samples. The
joint probability density of the divided unit 3D block is input to the SVM to
determine the presence of smoke for the input image sequence. The dynamic tex-
ture descriptor takes image sequence as a multidimensional volumetric data. This
dynamic texture descriptor method achieves high detection accuracy.

In [11], Alexander Filonenko et. al. propose a smoke detection method for cam-
eras. Background subtraction is used to determine moving objects with colour
characteristics being utilized to distinguish smoke regions and other scene mem-
bers. Separate pixels are united into homogenous areas by morphology operations
and by connected component labeling methods. The image is further refined
through boundary roughness and edge density to reduce false detection rate. The
results of the current frame are compared to the previous to check the behavior of
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objects in the time domain. The method achieves a detection rate of 98% and a
dataset of images is created for the purpose of training under different lighting
conditions.

A model system proposed by Calderara et al. in [2], uses a stable background
supression module joined with a smoke detection module working on segmented
objects. This system uses two features for the purpose, energy variation in wavelet
model and a colour model of the smoke. A decrease of energy ratio in wavelet
domain between background and current image is used to detect smoke represent-
ing the variations of texture level. A mixture of Gaussians models this texture
ratio for temporal evolution. The colour model is used as a reference to measure
the deviation of the current pixel colour from the model. A bayesian classifier is
used to detect smoke in the image by combining these two features. A high detec-
tion rate of 98.5% and a low false detection rate of 4% is achieved by the system,
tested on publicly available datasets and some other source video clips.

Earlier, in [6], Yu Chunyu et. al. propose a novel video smoke detection method
using colour and motion features. Candidate smoke regions are identified by using
background estimation and colour based decision rule.An approximation of
motion field is estimated to be the result of an optical flow for which the calcula-
tion is done by a Lucas Kanade optical flow algorithm. Optical flow is calculated
for the candidate regions. The optical flow results are used to calculate motion
features which are used to differentiate smoke from some other moving objects.
Then, a back-propagation neural network is used to distinguish through classifica-
tion of the smoke features from non-fire smoke features. A dataset of videos was
created from [3] and some captured videos. The algorithm is significant for achiev-
ing remarkable accuracy of video smoke detection and reducing false alarm rate.

In [5] Chen et al. propose a smoke detection method in videos using a two rule
decision strategy of a chromaticity based static decision rule and a diffusion based
dynamic characteristic decision rule. The chromatic decision rule is deduced by
the grayish colour of smoke and the dynamic decision rule is dependent on the
spreading attributes of smoke. Through the analysis of static and dynamic fea-
tures of smoke, a two stage checking process of smoke detection is taken, wherein
the basic strategy is to extract smoke pixels by chromatic checking in the static
feature and then these pixels are further verified through the dynamic diffusion
checking to check whether it is a smoke as a result of fire or not. The method
achieves good performance.

In [53], Wang et al. propose a method based on multi feature fusion for detect-
ing smoke. The suspected region is extracted from the foreground through using a
Gaussian mixed model and background subtraction method. Colour features of
the suspected region are extracted according to the colour model of early smoke
in the RGB and HSI spaces. 2D discrete wavelet transform then is used for back-
ground blur feature extraction. The ratio of number of pixels in the suspected
region to the number of pixels in corresponding minimum enclosing rectangle is
calculated to extract the feature of contour irregularity. Optical flow method is
used to the feature of main motion direction. The feature values of colour, back-
ground blur, contour irregularity and the main motion direction are used to form
a feature vector which is used as the input vector of the support vector machine
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(SVM) for classification. The SVM parameters are optimized by Artificial bee col-
ony algorithm. A dataset is created from [3] and other sources while another part
is created from capturing videos. Experimental results for the method give a
recognition rate for smoke images 99.45% and for non smoke images 100%.
Thus, the method achieves very high performance.

4.2. Hand Crafted Feature based Fire Flame Detection Systems

In [35], Liu et al. propose a flame detection algorithm that is based on a saliency
detection technique and uniform local binary pattern (ULBP). Utilizing the colour
information of flame pixels, probability density function (pdf) of the flame pixel
colour is obtained using Parzen window nonparametric estimation. So as to
extract the candidate flame area, this a priori probability density function is fused
with the saliency detection phase. UBLP is utilized to analyze the image texture of
the candidate area and an exponential function with two parameters is utilized to
model the texture of the flame area. This is done to reduce false alarms. The
method achieved a good accuracy of 89.70%, with true positive rate reaching
99% and true negative rate reaching 75.75% on a dataset created from images
and videos.

In [16], Gong et al. proposed a fire detection method based on multifeature
fusion of flame. The method involves motion detection and colour detection of
the flame initially at the preprocessing stage. Based on the property of similarity
of the flame sequence of the image, an algorithm of flame centroid stabilization
based on spatiotemporal relation is developed. The centroid of the flame region of
each frame of the video is calculated and added to the temporal information so as
to obtain the spatiotemporal information of the flame centroid. The next step
involves extracting features such as spatial variability, shape variability, and area
variability of the flame to improve the accuracy of recognition. Finally, a support
vector machine is used for training and analysing the images to detect the pres-
ence of fire. The method is trained and tested on a dataset created from videos
and achieves a very good accuracy rate of 95.29% and a low false positive rate of
3.09%.

In [52], Vijayalakshmi et al. propose a fire and smoke recognition based on Sen-
sor node and feature of video smoke. To extract the fire and smoke region in the
foreground of the video image, Gaussian mixed model, LK optical flow method
and background subtraction from foreground methods are used. Multi feature of
fire characteristics are used in extracting information. RGB, HSI based respective
colour features of the suspected region are extracted. Two-dimensional discrete
wavelet transform is used to extract background blur feature because if smoke is
present in a scene, the contour edge of the background would become blurry. LK
optical flow method and gaussian mixed model is used to extract motion direction
feature. Now with the help of DHT 11 digital temperature—humidity sensor in
sensor node is used to extract temperature and humidity values. TIMSP430 micro-
controller is used for processing the information. Thus the video node and sensor
node extracted information are combined to identify the possibility of fire in the
scene. Experimental results on a dataset created with images show that the system
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achieves a good performance with high detection rate of 95% and a low 3% false
positive rate.

Liping et al. propose in [33] an approach for the efficient detection of flame in
multiple scenes in an image. The approach considers a set of parametric represen-
tations called Gradient Features (GF) to use as the features of flame colour chan-
ges in the image. The Gradient Features represents the colour changes in RGB
channels. A support vector machine is used to generate a set of candidate regions
and a decision tree model is used for flame regions judgement based on the Gradi-
ent Features. The proposed method was able to obtain a high precision rate of
92.36% from a created image dataset.

By utilizing texture features and optical flow method a fire detection method is
proposed by Wang et al. in [55]. Initially, the image of Pyramid is established, and
then by utilizing Local Binary Patterns (LBP) and Local Binary Pattern Variance
(LBPV), static texture features of various levels can be extracted. Because of the
turbulence characteristics of the motion of the smoke, the smoke direction is con-
sistent. An optical flow vector analysis is used to judge the movement directions
of the suspicious area contour so as to reduce the computational complexity. The
texture features of the smoke image are identified by a Support Vector Machi-
ne(SVM). Simulation results show that the proposed algorithm can achieve a high
performance with high detection rate of 89.1% and a low false detection rate of
5.4%.

In [26], Xiangang Jiang et. al. propose a static-dynamic fusion feature method
that uses a pixel’s colour moment and covariance matrix descriptor in both
CYMK and YCrCb colour space. The covariance matrix descriptors are used to
represent the singular flame’s feature in an assemble vector by analyzing rational-
ity of selection and combination of the features. A method of Blending and classi-
fication of flame’s attributes by sparse dictionary from the covariance matrix
descriptor and colour’s low order moments is used. Sparse representation classifi-
cation of flame regions is done by MP and OMP processing. The method achieves
a very high accuracy rate of 99.5% with a very low false alarm rate of 0.003%.

A method for real-time video fire flame and smoke detection that is based on
foreground image accumulation and optical flow technique is proposed in [68] by
Yu et al. The process works by using accumulation images, which are calculated
using the foreground images that are extracted using frame differential method.
There are two parameters that are used in the foreground image accumulation, to
differentiate flame candidate areas from that of smoke. The flame regions are rec-
ognized by a statistical model built by foreground accumulation image, while the
optical flow is calculated and a motion feature discriminating model is used to
recognize smoke regions. The method achieves good performance.

In the case of videos, the methods as proposed in [63] by Xuan Truong et al.
involves a multi-stage approach that is comprised of four stages. The first stage is
an adaptive Gaussian mixture model used for detecting moving regions and the
second, a fuzzy c-means (FCM) algorithm to segment the candidate fire regions
from the moving regions on the basis of the colour of fire. The third stage uses
special parameters extracted based on the tempo-spatial characteristics of fire
regions. The fourth stage implements a support vector machine (SVM) algorithm
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using these special parameters to distinguish between fire and non-fire. The data-
set is created from several video clips. The proposed method has a very high per-
formance with a true positive rate of 94.78% and a false positive rate of 5.22%.

Yadav et al. in [64] propose an optimized flame detection method wherein
motion detection is combined with a method used to detect gray cycle pixels
nearby the flame in the image which signifies the occurrences of smoke , in the
area identified as fire area earlier through colour detection. The method achieves a
high detection rate of 92.31% and a low false detection rate 7.69%, thus giving
high performance.

A image based fire flame detection method based on colour analysis has been
proposed in [20] by Horng et al. in which the fire flame is detected by using a fast
colour based analysis technique. The detection system uses a fire flame colour fea-
ture model based on the HSI colour space to be built using 70 training flame ima-
ges. The system then uses this model to seperate regions in the test videos
analysed frame by frame, with fire-like colours. Since, background noise regions
with similar fire-like colours may also occur, for the removal of these spurious
regions,the image difference method and the invented colour masking technique
are applied. The fire flame burning degree is then estimated finally, to give an
accurate fire alarm. The method achieves a high detection rate of 97%.

In [38], Marbach et al. discuss the use a method of temporal accumulation of
time derivate images (videos) to extract the best candidate fire region. Further
analysis is performed on these candidate fire regions to extract features that would
be used to detect the fire. The features are used to compute a parameter, fire indi-
cator whose pattern describes the occurrence of fire or not. The candidate fire
region is taken from the video as a result of the property of fire flames flickering,
and the changing intensity of the light emitted. YUV representation is used and a
time derivative of the video images are taken to decide this candidate fire region.
The candidate region is fixed and characteristic fire features are extracted based
on an predetermined threshold based parameter of pixels known as active pixels.
There are three main features extracted from the candidate region known as The
luminance of the active pixels, the frequency of active pixels, the amplitude of
active pixels. The method has good performance results.

4.3. Motion Detection and Contextual Object Detection Based Smoke
and Fire Flame Detection Systems

Jian et al. in [25] propose a method to extract smoke suspected regions by com-
bining two steps segmentation and motion characteristics. Initially, regions of
interests (ROIs) with smoke are identified and obtained by using two step segmen-
tation methods. This is based on early smoldering smoke appearing as gray white
or white region. In the next step, the suspected smoke regions are detected by
combining the two step segmentation and motion detection. Morphological pro-
cessing is used for extracting the smoke regions finally. The Segmentation method
uses the Otsu algorithm and the motion detection of smoke is done though using
the ViBe algorithm.
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In [27] Jinlan et al. present a fire and smoke detection method based on Suren-
dra background and gray bitmap plane algorithm. The dynamic background
based on Otsu adaptive threshold and Surendra background is used and the mov-
ing target is extracted by continuous cumulative average of moving target area.
Along with using mathematical morphology processing method, colour features is
used to extract the smoke area and the fire area is extracted by OHTA colour
space and gray bitmap plane algorithm. Experimental results show a very effective
fire detection performance of the proposed method.

In [24], Jia et al., propose a novel method of segmenting a smoke region in
smoke pixel classication based on saliency detection. The model is based on utiliz-
ing colour and motion features. Initially, smoke regions are identified by enhanc-
ing the smoke colour nonlinearly. This is followed by using enhanced map and
motion map to measure saliency. Then finally, the motion energy and saliency
map are utilized to estimate the probable smoke regions. The performance of the
proposed algorithm is verified on a set of videos containing smoke obtained from
[3] and from videos captured. In the experiments, the method achieves average
smoke segmentation precision of 93.0%, and the precision is as high as 99.0% for
forest fires.

In [36] Luo et al. propose an efficient smoke detection method by condensing
video. The method found that smoke trajectories carry special characteristics such
as smooth streamline, right-leaning line, fixed source, low-frequency and vertical–
horizontal ratio. The effectiveness of the proposed method is evaluated on a data-
set of various videos consisting of captured videos, videos from Korea CVPR Lab
[29], videos from YouTube and videos from [3]. Experimental results the method
differentiates objects which are often mistaken by other algorithms, accurately.
The ratio of correct detection is obtained as 83.0%.

In [42], Razmi et al. propose a vision based flame identification system to detect
an occurrence of fire in the video. The system uses the methodology of a motion
based background estimator, in which the first frames of the video is used to esti-
mate the background image. Then, it is used to subtract the background from
each video frame to produce foreground images and only highlights the portion of
the background that is shown by the moving objects. After that, Background Sub-
traction is applied to detect any movement in the video frames. Edge detection is
then followed to detect the variance of colour of the pixels. Prewitt edge detector
is used for edge detection. The edge detection system compares the colour differ-
ence in the image and constructs an edge based on it. The flame’s edges would
now be shown which is used to analyze the shape and type of fire for alerting fire
and smoke detection. The system uses a created image dataset and has a good
performance on the dataset.

In [73], Zhaa et al. propose a method that combines context-aware framework
with visual smoke detection. Initially, smoke is detected which is followed by con-
textual objects detection, so as to form consistent goal pairs between smoke and
remarkable objectives to estimate the smoke scene. Characteristics of colour his-
togram and fuzzification is used in smoke detection. The contextual objects are
detected using Hoff transform in certain regions where smoke is detected at the
center, in order to verify the occurrence of fire. Fusion of these two descriptors is
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the key in decreasing fire alarm false positives, as implemented through this
method. The system attains a fire alarm precision rate of 87.6% on a custom
dataset.

4.4. Adaboosted and Infrared based Smoke and Fire Flame Detection
Systems

Recently in [59] Wu et al. propose a video based fire smoke detection system using
robust AdaBoost. Camera sensors are used to detect fire and smoke videos, which
are used to extract static features such as texture, wavelet, colour, edge orientation
histogram, irregularity and dynamic features including motion direction, change
of motion direction and motion speed. These features are then used to train and
test with different combinations. An AdaBoost (RAB) classifier is proposed for
improving the training and classification accuracy for detecting smoke and fire.
The image datasets are created from pre-created datasets and captured images.
The fire smoke detection system gives a high performance based on extensive test
experiments with resulting accuracy of 91.25%, detection rate of 99.69% and a
very low false alarm rate of 0.31%.

In [32], Lee et al. use the property of smoke and fire having different shapes
and colours. They propose a fully connected system which uses two features and
an Adaboost algorithm in a linear combination for developing a strong classifier.
The local histogram feature by gradient and bin, local binary pattern value and
projection vectors for each cell is calculated. According to the histogram magni-
tude, adapted weighting value is applied to improve recognition rate. To preserve
the local region and shape feature which have edge intensity, a normalization
sequence is used. For the extracted features, an Adaboost algorithm for strong
classification is used. The dataset is created from images and in experiments the
model obtains a good recognition rate of 86.19%.

The image flame detection systems use a continuous imaging and pattern recog-
nition of Infrared (IR) images. These images are processed to remove the back-
ground noises which may be falsely identified as fire-based flames. For the
working of a similar model, the system as patented by Chan et al. [4] uses a Sili-
con (Si) Charge-Coupled-Device (CCD) array to detect the IR images and filtered
by a narrow band IR filter centered at 1140 nm wavelength to remove false
alarms in the field of view. The system processes the image in the digital format
first by thresholding and then binarizing the images and then performing a pattern
recognition by using statistical evaluation methods. The system has a good perfor-
mance.

5. Deep Learning Model based Fire, Flame and Smoke
Detection Systems

5.1. Convolutional Neural Networks (CNNs)

CNNs are being extensively deployed across applications that require image
recognition tasks due to their high efficiency and performance with good recogni-
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tion rates. However, each CNN model varies depending on the implementation
technique and as a result, performance varies. CNNs are the most preferred due
to the automatic feature learning of smoke and flames specific feature. Figure 4
depicts a general smoke and fire flame detection architecture using CNN. CNNs
used in the field of smoke and flame detection are given below. Figure 5 shows a
sample detection of fire flame and smoke in the image.

5.1.1. Dual Channel CNN In [74], Zhang et al. propose a Dual-Channel Convolu-
tional Neural Network (DC-CNN) using transfer learning for detecting smoke
images. On the first channel of the network, an AlexNet network with transfer
learning which is used to extract generalized features, is designed as the main
framework of the entire network. The extracting of detailed and specific features
is done on the convolutional neural network on the second channel. The two
channels of the network are trained separately and their features are fused in the
concat layer for robustness detection of smoke in the images. The network
achieved a detection of over 99.33% on a publicly available dataset obtained from
[13] and other sources.

Earlier in [17], Gu et al. devise a smoke detecting deep dual-channel neural net-
work (DCNN). The proposed model consists of dual channels of deep subnet-
works. In the first subnetwork, sequentially connected multiple convolutional
layers and max-pooling layers are present. Batch normalization layer is selectively
appended to each convolutional layer for reducing overfitting and making training
faster. The first subnetwork is shown to be good at extracting the detailed infor-
mation of smoke, such as texture. In the second subnetwork, in addition to the
convolutional, batch normalization, and max-pooling layers, two important com-
ponents are added, one is the skip connection for avoiding the vanishing gradient
and improving the feature propagation, while the other is the global average pool-
ing for reducing the number of parameters and tackling overfitting. The second
subnetwork can capture the base information of smoke, such as contours. A con-
catenation operation is then applied to combine the aforementioned two deep sub-
networks to complement each other. Experimental results conducted on the
publicly available smoke detection database in [8] verify the proposed DCNN’s
high detection rate that is above 99.5% on average. Furthermore, this DCNN
only employs approximately one-third of the parameters needed by the compara-
tively tested deep neural network. This model network presented an excellent
detection rate of over 99.5%, with lesser parameters required by the network.

In another method of utilizing Dual CNNs, Pundir et al. in [40] propose a
robust method for smoke detection which is based on a dual deep learning frame-
work. The proposed architecture makes use of framework based on Deep Convo-
lutional Neural Networks. The first deep learning framework is used for
extracting image based features from smoke patches, using the superpixel algo-
rithm. These features consists of smoke texture, smoke colour, sharp edge detec-
tion and perimeter disorder analysis. The second deep learning framework,used
for extraction of motion based features like smoke moving region, growing region
and rising region. Here, an Optical flow method is used to capture the random
motion of smoke. These are then input into Deep CNN for extracting motion
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based features. Both the features are used to train a Support Vector Machine and
end to end classification, that is the CNN classifier. This powerful network has an
detection rate of 97.49%, trained and tested on a dataset that is created from var-
ious videos and images. Thus, the network can handle challenging imaging condi-
tions.

Since fire and smoke vary in texture and as a result of the variance of the cap-
tured images in terms of colour, angle and lightning conditions, the usage of a
Dual Channel CNN is very advantageous for the purpose of detecting and identi-
fying them. The usage of two CNNs allows a more comprehensive feature extrac-
tion process, which in turn allows the trained model to detect and identify smoke
and fire with a higher accuracy and tolerance to variance as a result of the deeper
and detailed feature learning by the model. However, the usage of two CNNs
increases the model size and complexity and as a result is compute intensive to
train as well as deploy.

5.1.2. Dark Channel CNN In [46], Shi et al. propose to detect smoke by combin-
ing dark channel image input and a relative concise convolutional neural network
(CNN). To differentiate between the smoke and the background, the dark channel
of the image is used. The system has a superior performance with an accuracy
rate of 98.41% trained on a dataset created using multiple images.Smoke is tradi-
tionally detected through the usage of colour and shape features. However, detec-
tion of smoke through using these features is not consistent in multiple scenarios.
Here, a Dark Channel transform of the image helps significantly by differentiating

Figure 4. A basic architecture of CNN based fire and smoke detection
and alarm systems.
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the background and the foggy regions of the images, emphasizing on the smoke,
which then can be easily detected by the CNN. Although this method achieves a
good performance in terms of detection, Dark Channel transform of the image to
be checked is still an overhead for the machine that is performing the detection
process.

5.1.3. Spatio-Temporal CNN Hu et al. propose in [21] for a video smoke detec-
tion, spatial-temporal based convolutional neural network and a real-time detec-
tion architecture utilizing a multitask learning strategy for recognizing smoke and
estimating optical flow thereby capturing inter-frame motion features and intra-
frame appearance features simultaneously. This overcomes one of the main CNN
disadvantages that is avoiding inter-frame motion features and thereby achieves a
97% detection rate with 3.5% false alarm rate trained and tested on a custom cre-
ated dataset with images frames obtained from videos.

Figure 5. Sample detection of fire flames and smoke in images.
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With many methods focusing only on the static features of smoke, one primary
disadvantage that is identified is high accuracy rates comes at a cost of signifi-
cantly high false alarm rates as a result of the high difficulty to distinguish smoke
in images. Here, the spatio temporal CNN, effectively, demolishes this disadvan-
tage as it uses both the static motion features of smoke from multiple frames in
videos to distinguish it from other similar objects. This ensures a superior accu-
racy rate while giving a very low false detection rate. Since the spatio temporal
CNN is based on using consecutive video frames to detect and distinguish smoke,
processing in real time is pretty intensive and thus difficult.

5.1.4. Deep Multi-Scale CNN Yuan et al. propose a design based on a basic
block of convolutional neural networks (CNNs) and stack these for a novel deep
multi-scale CNN (DMCNN) for smoke recognition in [71]. Several parallel convo-
lutional layers with the same number of filters but different kernel sizes are used
as the basic blocks for scale invariance. Every convolutional layer is succeeded by
batch normalization for normalizing the output of the convolutional layer. The
basic blocks sum up all normalized output from multi-scale parallel layers and
then activates the resulting sum as the final output of the block. To fully extract
scale invariant features, eleven basic blocks are cascaded and then by a global
average pooling and a 2D fully connected layer to construct the DMCNN. Exper-
imental results through training and testing the model on a custom dataset con-
sisting of images conclude that the model achieves more than 97.28% detection
rate and 98.63% accuracy rate and lesser than 0.48% false alarm rate.

In yet another approach to tackle translation, scale, rotation and illumination
invariance problems that is posed by using of fire and smoke images, the
DMCNN method effortlessly solves this by using a multi-structure block based
kernel approach. This solves the key issue of scale invariance and ensures high
accuracy rates while limiting the false alarm rate to low levels. An inherent disad-
vantage of using this approach is the complexity of the model as a result of the
deep layers and multiple filters that are implemented. As a result, the model might
not be able to get deployed or used on low-end machines.

5.1.5. Faster R-CNN In [28], Kim et al. propose a deep learning-based fire detec-
tion method using a video sequence imitating the human fire detection process. A
Faster Region-based Convolutional Neural Network (R-CNN) is used to detect
the suspected regions of fire (SroFs) and of non-fire based utilizing on their spatial
features. Then using a Long Short-Term Memory (LSTM), the summarized fea-
tures within the bounding boxes in successive frames are accumulated to classify
whether there is a fire or not in a short-term period. The decisions for successive
short-term periods are then taken and combined in the majority voting for the
final decision in a long-term period. This is supplemented with the calculation of
the areas of both flame and smoke and their temporal changes are taken into
account to interpret the dynamic fire behavior with the final fire decision and
detection. This system achieves a 97.92% accuracy and a very low 2.47% false
detections on a custom dataset created from thousands of images obtained from
videos and some available datasets.
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In an earlier technique, Junying et al. in [72] propose an object detection
method based on deep convolution neural network for smoke detection. Initially,
feature extractors such as Inception Net and Resnet are substituted in various
neural network object detectors for Faster R-CNN, Single Shot MultiBox Detec-
tor (SSD) and Region based Fully Convolutional Networks (R-FCN). Next, the
object detection algorithm parameters are optimized on the MSCOCO dataset and
further trained conducted on the smoke detection dataset. The model trained on
the datasets achieves a good speed and accuracy with mean average precison
(mAP) resulting in 56.04%.

The Faster R-CNN based methods achieve excellent accuracy rates and fast
performance as a result of the optimization of the feature extraction and region
identification techniques through the use of a Region Proposal Network (RPN).
However, this process of using a RPN also suffers from the failure to identify the
features as a result of invariance created through multiple imaging angles, lighting
and scale giving rise to significantly higher false detection rates while requiring sig-
nificant computation cost and hence cannot perform as effectively in real time.

5.1.6. Recurrent Neural Networks (RNNs) Another convolutional neural net-
work-based algorithm proposed by Yin et al., in [66] is a novel video-based smoke
detection method via Recurrent Neural Networks (RNNs). Initially, the algorithm
uses deep convolutional motion-space networks to capture the space and motion
context information. Next, a temporal pooling layer and RNNs are used to train
the smoke model to detect smoke in videos. Dataset is created from videos with
variations in illuminations and weather conditions. The network model has a high
performance achieving true positive rates of over 95% and true negative rates of
over 97%.

In [12], Filonenko et al. propose a combination of a convolutional neural net-
work (CNN) and recurrent neural network (RNN) to detect the smoke in space
and time domains. The CNN automatically builds the low level features whereas
the RNN finds the relation between the features in different frames of the same
event. Dataset is created with image frames from videos and the network achieves
an high accuracy of 91.41%.

The Recurrent Neural Network based approaches extract efficient and effective
features which form robust smoke features, from multiple domains in adjacent
frames, using which smoke is detected with high accuracy and low false detection
rates. But, the addition of RNNs to the multiple CNNs present increases the com-
plexity of the network which slows down the frames that can be processed signifi-
cantly. It also requires intensive computational power to process.

5.1.7. Deep CNNs Zhong et al. in [75] propose a novel flame detection algorithm
based on Deep CNN. Initially, a candidate target area extraction algorithm is
proposed for the recognition of the suspected flame area. The extracted feature
maps of the candidate areas are classified by the deep neural network model. The
dataset is created with videos and the method achieves a good performance with
accuracy rate in experiments reaching 97.64% and false positive rate reaching
4.9%.
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In another method of implementing smoke detection using Deep convolutional
neural networks, Yin et al. in [67] propose a novel deep normalization and convo-
lutional neural network with 14 layers to implement automatic feature extraction
and classification of smoke. In this type of CNN, the traditional convolutional
layers of a CNN are replaced with normalization and convolutional layers to
make the training process faster and boost the performance of detection of smoke.
The network achieved an excellent performance with detection rate of over
96.37% and false alarm rate below 0.60% using a dataset of images captured and
created for training and testing.

In [45], Sharma et al. propose to use deeper Convolutional Neural Networks
for fire detection in images and also enhance these networks with fine tuning
based on a fully connected layer. Two pretrained state-of-the-art Deep CNNs,
VGG16 and Resnet50, are used to develop the fire detection system. The Deep
CNNs are tested on a specifically created dataset with the system giving a good
accuracy rate of 90% and performance.

Tao et al. [50] propose a deep convolutional neural network wherein the net-
work is trained end to end from raw pixel values to automatically extract features
from images and detect smoke. The network achieves a very high 99.56% accu-
racy, 99.4% detection rate with 0.44% false alarm rate on a dataset obtained
from Yuan et al. [70].

In [60], Xu et al. propose a smoke detection method based on two state-of-the-
art fast detectors, a single-shot multi-box detector, and a multi-scale deep convo-
lutional neural network, using synthetic smoke image samples. Domain adapta-
tion is incorporated into the fast detectors for training a strong detector with the
synthetic smoke images. A series of branches with the same structure as the detec-
tion branches are integrated into the fast detectors for domain adaptation. To
optimize the model of the adapted detectors and make the model learn a domain-
invariant representation smoke detection, an adversarial training strategy is used.
Domain discrimination, confusion, and detection are used in the iterative training
methodology. The performance of the proposed approach is very high.

Deep CNNs typically employ more layers to deepen the feature extraction pro-
cess to learn more complex features for the process of identification and distin-
guishing of smoke and fire. As a result of using more complex features, false
detection rates can be contained to very low levels. The addition of more layers,
however, adds to the weight of the network and complexity, thereby increasing
processing time and limiting deployment use cases.

5.1.8. Basic CNNs In [62], Xu et al. propose a fire detection method based on
using colour features, wavelet analysis and convolutional neural networks. Ini-
tially, using a colour segmentation method, the candidate region of flame is
extracted and the candidate region of smoke is generated by the background fuzzy
model based on wavelet analysis. Then this candidate region is filtered by the
trained CNN model, and location for the position of flame and smoke in the pic-
ture is determined. A dataset was created from images for training and testing.
The method has a good performance.
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Luo et al. in [37] propose a smoke detection algorithm based on the motion
characteristics of smoke and convolutional neural networks (CNN). Initially, to
detect the suspected smoke regions, a moving object detection algorithm based on
background dynamic update and dark channel priori is used. Then the suspected
regions features are extracted automatically by CNN on which smoke identifica-
tion is performed. The method improves the detection rate to an impressive
99.8%, false alarm rate to 0.31% and accuracy to 99.7% on datasets created from
[70] and other images.

With a simplistic structure, basic CNNs based approaches are smaller in model
size, give quick results and offer versatile deployment on even low-end machines.
The tradeoffs for these benefits are the low accuracy rates and high false alarm
rates on real case scenarios due to the shallow feature learning by the CNN.

5.1.9. Deep Saliency Network Another novel video smoke detection method is
proposed in [61] by Xu et al. is based on deep saliency network. Using visual sal-
iency detection, most important object regions in an image can be highlighted. To
extract the smoke saliency map, the pixel-level and object-level salient convolu-
tional neural networks are combined. The deep feature map and the saliency map
are combined to predict the existence of smoke in an image. A complete frame-
work is proposed to detect salient smoke and predict the existence of smoke, for
application in video smoke detection, with the system achieving excellent perfor-
mance with the best accuracy rate of 98.12% on a dataset created from images.

The introduction of a combination of object level, pixel level saliency maps
through the deep saliency network enables highly accurate detection of smoke
regions in image, while remaining invariant to major factors. However, these sal-
iency maps, produced through corresponding saliency CNNs and usage of a fully
convolutional network (FCN) makes the architecture complex. As a result, the
model size is increased and with the increase in layers, it is computationally
expensive to process.

6. Challenges and Potential Suggestions

Table 1 summarizes all the works and compares each algorithm used in smoke
and fire flame detection. Figure 6 briefly mentions all the algorithms and models
discussed in this survey paper. The inference that can be arrived from this com-
prehensive analysis of the techniques used for fire and smoke detection is that the
recent technologies that are used, notably the usage of convolutional neural net-
works have led to great progress and has increased the early detection rate by sig-
nificant amounts. There is, however, a scope for improvement due to certain
existing challenges which are briefed below.

6.1. Existing Challenges

6.1.1. Limited to no Existing Fire and Smoke Datasets The first and foremost
important challenge that greatly hinders the development of deep learning meth-
ods, convolutional neural networks in the field of fire flame and smoke detection
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is the limited and or lack of curated datasets that can be used as a benchmark
and for training and testing of the neural network. So far, most of the research
work that has been done is on datasets that were created with images and videos
that were captured by the author(s) and or taken from publicly available datasets
and other sources. The annotation of fire, flame and smoke in the videos and ima-
ges has been a hugely resource consuming task. Due to this and various other rea-
sons, datasets are posing as a huge obstacle in the efficient and fast development
of specialized deep learning techniques. Incidentally, we can turn these challenges
into opportunities for future research. Specifically, we can leverage effective data
augmentation techniques for ample data generation and develop automated anno-
tation methods. Devise automated methods for quantification of smoke and fire
flame detection and research design/development of CNN based solutions for
simultaneous multi-spot detection. In the coming section, we provide potential
future research directions for handling these challenges.

6.1.2. Data Augmentation For automatic data generation, an important direction
of future research will be to devise unique data augmentation methods for data
generation. Also, it will be vital to develop automated annotation methods for
facilitating weakly supervised learning as manual annotation would not be feasible
on such a big scale.

6.1.3. Quantifying Smoke and Fire Flame Intensity Provided ample grading data
from domain experts, there is a need to design methods that can interpolate on
that data and learn to quantify the intensity of smoke and fire flame. This prob-
lem can be solved with effective data augmentation techniques, and especially gen-
erative adversarial networks may prove to be quite useful for this problem, due to
their recent success in similar settings. According to this proposal, the generator
network generates a rating for the smoke and fire flame intensity, where the dis-
criminator network attempts to discriminate it in terms of whether it is at which
level—low, medium and heavy.

6.1.4. Simultaneous Multi-Spot Detection To counter the challenge of simultane-
ous multi-spots of smoke and fire flame detection, it is vital to resort to CNNs,
owing to their inherent capabilities and success in recent literature. CNN’s are an
inherent choice for simultaneous detection of multi-class categories, which is con-
sidered a fact after their triumph on large scale data having thousands of classes.
Hence, the design and development of CNN based machine vision systems for
robust visual inspection of leather and hides is an important future research direc-
tion.

For challenging cases, where an image scene contains several spots of smoke
and fire flame having a high degree of variability, the traditional CNN based
methods may not obtain the best results. This can be achieved through an ensem-
ble of CNNs.

6.1.5. Performance Issues As a resulting factor of the issue of non-availability of
standard datasets, one method cannot be judged as better than other and
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employed in the detection process. Also, due to the usage of customized datasets,
one method might be better in detecting fire alone, but not smoke and vice-versa.
The reduction in false positive cases and improvement in accuracy is still awaited.

6.1.6. Interoperability Issues The fact that the system cannot be trusted to give
the fire suppression systems total control is also a main problem. This system is
completely autonomous, and works on camera inputs and takes decision on the
algorithm. If suppose, the system considers a white object or heavy fog as smoke
or an orange object as fire flame, the system would falsely trigger the suppression
systems causing unexpected damage. If coupled with the existing sensor based sys-
tems directly, it would either render both of the systems inefficient and unreliable.

6.2. Potential Suggestions

To improve the early detection of fires, which will most certainly reduce the risk it
poses for human lives and monetary things, researchers can develop new method-
ologies for fire and smoke detection centered on CNNs. Some of the potential
suggestions for making the methodologies better are:

1. Designing CNNs with completely new architectures with smoke and fire detec-
tion focus.

2. Developing CNNs in similar areas.
3. Advanced image processing techniques added into CNNs.
4. Building hybrid CNNs with each CNN specialising on a specific area of fire

and smoke detection.
5. Using transfer learning.

To engage the fire suppression systems and alert fire tenders, it is highly required
that these systems be integrated with the existing smoke and fire sensors for
improving the detection rate and provide a non-failure system in any situation. As
far as the detection of fire goes, it is necessary that the CNNs detect both fire and
smoke and prevent fog or any other smoke like particles such as clouds and fire
like orange lights, get falsely detected as smoke or fire. More focus should be
engaged in the reduction of these false detections for increasing the robustness of
and trust on these vision-based fire and smoke detection systems.

7. Conclusion

The early precise detection of smoke or fire is the best approach to identify and
tackle a fire that already has started , before it gets out of hand. To this specific
purpose, many CNNs and image processing based methods and systems have
been proposed for detecting smoke and or fire in images and videos. Convolu-
tional neural networks, which are a very significant and important deep learning
frameworks have been analysed in brief, with their application and advantages to
this specific detection task discussed.
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A comprehensive analysis of these CNNs and image processing methods and
systems has been presented in this paper detailing their methodologies, datasets
and their performances. The methods and systems that have been discussed are
notable works published from 1996 onwards.

The basic inference that can be made is that the application of CNNs in detect-
ing smoke or fire in images and videos has yielded notably significant high perfor-
mances. These existing methods and systems have drawbacks and challenges with
them. Thus, the improvisation of algorithms in CNNs promises a hope for
improving the early detection and controlling of fires, and related detection based
areas of research such as object detection and identification as well. In this work,
we highlighted the challenges that exist in the design and development of CNN
based solutions for smoke and fire flame detection, where ample training data,
quantification of smoke and fire flame intensity and high variability of multi-spots
are some of the greatest challenges. We also presented research directions for fel-
low researchers that should be investigated in the future to overcome these chal-
lenges and enable advancements in this very important area of research.

Figure 6. Summary of the different categories of smoke and flame
detection methodologies.
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