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Abstract. Towards the development of a more rigorous approach for coupling col-
lected fire scene data to computational tools, a Bayesian computational strategy is
presented in this work. The Bayesian inversion technique is exercised on synthetic,
time-integrated data to invert for the location, size, and time-to-peak of an unknown
fire using two well-known forward models; Consolidated Model of Fire and Smoke
Transport (CFAST) and Fire Dynamics Simulator (FDS). A Gaussian process surro-
gate model was fit to coarse FDS simulations to facilitate Markov Chain Monte
Carlo sampling. The inversion framework was able to predict the total energy release
by all fire cases except for one CFAST forward model, a 1000 kW steady fire. It was
found that insufficient information was available in the time-integrated data to distin-
guish the temporal variations in peak times. FDS performed better than CFAST in
predicting the maximum energy release rate with the posterior mean of the best con-
figurations being 0.05% and 2.77% of the true values respectively. Both models per-
formed equally well on locating the fire in a compartment.

Keywords: Fire forensics, Bayesian statistics, Inverse problems, Surrogate modeling, Fire dynamics sim-
ulator

The fire forensic analyst has a challenging job. The analyst is charged with identi-
fying and collecting data/evidence in the severely damaged post-fire environment
with a goal of using these data to determine the fire evolution. The data gathering
process includes visually recording the fire scene and taking measurements and
samples at the scene [1]. Despite the challenges, the technical foundations continue
to improve for fire forensic analysis. For example, researchers are quantifying the
statistical properties of damage patterns generated by fires in otherwise similar fire
conditions [2-5]. These patterns are commonly used to determine the fire’s origin
and evolution. Hicks et al. conducted a controlled set of experiments with dupli-
cate fuel packets to determine the repeatability of producing three commonly
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noted fire damage patterns on the walls of compartments: triangle, column, and
conical [2, 3]. It was found that the shapes are repeatable for these controlled
tests. Madrzykowski and Fleischmann examined the repeatability of damage pat-
terns on walls for three different fuels and quantified the uncertainty in the heat
release rate, flame height, and dimensions of the fire pattern [4, 6]. In similar
work, Mealy et al. evaluated floor damage patterns and found that they were not
consistent enough to be useful in room fires with heavy soot deposition [7]. As
improvements in fire characterization have taken place, there has also been
increasing awareness of the general need to improve the scientific and engineering
foundations in many other areas of forensic science.

One area in which improvements have been made in forensic science is the stan-
dard by which experts and evidence can be used in trials (e.g. Daubert vs. Merrell
Dow Pharmaceuticals [8]). Despite these improvements, there are still holes in the
level of reliability and validity of evidence that can be introduced in prosecutions.
To identify these holes, various engineering and science organizations including
the U.S. National Academies and the AAAS have published reports on deficien-
cies in the application of forensic science in the US [9, 10]. Among other issues, a
theme evolves on the need to improve the statistical weighting of any given
hypothesis and/or elements of evidence. Even for areas of forensic science that are
more strongly supported by scientific research (e.g., use of DNA analysis), there
continue to be issues related to the probability of match as noted by Nordgaard
et al. [11]. In that paper, Nordgaard et al. discuss and show by example the value
of a Bayesian approach (i.e. use of the Bayes factor) in developing a more formal
statistical process for hypothesis testing. This methodology for hypothesis testing
could aid hypothesis testing in many areas of forensic science, including fire foren-
sics.

Bayesian methods have been used successfully in a variety of fire problems, for
example, Wang and Zabaras use Bayesian inversion techniques to find the magni-
tude of a heat source from temperature data [12]. Biedermann et al. note the
importance of uncertainty in drawing inferences and applied Bayesian networks to
forensic fire investigation problems involving the detection of flammable liquid in
debris [13, 14]. Guo et al. used Bayesian inversion with a zone model as the for-
ward model along with measured gas temperatures to find the fire size and room
of origin within a multi-compartment structure [15]. Overholt and Ezekoye [16],
use Bayeseian techniques to invert for the heat release rate of the fire as a func-
tion of time using temperature data from room-scale experiments. Overholt and
Ezekoye also investigated the use of heat flux data to determine either the size or
the location of a fire in a compartment [17, 18].

In the types of studies cited above, inversion techniques for fire properties rely
on the availability of temporally evolving measurements of temperature or heat
flux. In reality, a fire investigator does not have access to these types of temporal
variations of detectors within the compartment. More often, the investigators have
an indication of the total amount of heating in the form of damage to many of
the surfaces in the compartment. As an abstraction of the type of damage experi-
enced by common items in a compartment fire, a surrogate sensor system can be
used to translate thermal exposures to damage metrics. This research seeks to
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address this by building an inversion framework that uses a relatively simple mea-
sure of thermal exposure, total energy per unit area (abbreviated TEA), as a data
source to issue predictions on the location and size of a single unknown fire.

Fire models are increasingly used to aid in hypothesis testing in fire forensic
cases. There is need for guidance on the overall predictive capability of these mod-
els and the quality of data required to support a hypothesis. Towards the goal of
improvements in the use of models for hypothesis testing in fire scenarios, we dis-
cuss in this paper the feasibility of a Bayesian statistics framework to identify the
location and heat release rate of a fire. Admittedly, this work has a theoretical
focus and uses data and processes not currently used by practicing fire investiga-
tors. The intent of the paper is to clarify what aspects of models and data must be
improved to issue predictions and lay a path forward for more rigorous and sta-
tistically credible use model based hypothesis testing. Better connection to the
data used by practitioners will be added as the basic framework is better devel-
oped. In this paper, several types of models are used to process the synthetic fire
damage data to understand the costs associated with this framework and evaluate
model performance. Additionally, an overview of Bayesian inversion methods for
forensic analysis is provided.

2. Bayesian Inversion Framework

Bayesian inversion can, in general, be used to estimate the probability of
unknown fire parameters when conditioned on observed data. Here, the methods
outlined in Overholt and Ezekoye [16-18] are expanded to simultaneously estimate
the distributions of fire location, heat release rate (HRR), and time to peak for
various scenarios. Additionally, these methods relied on time-resolved data to
invert for properties of the fire. As fire investigators do not have access to this
level of time-resolved data, the methods of Overholt and Ezekoye have been
extended to only use time-integrated data in the form of a simple damage model.

For this work, it is assumed that some true fire with an unknown location and
size produces a damage signature (in the form of total energy per unit area or
TEA) on the walls and ceiling of a room. Various methods exist to assess the
extent of damage to objects, and TEA is perhaps the simplest of these. Perhaps
more accurate than TEA are methods that evaluate the damage to a material as
in the use of kinetic processes to describe material degradation (i.e. core samples
in degraded gypsum, wood char growth etc.). To exercise this methodology, we
have chosen to first explore the use of TEA for a damage estimate in lieu of a
material specific kinetic model as it represents a total, time-integrated impact at a
set of locations in a room following a fire.

The Bayesian inversion framework was then used to estimate the probability
distribution of the unknown fire parameters conditioned on observed TEA data
via Markov chain Monte Carlo (MCMC) sampling with a Metropolis-Hastings
stepping algorithm as implemented in the software package PyMC [19, 20]. We
seek to estimate the posterior distribution of the unknown model parameters (0)
given some data (d) by using Bayes’ formula:
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P(0]d) = Iw (1)

with a Gaussian likelihood given by

1 dos_dre2
P(d|0):a\/2_nexp<—( b20-2p )>

where dgps is the observed data (from the true fire), dpe is the predicted by a for-
ward model, and o, is the standard deviation of the likelihood function. The for-
ward model is a numerical representation of the fire behavior that takes the
unknown model parameters as inputs and produces predictions of the fire behav-
ior (TEA in this case).

The unknown model parameters (0) are the fire location (xfy, yir), peak heat
release rate (Q), and standard deviation of the likelihood (o,). Additionally, we
introduce a time to peak parameter (f,.q) to represent a fire with a triangular
HRR profile in some cases.

In the the simplest case, the prior distributions (P(0)) for each model parameter
are assumed to be uniform (annotated U(/, u)) with lower bound / and upper
bound u:

(2)

Q ~ U(anwa thgh)a Xfire ™ U(xlow;xhigh)a Vfire ~ U(ylow,yhigh) (3)
with the additional #,., parameter only in the triangular fire case
tpeak ~ U(tlovw thigh) (4)

and a uniform prior on the hyper-parameter o, with a high upper bound to reflect
little knowledge of the standard deviation of the error in the data. If experimental
uncertainties were available, they could be used to estimate ..

e ~ U(0, 0nign) (5)

These uniform priors encompass the belief that the fire could be within the speci-
fied HRR range QO t0 Opign and located anywhere within the room. An expert
investigator could examine a fire scene and incorporate their beliefs on the loca-
tion and size of the fire in to the prior distributions. This would change the form
of the priors to more heavily weight the expert’s opinion.

Draws from the posterior distribution are generated using a Metropolis-Hast-
ings sampler initialized at a maximum a-posteriori (MAP) estimate from Powell’s
method [21]. Tuning of the standard deviations of the proposal distribution for
each parameter occurs every 1000 samples. The tuning process targets a ratio of
0.2 to 0.5 overall accepted proposals by reducing the standard deviation if the
ratio is below the target window and increasing the standard deviation if the ratio
is above the target window so that greater steps are taken between points [19].
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We choose to discard (burn) samples until the diminishing tuning condition
from Roberts is met such that tuning should be small and infrequent as the sam-
pler progresses [22]. Burning of samples is stopped once the tuning of all parame-
ters changes less than the threshold of 0.1, after which all samples are saved. In
practice, this occurs after approximately ten to fifteen thousand samples for this
specific model. A termination point for the sampler is chosen using the Geweke
score for early chain means [23].

3. Models

The Bayesian framework is exercised for inversion in the single room compart-
ment geometry depicted in Fig. 1. For this initial examination of the framework,
synthetic data generated by a high fidelity model are used as the observed data
while two lower fidelity models are used as the forward models in the inversion
process.

3.1. Domain and Synthetic Data

The Bayesian room-scale localization framework was tested on synthetic data gen-
erated from a series of Fire Dynamics Simulator version 6 (FDS) simulations with
moderately fine meshes (5 cm mesh). One case was run with a finer, 2.5 cm, mesh
to check grid sensitivity and the TEA values were found to be within 6.6% of the
values from the 5 cm mesh. If one wished to compare the FDS results to experi-
ments the 2.5 cm mesh would be more desirable, however 5 cm was selected as a

West
Window

Figure 1. Layout of experimental structure used for model. Dots
represent sensor locations where dots become darker with decreased
elevation.
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sufficiently “fine”” mesh for this work to balance accuracy and computational cost
as the 2.5 cm simulation requires approximately 20 times the computing time of
the 5 cm mesh. FDS has an extensive set of verification and validation cases that
aid the user in determining if FDS is acceptable for their application and is widely
used for modeling compartment fires [24, 25]. The FDS simulations in this work
each consisted of a single fire at varied locations in a room with fixed ventilation
conditions. Simulations take upwards of 24 h of wall clock time on 4-6 cores run-
ning at 2.2 GHz for 5 min of simulated time. Synthetic data were extracted from
the simulation in the form of time-integrated net heat flux at discrete points on
the room’s gypsum walls and ceiling with a specified level of noise added to the
raw values of either 25% of the measured value or no noise. As previously noted,
the time-integrated net heat flux is considered to be a surrogate for damage.

The room dimensions are 4.2 by 4.58 m with a ceiling height of 2.24 m as seen
in Fig. 1. There are two windows on the north and west walls of the room with a
hallway on the south side of the room leading to a doorway on the west wall. For
this work, the window on the north wall was closed while the door and west win-
dow were left open. All interior surfaces of the structure are assumed to be lined
with 1.6 cm thick gypsum wallboard. Virtual heat flux sensors were spaced as
close as 0.5 m apart along the west, north, and east walls and ceiling of the main
compartment resulting in a maximum total of 163 sensors.

To begin moving toward the ultimate goal of finding the origin of a fire in a
room with many fuel sources, we simplify the problem to finding the location of a
single fire in a compartment to develop the inversion framework and understand
the scope of the framework’s capabilities. Secondary to the location of the fire, we
seek to determine how much temporal information on the fire can be extracted
using only time-integrated data, i.e. with what level of detail can we resolve the
heat release rate (HRR) as a function of time. As is well known in the fire
research community, the HRR is the most important quantity characterizing a
fire.

It is common to represent the HRR of a burning item as one of a set of simpli-
fied shapes. The simplest parameterization of a fire is a steady HRR defined by
two parameters (HRR and duration), however this is generally only applicable to
fires generated in a laboratory. We will use the case of the steady fire as it repre-
sents the simplest experiment that can be conducted in a lab and can function as a
test case for exploring the behavior of the Bayesian inversion framework. The so
called ““triangle” fire is the next simplest parameterization and is defined by three
parameters: peak HRR, time to peak HRR, and duration. This parameterization
can be used to approximate the HRR of items such as trash bags and Christmas
trees [26]. It is anticipated that this framework is extendable to other fire condi-
tions and fuel types. For example, items such as upholstered furniture and office
workstations generally require more complicated HRR parametrization and often
use the #* fire model which includes growth, steady burning, and decay times. Fur-
ther, post-flashover fires will not be covered in this work, but they will be impor-
tant for future versions of the inversion framework. In a real compartment fire
under forensic investigation, if only a single item were involved, finding its loca-
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tion is trivial. It is important to first evaluate the feasibility of using a damage
model to locate and size a fire before applying the model to more realistic cases
where multiple items become involved and flash-over may have occurred.

For this study, four synthetic data sets were generated with FDS featuring two
HRR profiles (steady and triangular fires) and two maximum HRRs (200 kW and
1000 kW). Each case was run for 300 s of simulation time, where the steady fire is
at the maximum HRR for the entire duration of the simulation and the triangular
fire begins at 0 kW, increases linearly to the maximum HRR at 90 s and then
decreases to 0 kW at 300 s. In each case the fire was centered at 1.95 by 2.95 m
from the northwest corner of the room.

An example of the TEA on the walls and ceiling for the steady 200 kW fire is
shown in Fig. 2. The shaded contours show the area on each surface covered by
the sensors and the boundaries of the walls and windows are marked with black
lines. Windows marked with an “X” are closed and windows with a white fill are
open. The fire has a diameter of 0.32 m and its outline is marked on the top-down
view of the ceiling with double-width black lines.
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Figure 2. Synthetic TEA data (kJ/m?2) for a 200 kW steady fire where
the small square represents the fire location.
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The heating patterns seen in each HRR size and shape combination are qualita-
tively similar, differing primarily in the magnitude of the TEA imparted to the
surfaces which scales with the total energy released by the fire. There is a clear
maximum in the TEA where the plume impinges on the ceiling, indicating that the
sensors on the ceiling will be important for determining the location of the fire.
The plume tilts in the negative x direction due to the flow pattern that develops
within the compartment where most of the inflow comes from the hallway and
moves through the compartment counter-clockwise until exiting through the open
window. In the 200 kW fire case, there is a tilt in the positive y direction that is
not present in the 1000 kW cases indicating greater influence from the inflow
through the open window on the weaker fire plume.

We consider a control volume around the gas in the main compartment con-
taining the fire with an energy balance of

d . . S
EEstored = Z Mihin — Z Mouthour — qurf = O + inre (6)

where the rate of change in the energy stored within the control volume is equal
to the rate of energy entering the control volume minus the rate of energy exiting
the control volume. The energy flows are classified as flow enthalpies (mh), heat
loss to the solid surfaces (qu,f), heat loss via radiation through openings (Q,ad),

and the HRR of the fire (in,e).

Two additional triangular fire simulations (one for each peak HRR) were run
with a time to peak HRR of 210 s, and the energy budget was compared to the
90 second peak fire. Note that the change in time to peak does not change the
total energy released by the fire as the compartment does not become under-venti-
lated in any of the 200 kW or 1000 kW HRR triangular fire cases. The energy
flows are the temporally and spatially integrated components of the loss terms
from Eq. 6 separated into the energy imparted to the ceiling, walls, and floor as
well as the flow energy exiting through the open window and doorway. These
quantities are integrated in time from the inception of the fire up to the extinction
time to make general comparisons between bulk energy flows. Each term is calcu-
lated as a percentage of the total energy released by the fire (i.e. the time integral
of inre)-

Approximately 40% of the energy from the fire is absorbed by the solid sur-
faces, while over 50% of the energy exits the compartment in the form of gas
flowing out of the open window and in to the hallway. The remainder of the
energy either exits the open vents through radiation to the surroundings or
remains inside the compartment. There is an approximately 1% difference in flow
energy between different peak times of 90 and 210 s for both the 200 and
1000 kW cases and less than 1% difference in the heat imparted to the ceiling and
walls. This indicates that even without noisy data, it may be difficult to determine
the time to peak HRR from TEA data, however one can imagine that this break-
down of heat flows would be different for a more restrictive ventilation condition
resulting in a greater amount of heating on the walls and ceiling.
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Figure 3. Difference in TEA over each surface between peaks at 90 s
and 210 s for a 1000 kW triangle fire.

Figure 3 compares the difference in local heating for the 1000 kW HRR fire
with different peak times (i.e. TEAgy, — TEAjjos). The maximum difference in
TEA occurs at the sensor to the left of the fire and it is on the order of 300 kJ/
m? or about 7% of the TEA at that point. This indicates that it will be challeng-
ing to invert for the time to peak given that the difference in total heat imparted
to the solid surfaces between the two peak times is small (<5%).

3.2. Forward Models

As previously noted, the MCMC process requires a large number of forward
model calculations to exercise the Bayesian sampling algorithm. As such, signifi-
cant effort is required in generating computationally fast models. For this work,
we describe two types of models used for the MCMC computations. The first is a
physics based model, CFAST. The second is a data generated model constructed
as a Gaussian process model.

3.2.1. CFAST The first forward model to be used for the inversion process is the
Consolidated Model of Fire and Smoke Transport Version 7 (CFAST) which is a
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two-zone fire model primarily used for simulating the behavior of compartment
fires. The zone model is a simplified representation of a compartment fire that
relies on a combination of physics and correlations to predict the bulk mass and
energy transport processes for fires that occur in a compartment or series of con-
nected compartments. Net heat flux data (convection from surrounding gas, radia-
tive exchange with surfaces, gas, and fire) is collected at virtual sensors located on
the walls of the compartment and integrated in time with the trapezoidal rule in a
post-processing step after the simulation is complete to approximate the TEA.

To understand the expected performance of CFAST as a forward model in the
Bayesian inversion framework, an error surface was explored for the triangular
HRR cases with peaks at 200 kW and 1000 kW. As this requires searching over
four input parameters, two input parameters were fixed at the true values while
the other two parameters were divided into an evenly spaced grid. At each grid
point, CFAST was run for the corresponding parameter set and the /> error (Egria)
between the CFAST data (), 4.4) and the synthetic data generated by FDS (y;synn)
was evaluated at P = 163 sensors.

P
Eyrid = Z(yi,synth _yi,grid)2 (7)

i=1

Additionally, Nelder-Mead optimization was used to find the input parameter pair
with the minimum error by starting at several randomly sampled points, running
the optimizer until convergence, and choosing the point with the lowest error [27].
Local minima will be reported where applicable.

In the /% error contour plots of Fig. 4a, the fire location was varied with a fixed
peak HRR and time to peak. The minimum error is located to the left of the true
fire origin (as denoted by the bold square) and upon examination of the synthetic
TEA data on the ceiling, it can be seen that this coincides with the location of the
maximum TEA imparted to the ceiling due to the tilting of the fire plume.
CFAST does not model the flow field within the compartment and assumes that
the fire plume travels straight up from the fire’s origin. Therefore, we expect this
bias to be reflected in the inversion results. Note that there is a local minimum
near location (0, 0) in both HRR cases that is rarely encountered by the opti-
mizer.

The /% error contour plot for a fixed location with varied peak HRR and time
to peak for both HRRs is shown in Fig. 4b. There is a clear valley near the true
peak HRR (i.e. 200 kW) that extends in the direction of the “time to peak” for
all potential peak times. The findings of the energy budget analysis from Sect. 3.1
corroborate the existence of this valley as there was little difference in the energy
imparted to the walls for peak times differing by 110 s. The minimum error is
located at a peak time of 1 second, however the optimizer frequently became
stuck at other points along the time to peak valley.
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Figure 4. CFAST fire location error surface (a) and HRR and time o
peak HRR error surface (b) for a 200 kW fire. The ovutlined box in (a)
represents the boundary of the true fire from the fine mesh FDS
simulation. The circle in (b) is the true HRR and time to peak. In both
figures, the diamond is the minimum from the Nelder-Mead
optimization with CFAST.

3.2.2. Surrogate FDS The importance of ventilation effects on the behavior of a
compartment fire is a common theme found in the literature [2, 28]. The ability of
CFAST to model flow is limited to openings in the compartment that can only
add and remove mass from the two gas zones while the fire drives mass from the
lower layer to the upper layer. A computational fluid dynamics model like Fire
Dynamics Simulator (FDS) can be used with a coarse mesh to predict flow phy-
sics at the expense of increased computational time compared to CFAST. Surro-
gate models are often used to represent the output of an expensive model over a
small range of input parameters. MCMC generally requires large numbers of sam-
ples and an FDS simulation with a coarse 20 cm mesh takes on the order of
30 min of computational time for 5 min of simulated time. Creating a Markov
chain is a serial process so it may take a chain with FDS as the forward model on
the order of years to converge. Generating a surrogate model can be done in par-
allel by running a set of simulations sampled from the input parameter space and
fitting a model such as a Gaussian process regression (kriging), polynomial regres-
sion, or support vector machines [29, 30]. A naive approach would be to use lin-
ear interpolation to approximate values not directly simulated. If only a
prediction of the point estimate of the most likely input parameters were desired,
the grid search used to generate the surrogate model plus a local optimizer would
be sufficient. However, construction of the surrogate model facilitates the genera-
tion of uncertainty information on that prediction.

Higdon et al. use Gaussian processes to represent temperature as a function of
time for regulatory compliance experiments noting the computational time savings
gained by fitting the surrogate model [31]. While Higdon et al. generate predic-
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tions by sampling from a surrogate model constructed from Gaussian processes,
we use a Gaussian process regression as a linear smoother by modeling the simu-
lator (FDS) as a Gaussian process that is a function of an input vector 6 in R*,
where

0= (xﬁrevyfirev Qv tpeak)~ (8)
The standard linear regression model is
y=fX) + e AX)=Xw ©)

where the function f(X) is simply a product of some matrix X and weight vector
(w) that approximates observed data (y). The noise, ¢,, is commonly assumed to
be normally distributed with mean zero and covariance a2.

A Gaussian process is a non-parametric, multidimensional regression model
whose target predictions are informed by input-output pairs of training data. We
must construct a matrix of weights that depends on observed data and corre-
sponding inputs. The model is trained on N realizations of the simulator with
input vectors 0; and output vectors y; for i = 1,...,N. The output vectors are in
R” where P is the number of sensors at which the TEA are calculated. The input
vectors are stored in the rows of matrix X, and the output vectors are stored in
the rows of matrix Y. We define the model function, f(X), for a mean-zero Gaus-
sian process prior as follows

£(X) ~ GP(0, C(X, X)) (10)

that is parameterized by the covariance function C which depends on X.

If we have acquired a set of data (Y) at a set of input points (X), we can make
a prediction at a new point (0*) by sampling from the predictive distribution of
f(0*) given Y, X, and 60" [32]. The predictive distribution is also a Gaussian pro-
cess with a mean given by

f(0*) = C(0",X)[C(X,X) + 21 'Y (11)
and variance
v(0°) = C(6°,0°) — C(6",X)[C(X,X) + o21] 'C(X, %) (12)

In this case we will simplify this process by treating the mean of the predictive dis-
tribution as the deterministic surrogate model prediction, effectively creating a lin-
ear smoother such that f(6") = C(6",X)W where W is an N by P matrix of
weights. Note that we could sample from the full predictive distribution in the
Bayesian inversion scheme which would roll in the uncertainty associated with fit-
ting the surrogate model, however this has been omitted to keep this process in
line with using the deterministic model CFAST. Through preliminary investiga-
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tions it was found that sampling from the full Gaussian process resulted in a
change of less than one percent in the posterior means and 95% credible intervals
when compared to deterministic surrogate model for all parameters except for the
time to peak.

The underlying model that we are approximating is deterministic and there is
no measurement error in the observations (e,) so the prediction simplifies to

f(0") = c(0", X)C(X,X)'Y (13)

Therefore, the weight matrix is C(X, X)_IY which can be calculated before
MCMC sampling commences as it does not depend on the new point 6.

The covariance function (C) is chosen to be the Matern 5/2 covariance function
with a regularization term given by

V5d | 5d? V5d
C(01,02) = ‘52<1 +T+W>exp(_7> + 5(01,02),

d =16, - 0:]|,

(14)

where 0, and 6, are rows in X corresponding to input vectors with a distance (d)
between them, and t and b are hyper-parameters that must be fit to the data [32].

Cross-validation was used to fit hyper-parameters of the surrogate model
wherein a training set of coarse-mesh FDS simulations was run at an evenly
spaced grid of points in the input parameter space defined by the bounds of the
uniform priors from Egs. 3 and 4 to form matrix X. The optimal hyper-parame-
ters were determined for two HRR ranges, 50-800 kW and 850-1500 kW, due to
memory limitations of having 30,000 sample points. The location of the fire was
constrained to the main compartment and the time to peak was constrained
between 0 s and 300 s. The grid spacing for the cross-validation training set was
50 kW for the HRR, 30 s for the time to peak, 0.43 m in the x direction, and 0.47
m in the y direction resulting in Ny, = 16,000 and Ny, = 14,000 for the low and
high HRR ranges respectively. The TEA 1is collected at sensors on the walls and
ceiling for a total of P = 163 sensors.

A smaller number of input parameter vectors (N, = 100) was sampled ran-
domly from within the input space for each HRR range and run in coarse-mesh
FDS to serve as the test set for cross validation. The /> norm between the Gaus-
sian process prediction from Eq. 11 evaluated at the test points (f(Xys)) and the
coarse-mesh FDS output (Y,) was minimized with the Nelder-Mead method to
determine the best set of hyper-parameters [27]. The optimal hyper-parameter val-
ues can be found in Table 1.

min { ‘f(xtest) - Ytest‘ |2 (15)

Error contours were generated in the same manner as with the CFAST model to
gain insight in to the expected performance of the Bayesian inversion framework
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Table 1
Optimal Hyper-Parameters for the Surrogate FDS Model

HRR range b T
50-800 kW 0.16528 3.49135
850-1500 kW 0.3503 91.37655
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Figure 5. Surrogate FDS fire location error surface (a) and HRR and
time to peak HRR error surface (b) for a 200 kW fire. The outlined
box in (a) represents the boundary of the true fire from the fine mesh
FDS simulation. The circle in (b) is the true HRR and time to peak. In
both figures, the diamond is the minimum from the Nelder-Mead
optimization with surrogate FDS.

(Fig. 5). In the case of the 200 kW fire, the minimum error is located to the top
right of the true fire origin while the predicted location of the 1000 kW fire is
close to the boundary of the true fire. This is a small improvement over CFAST,
however the bias in the x direction is now to the right of the true origin indicating
that the tilt of the plume is being over-predicted in this direction. We note that
the bias errors are on the order of one to two grid cells (20 cm). We therefore
expect the prediction accuracy of the Bayesian framework with the surrogate FDS
to be on the same order as CFAST for the fire location.

Figure 5b shows the error contour for fire size and time to peak. In both peak
HRR cases, the HRR with the lowest error (represented by a circle marker) is
higher than the true value (diamond marker) due to numerical diffusion effects
from the coarse mesh size, i.e. the hot gases from the fire incorrectly diffuse
quicker than the fine-mesh FDS simulation. Therefore, a higher HRR is required
to match the TEA imparted to the ceiling. For the 200 kW case, there is an indi-
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cation that the time to peak occurs within the first half of the fire’s burn time but
the minimum is not at 90 s, and instead it is at 1 second. This is a small improve-
ment over CFAST, but will likely not be sufficient for resolving the time depen-
dent HRR profile of the fire. For the 1000 kW case, there appear to be several
local minima which could be problematic for the inversion process resulting in
chains that could become stuck in local minima.

Based on this exploration of the error surfaces, we expect that inverting for the
location of the fire and peak HRR with the Bayesian framework will be feasible
but biased with both CFAST and FDS. There will be high uncertainty in the time
to peak as the total energy released by the fire is not a function of the time to
peak and there is not a large enough difference in the TEA imparted to the sur-
faces between different peak times to overcome the model bias error.

4. Inversion Resulis

The Bayesian inversion process outlined in Sect. 2 was conducted on the following
forward models and HRR profile combinations: a steady fire with CFAST as the
forward model, a triangular fire with CFAST as the forward model, and a trian-
gular fire with the surrogate FDS formulation as the forward model. In each com-
bination, 200 kW and 1000 kW fires were examined. Each of these case studies
has the same ventilation conditions (north window closed), fire location (1.95 m,
2.95 m from the northwest corner), time to peak HRR (90 s), and test duration
(300 s).

The steady case is a four parameter inversion problem for the fire location
(X fire-yfire), constant HRR (Q), and likelihood standard deviation (o) while the tri-

angular fire case has five parameters: substituting peak HRR (Qpeak) and time to
peak HRR (#5cq) for the constant HRR. In both cases, the output quantity used
for evaluation of the likelihood function is the TEA at each sensor. The prior
bounds for the location parameters are set such that the edge of the fire is con-
strained by the walls. For the room with dimensions of 4.2 m by 4.58 m and a fire
diameter of 0.32 m, the location priors are

Xpre ~ U(0.16,4.04),  yire ~ U(0.16,4.42) (16)

The prior for fjq is a uniform distribution with bounds of 1 to 299 s indicating
that there is no prior knowledge of when the peak HRR occurs. The upper bound
of the likelihood standard deviation prior (ougs) is set at 100, reflecting little
knowledge in the misfit of the TEA data. Note that all TEA data were scaled by
dividing by the average TEA from the respective synthetic simulation. Future
work will consider different scaling scenarios for the different surfaces. In all cases
where CFAST was the forward model, the HRR prior was uniform 50 to
1500 kW. When the surrogate FDS forward model was used, the prior bounds
depended on the peak HRR being inverted for as two surrogate models were cre-
ated. For the 200 kW case, the bounds were 50 to 800 kW while the bounds for
the 1000 kW case were set at 850 to 1500 kW.
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Three variables relating to the sensors were explored for each fire type and for-
ward model combination: sensor density, noise level, and sensor configuration.
The sensor density corresponds to the spacing of the sensors where the 0.5 m sen-
sor grid uses all 163 sensors spaced on a regular grid and the 1.0 m sensor grid
uses only 40 sensors. The noise level was informed by work done by Kokel et al.
on directional flame thermometers (DFT) as these devices are used in the real
experimental structure for measuring heat flux [33]. Kokel et al. found a maxi-
mum of 25% discrepancy between the DFT measurements and a Schmidt-Boelter
heat flux gage with an average discrepancy of around 4% to 6% of the measured
heat flux. Two noise levels were applied to the synthetic data that bound the
extremes of the error measured by Kokel et al. where the low bound was set to no
added noise and the high bound was set to normally distributed noise with a stan-
dard deviation of 25% of the measured value. Sensor configuration relates to the
sensor locations used in the inversion problem. One can imagine a real fire sce-
nario where sections of the walls or ceiling are completely destroyed by the fire
and no data can be collected in those locations. Likewise, we experimented with
using only the ceiling sensors, only the wall sensors, and all of the sensors and
compared the results of the inversion process.

The results of inverting for the unknown parameters under each sensor configu-
ration were compared to the true value by plotting the posterior mean as a dot
and the 95% Bayesian credible interval as a set of whiskers on the dot represent-
ing the posterior mean. A 95% Bayesian credible interval is defined as the region
that contains the true value of a random parameter with a 95% probability. This
interval is calculated as the smallest interval that contains 95% of the posterior
samples [34]. The sample chain is sorted from lowest to highest and the interval is
taken as the two points in the sorted chain with the smallest distance between
them that contain 0.95N,, samples, where Ny, is the total number of samples
in the posterior chain after burn-in. This interval is also referred to as the highest
probability density (HPD) interval and is not necessarily equal-tailed.

4.1. CFAST Inversion Results

Figure 6 shows the mean and 95% Bayesian credible interval for the steady HRR,
x location, and y location of the fire for each sensor configuration and noise level.
The true value of each parameter used for generating the synthetic data is repre-
sented by the vertical dashed line. Predictably, the bounds of the 95% Bayesian
credible interval widen with increasing noise and sensor sparsity, and we note that
this occurs for all other cases considered in this work.

The fire location predictions correspond to the observations made in the explo-
ration of the error space from Sect. 3.2.1, where we noted that the tilt of the fire
plume is not modeled in CFAST whereas in reality the effects of ventilation cause
the plume to lean and pulse. The MCMC sampler narrows in on the place where
the plume impinges on the ceiling when the ceiling sensors are used, however
using only the wall sensors performs better in this respect as the predicted fire
locations are closer to the true location. There remains a bias toward the wall
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Figure 6. CFAST 200 kW steady fire summary of the posterior mean
and 95% Bayesian credible intervals.

closest to the fire as CFAST uses a point source model to calculate radiation from
the center of the fire while the true fire has an approximately conical shape.

The HRRs predicted by the cases where all of the sensors were used are a blend
of the ceiling and wall cases. This trend becomes more apparent in some of the
case studies with larger fires. There may be a weighting of the wall and ceiling
TEA values that will more accurately predict the HRR by balancing the known
biases of CFAST as discussed in Sect. 3.2.1. Inclusion of bias errors would neces-
sarily expand the uncertainty around these inverted values. For some applications,
work on model inadequacy has been investigated by Kennedy and O’Hagan as
well as Hidgon et al. and this could be incorporated in to future analysis of the
fire forensics problem [31, 35, 36].

A similar trend in the fire location bias toward the point where the most heat-
ing occurred was observed in the inversion results for a steady 1000 kW fire
(Fig. 7). We note that the plume impingement point of the synthetic data in the
1000 kW fire is shifted lower in the y direction than in the 200 kW fire. There is
overall greater uncertainty in the location parameters for the 1000 kW case than
in steady 200 kW fire case. There is a hard upper limit on the plume temperature
rise in CFAST and the 1000 kW fires have reached this limit. This temperature
limit results in under-prediction of the heat flux to the ceiling, which negatively
affects the ability of the inversion algorithm to find the correct maximum HRR
using CFAST as the forward model as a higher HRR would be required to over-
come this hard limit.

Figure 8 shows the posterior results of inverting for a 200 kW triangular fire
with CFAST as the forward model. The same trends are observed as in the steady
cases for the fire size and location. As expected based on the error exploration
from Sect. 3.2.1, there seems to be little indication of where the peak in the HRR
ramp lies as the chains either get stuck on one end of the “time to peak™ prior or
sample from almost the full extent of the prior bounds. However, we note that
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Figure 7. CFAST 1000 kW steady fire summary of the posterior
mean and 95% Bayesian credible intervals.
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Figure 8. CFAST 200 kW triangular fire summary of the posterior
mean and 95% Bayesian credible intervals.

even without predicting the time to peak, in most cases the peak HRR is still cor-
rectly predicted with at least one sensor configuration indicating that the total
energy released by the fire is also correctly predicted. This finding is promising as
we know that it is possible to invert for the HRR using one parameter that scales
with the total energy released. In future versions of this inversion framework,
HRR curves could be generated as single draws from a family of curves corre-
sponding to the given burned item instead of drawing multiple parameters that
describe the fire.

In the 1000 kW triangular HRR fire inversion, the posterior statistics for the
location parameters show the same bias as the previous CFAST case studies
(Fig. 9). Interestingly, using only the ceiling sensors improves the predictions of
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Figure 9. CFAST 1000 kW triangular fire summary of the posterior
mean and 95% Bayesian credible intervals.

the peak HRR, whereas using only the wall sensors results in over-prediction of
the peak HRR due to the consistent under-prediction of heat transfer to the walls
in CFAST. Time to peak predictions are either skewed towards later times or
completely unidentifiable. The inadequacy in the ability of using CFAST in the
inversion framework to predict time to peak leads to the examination of the
coarse FDS surrogate model with the hope that better prediction of the fluid flow
physics will increase the identifiability of the time to peak HRR.

4.2. Surrogate FDS Inversion Results

Based on the error space explorations in Sect. 3.2.2 we expect there to be a small
bias in the location predictions, over-prediction on the order of 10% in the peak
HRR, and improved time to peak predictions compared to CFAST for the
200 kW peak HRR case. There is also the possibility of encountering local min-
ima in the 1000 kW peak HRR case. Upon examining the Bayesian inversion
results, the majority of these expectations held true with a few notable exceptions.

In Fig. 10, the uncertainty in the location predictions for the 25% noise and
I m sensor spacing cases increased dramatically when only the wall or ceiling sen-
sors were used. There is likely a critical sensor density needed to overcome high
noise levels and recover the fire behavior. The time to peak predictions are greatly
improved compared to CFAST for the 0.5 m sensor grid, no noise case but higher
levels of noise and sensor sparsity show that the inversion process only has an
indication that the peak is more likely to occur before the half time mark at 150 s.

In the 1000 kW peak HRR cases there are similar trends in the location param-
eter mean values compared to the 200 kW peak HRR case, however there is no
longer large uncertainty in the 25% noise and lower sensor density predictions
possibly due to a higher signal to noise ratio from the 1000 kW fire that over-
comes the decreased information density (Fig. 11). The wall sensors perform the
best at predicting the peak HRR which differs from the CFAST inversion results.
This could be the result of the ceiling sensors seecing lower heat fluxes as the
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Figure 10. Surrogate FDS 200 kW triangular fire summary of the
posterior mean and 95% Bayesian credible intervals.
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Figure 11. Surrogate FDS 1000 kW triangular fire summary of the
posterior mean and 95% Bayesian credible intervals.

coarse grid smooths out the gas temperature thus lowering the temperature near
the ceiling. Therefore, when the ceiling sensors are used in the likelihood calcula-
tion a HRR higher than the true value is needed to match the TEA seen by the
ceiling sensors. As expected, the time to peak is unidentifiable as the chains either
become trapped in local minima as seen in Fig. 5 or traverse the extent of the
prior distribution.

This work has shown that by using Bayesian inversion with surrogate FDS and
CFAST as forward models and TEA data we can consistently locate a fire in a
compartment. When inverting for the peak HRR, CFAST breaks down for HRRs
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approaching 1000 kW for this geometry whereas the surrogate FDS model per-
forms well when using the wall sensors. With the exception of the 1000 kW
CFAST cases, the inversion framework was able to locate the fire within 0.76 m
of the true origin (i.e. the posterior mean was within 0.76 m of the true origin).
This study pushed the limits of using time-integrated data to determine temporal
parameters by seeking to invert for the time to peak HRR of a triangular fire.
This is ultimately a difficult task and while there are differences in the data
between different peak times, they are small compared to the magnitude of the
measurements and any noise can easily obscure all differences between temporal
variations in peak times. Despite this shortcoming, the inversion framework was
able to reasonably predict the total energy released by the fire for all cases except
for the 1000 kW fires with CFAST as the forward model. FDS performed better
as the forward model when inverting for the maximum HRR where the posterior
mean of the best configuration was within 0.05% of the true value whereas the
best CFAST configuration of the inversion framework predicted the maximum
HRR within 2.77% of the true value.

At this point, using FDS for new geometries and scenarios would not be practi-
cal as it requires a large amount of computational resources compared to CFAST.
However, it has been shown that zone models are inadequate for identification of
fire properties for moderately large fires. On the order of 10,000 forward solves
are required to get to a converged posterior distribution for the quantities of
interest using a conventional Markov chain Monte Carlo method, necessitating
the use of a surrogate model for FDS. To get the MAP, tens to low hundreds of
calls are required. While computational speed continues to increase, we learned
that there is a need to develop fast surrogate models for the forward model to
exercise the methodology.

In the future, the inversion framework could be tailored to switch between the
FDS and CFAST forward models when the HRR passes a specified threshold
where CFAST become unreliable. To fully realize this inversion framework and
take the analysis from data collection to hypothesis testing, there is a need for val-
idation experiments and a data source that can be measured at a fire scene. As it
proved to be difficult to invert for the time variation of the HRR of an item given
no knowledge of the item, future endeavors will seek to incorporate prior knowl-
edge from fire investigators in the form of a classification system for items that
draws from a family of likely HRR curves.
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