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Abstract
Query auto-completion (QAC) aims at suggesting plausible completions for a given 
query prefix. Traditionally, QAC systems have leveraged tries curated from histori-
cal query logs to suggest most popular completions. In this context, there are two 
specific scenarios that are difficult to handle for any QAC system: short prefixes 
(which are inherently ambiguous) and unseen prefixes. Recently, personalized Natu-
ral Language Generation (NLG) models have been proposed to leverage previous 
session queries as context for addressing these two challenges. However, such NLG 
models suffer from two drawbacks: (1) some of the previous session queries could 
be noisy and irrelevant to the user intent for the current prefix, and (2) NLG models 
cannot directly incorporate historical query popularity. This motivates us to propose 
a novel NLG model for QAC, Trie-NLG, which jointly leverages popularity signals 
from trie and personalization signals from previous session queries. We train the 
Trie-NLG model by augmenting the prefix with rich context comprising of recent 
session queries and top trie completions. This simple modeling approach overcomes 
the limitations of trie-based and NLG-based approaches, and leads to state-of-the-
art performance. We evaluate the Trie-NLG model using two large QAC datasets. 
On average, our model achieves huge ∼57% and ∼14% boost in MRR over the pop-
ular trie-based lookup and the strong BART-based baseline methods, respectively. 
We make our code publicly available at https:// github. com/ kaush al0494/ Trie- NLG.
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1 Introduction

Query formulation could be time-consuming for naïve users or users with complex 
information needs. Modern search engines, therefore, have a Query Auto-Comple-
tion (QAC) module to assist users in efficiently expressing their information need as 
a search query. The goal is to help users finish their search task faster by accurately 
understanding their query intent using the partially-typed prefix. While users type a 
partial search query (i.e., query prefix), the QAC system recommends a list of rel-
evant complete queries (i.e., query auto-completions or suggestions).

Most of the popular search engines adopt a two-stage approach for QAC: candi-
date retrieval and candidate ranking (Cai and De Rijke et al. 2016). A set of prefix-
preserving suggestions is retrieved from a pool of complete candidate queries in the 
candidate retrieval stage.1 Typically this is supported using a trie that records com-
plete suggestions along with their historical popularity scores computed over a time 
window. Candidate retrieval could leverage various heuristics like historical candi-
date popularity, language or region-based affinity, freshness, etc. In the candidate 
ranking stage, these retrieved queries are ranked based on a larger list of features 
including popularity, the user’s previous search intent, the user’s profile, etc. Finally, 
top-N-ranked candidates are shown to the user.

Although QAC has been studied for many decades, there are two major chal-
lenges yet to be solved. 

1. Short Prefixes: High-quality completions for very short prefixes are the most 
desirable feature for any QAC system. But short prefixes are likely to have a huge 
candidate pool from the trie, and most of the QAC models return the most popular 
completions that may not be relevant.

2. Unseen Prefixes: Trie-based systems fail to provide recommendations for prefixes 
that have never been recorded previously, i.e., not a part of the query log. We refer 
to such prefixes as unseen prefixes.

To overcome these problems, more recently, seq2seq models have gained 
attention (Dehghani et al. 2017; Mustar et al. 2020; Yin et al. 2020). Besides the 
current prefix, these neural network-based natural language generation (NLG) 
models are more powerful because they can also utilize relevant session infor-
mation to recommend personalized query completions. But even NLG models 
have the following drawbacks: (1) Unlike trie-based methods, NLG models can-
not directly incorporate historical popularity which is a very important signal. 
(2) With increased levels of multi-tasking, sessions have become heterogeneous, 
diverse and dynamic. This makes it difficult to focus on session queries relevant 
to the current prefix (Yin et al. 2020). A few such session examples are presented 
in Fig. 1. (3) Attention-based NLG methods which attempt to discover relevant 
session queries by computing similarity with prefix representations suffer when 

1 A small percent of suggestions are not prefix preserving; in this work, we focus on prefix-preserving 
suggestions only.



2308 K.K. Maurya et al.

1 3

prefixes are too short. Misleading attention leads to poor completions. (4) As the 
unseen prefixes are typed rarely, corresponding session information may not be 
very relevant.

NLG models can nicely capture the semantic relationships between existing 
session queries, prefix and completion. On the other hand, information in tries 
is like frequency-based high-confidence rules that capture relationships between 
prefix and completions in a syntactic manner. We hypothesize that jointly lever-
aging popularity signals from trie, and semantic and personalization signals from 
previous session queries using an NLG mechanism are essential for effective 
QAC. Based on this hypothesis, we propose a novel model for QAC, Trie-NLG, 
which uses a sequence-to-sequence Transformer architecture. To the best of our 
knowledge, such joint modeling of NLG techniques with popularity signals from 
trie for query auto-completion has not been studied in the literature.

Given a prefix, Trie-NLG first extracts up to top-m most popular completions 
from the trie. We utilize a trie with around one billion suggestions constructed 
using 1.5 years of past query logs (Jul 2020–Dec 2021) from Bing. For unseen 
prefixes, trie lookups lead to no (prefix-preserving) matches. To solve this prob-
lem, inspired by Mitra and Craswell (2015), we first index all suffix word n-grams 
from query logs into a suffix trie along with suffix popularity. We then lookup 
unseen prefixes against the suffix trie to extract top-m most popular synthetic 
completions. These m popularity-based completions, either from the main trie or 
from suffix trie, are augmented as extra context along with session queries and 
prefixes and passed as input to the seq2seq model. We hope that having additional 
knowledge from trie-lookup will enable the NLG model to retain/copy good qual-
ity completions along with the generation of the novel but relevant suggestions.

Overall, our main contributions are as follows:

• We motivate the need for incorporating both popularity signals from tries and 
personalization signals from previous session queries for effective QAC, espe-
cially for short and unseen prefixes.

• We propose a novel architecture, Trie-NLG, which consists of a seq2seq Trans-
former model trained using rich context comprising of recent session queries and 
top trie completions. To the best of our knowledge, this is the first attempt of trie 
knowledge augmentation in NLG models for personalized QAC.

• Our proposed model provides state-of-the-art performance on two real prefix-
to-query click behaviour QAC datasets from Bing and AOL. We also perform 

Fig. 1  Examples of session queries, prefix and completion. Queries are separated by ‘ ‖’
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several analyses including ablation studies to prove the robustness of the pro-
posed model.

The rest of the paper is organized as follows. We discuss related work on traditional, 
learning-based, and language generation-based approaches for query auto-com-
pletion in Sect. 2. Next, we formally define the problem in Sect. 3. In Sect. 4, we 
present details of our proposed Trie-NLG modeling approach. We present dataset 
details, evaluation metrics, baselines, and implementation details in Sect. 5. We pre-
sent and analyze the results of different baselines and the proposed model in Sect. 6. 
We conclude with a brief summary in Sect. 7.

2  Related work

In this section, we focus on three threads of related work for Query Auto-Completion 
(QAC), viz., traditional, learning-based, and language generation-based approaches.

2.1  Traditional approaches for QAC

Most of the traditional QAC systems leverage tries (Hsu and Ottaviano 2013) which 
store historical co-occurrence statistics of prefix and complete query pairs. The most 
popular QAC approach using trie lookups is “Most Popular Completion" (MPC; 
Bar-Yossef and Kraus (2011)) which suggests top-N most popular (frequent) queries 
that start with the given prefix. Mitra and Craswell (2015) extended this approach 
to generate candidates for rare prefixes using frequently observed query suffixes 
mined from historical search logs. On similar lines, other methods rely on term co-
occurrence (Huang et al. 2003), user click information (Mei et al. 2008), clustering 
queries  (Sadikov et  al. 2010), and using word level representations  (Bonchi et  al. 
2012). Some previous studies (Bhatia et al. 2011; Maxwell et al. 2017) also focused 
on modeling approaches when search logs are not available.

2.2  Learning‑based approaches for QAC

Query log-based approaches are usually context-agnostic and suffer from data 
sparsity issues. It is critical to leverage context for capturing personalized intent 
and behavior. To cope with these limitations, different sources of knowledge have 
been exploited in the candidate ranking stage with the learning-to-rank frame-
work  (Wu et al. 2010). These additional signals include session information  (Bar-
Yossef and Kraus 2011; Jiang et  al. 2014), user behavior  (Hofmann et  al. 2014; 
Mitra et al. 2014), personalization (Cai et al. 2014; Shokouhi 2013) and time/popu-
larity-sensitivity (Shokouhi and Radinsky 2012). Learning methods include Lamb-
daMART (Burges 2010), logistic regression (Shokouhi 2013), convolutional neural 
network (CNN; Mitra and Craswell (2015)), deep learning based ranking model 
(DRM; Zhou et al. (2018)), and eXtreme Multi-Label Ranking (Yadav et al. 2021). 
These ranking models, however, fail to generate completions for unseen prefixes. 
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Unlike these, we develop NLG models which capture personalization, learn contex-
tual input representations, and provide completions even for unseen prefixes.

2.3  NLG‑based approaches for QAC

Recently, sequence-to-sequence language model-based approaches have also been 
tried for QAC (Park and Chiba 2017; Wang et al. 2018). Given a prefix and option-
ally personalization information, these models generate prefix-preserving com-
pletions. These models can generate completions for unseen prefixes. Wang et  al. 
(2018) use LSTM (Long Short-Term Memory networks) and GRU (Gated Recur-
rent Units) based character-level language model to generate completions. Dehghani 
et  al. (2017) proposed GRUs with attention and copy mechanism to incorporate 
the most prominent part of the previous queries. Mustar et al. (2020) and Yin et al. 
(2020) proposed Transformer (Vaswani et al. 2017) based models. Yin et al. (2020)’s 
approach requires additional browsed item information and also needs CTR values 
as labels to train the model. Moreover, these generation models still fail to generate 
good completions for short and rare prefixes. Unlike these methods, we encode addi-
tional trie context along with session in the NLG model which leads to more mean-
ingful completions for short, rare, and unseen query prefixes. Note that in our case, 
additional context is obtained from tries that are a part of any QAC system.

3  Problem formulation

Consider a user u whose previous n queries (earliest to latest order) in the current 
session s are q1, q2, ..., qn . The user is typing the current query q, where p is the 
query prefix typed so far. Additionally, there are up to m candidate query comple-
tions (top-ranked to low-ranked order) c1, c2, ..., cm available as additional context 
e from a trie. We aim to generate top-N query completions conditioned on current 
query prefix p, additional trie context e, and session information s. Mathematically, 
the task can be formulated as learning a model with parameters � such that the prob-
ability of generating query q, P

�
(q|p;c1, c2,… , cm;q1, q2,… , qn) , is maximized. 

Here we consider the value of N is equal to 8, i.e., the number of auto-completions 
is 8.

4  Methodology

The proposed Trie-NLG model extracts a few completions from the trie and aug-
ments them as part of the input to an NLG model. For a given prefix, up to top-m 
completions are extracted as additional context from the trie using MPC. Those 
prefixes for which completions can be obtained from the MPC are called Seen 
prefixes, while those for which completions are not present are called Unseen 
prefixes. For seen prefixes, we leverage the main trie, and for unseen prefixes, 
we leverage a new trie called as suffix trie. These suggestions from the main or 
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suffix trie are augmented with previous queries in the session and the current 
prefix, and passed as input to the NLG model to generate accurate completions. 
Figure 2 illustrates the architecture of the proposed model. To enable a concrete 
understanding of the proposed model, we consider two running examples. For 
simplicity, we consider only the prefix and ground truth completion in the ⟨pre-
fix, completion ⟩ template. Example-1: ⟨go, google.com ⟩ and Example-2: ⟨kindle 
e-reader, kindle e-reader questionnaire ⟩.

4.1  Trie context extraction  (MPCMain)

To extend the context associated with seen prefixes, top-ranked completions are 
extracted from the main trie which has been created using 1.5 years’ worth of 
Bing query logs. Given a prefix p,  MPCMain provides up to m completions ⟨c1, c2, 
..., cm⟩ . In case the prefix is not present in the trie, the lookup will return no 
responses. For our running example-1, for the prefix go,  MPCMain returns three 
completions: google, google.com, and good. However, for running example-2, no 
completions are obtained from  MPCMain for the prefix kindle e-reader. The prefix 
go is referred to as seen prefix, while kindle e-reader is referred as unseen prefix.

Fig. 2  An overview of the proposed Trie-NLG model
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4.2  Synthetic context extraction  (MPCSynth)

For unseen prefixes, the main trie fails to provide any completions. In such cases, we 
make use of another trie called the suffix trie which is created by indexing all suffix 
word n-grams from query logs along with suffix popularity. Since the suffix word 
n-grams may not be actual queries, we call them synthetic suggestions. Formally, if 
a query contains n words w1,…wn , its substrings ⟨wi,…wn⟩ for each i ∈ {1,… , n} 
is a suffix of it. These suffixes are organized in another trie called the suffix trie. For 
a given unseen prefix pu , if the main trie fails to return any suggested completions, 
we look up the suffix trie for suggestions. Matching unseen prefixes in suffix trie 
enables locating queries that contain the current prefix pu as an intermediate word. 
The words surrounding the prefix provide additional context that is useful to gener-
ate the final query.

For example, given a query “university of west florida”, the suffix trie will store 
synthetic suggestions like “florida”, “west florida” and “of west florida”. We lookup 
unseen prefixes against the suffix trie to extract top-m most popular synthetic yet 
useful completions. Note that these lookups still attempt to match the unseen prefix 
with prefixes of suffixes indexed in the suffix trie. In this way, we will be able to 
obtain completions for unseen prefixes which can not be obtained from  MPCMain. 
We refer to this method as  MPCSynth. Although this idea is similar to one described 
by Mitra and Craswell (2015), unlike them, we consider the whole prefix and not 
only end-term of the prefix. If a prefix has multiple words, the last partial word 
is the end-term. The whole prefix has more meaningful contextual representation 
than end-term representation which leads to more accurate completions. For run-
ning example-2,  MPCSynth returns three completions for the unseen prefix kindle 
e-reader: kindle e-reader book, kindle e-reader price, and kindle e-reader questions.

4.3  Context augmentations in NLG

After obtaining trie suggestions, each data point consists of the session information 
(s), additional trie context (e), prefix (p), and the corresponding completion (q). We 
consider an Encoder–Decoder-based NLG model that takes the triplet ⟨s, e, p⟩ as 
input and attempts to generate the complete query (q). The input is provided to the 
model as a text sequence, where each element of the triplet is separated by a spe-
cial token [SEP]. Trie context, i.e., top-m candidate completions are obtained from 
 MPCMain or  MPCSynth. During model training, the input triplet is first fed through 
the encoder to obtain a contextual representation. These contextual representations 
are semantic encodings of ⟨s, e, p⟩ , which is key for the model’s performance, par-
ticularly for short and unseen prefixes. Then, this contextual representation is passed 
through the decoder to generate top-N completions.

Relevant contextual suggestions from tries help the model with additional input 
that can guide the generation process. As typically the queries in a user session are 
often correlated in terms of the user’s information need, the session context helps the 
model in understanding the user’s current requirement. On the other hand, through 
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the suggestions from the trie which is backed by historical query logs, a global per-
spective of the prefix and its possible completions preferred by a large user base can 
be obtained. The model thereby gets to see a local (concerning the user) as well as a 
global (concerning a large user pool) perspective surrounding the current prefix, and 
can appropriately utilize these inputs through language models pre-trained on large 
general-purpose corpora that understand semantic and syntactic aspects of natural 
language text. We hypothesize that the combination of these input and modeling 
choices makes the model superior for the target QAC task.

The model is trained to maximize the probability of ground truth token sequence 
with maximum likelihood estimation (MLE). So, the following loss function is 
minimized:

where D is the training dataset size, |yi| is the length of the i-th ground-truth query, 
ŷt denotes token generated at time step t. Pi

t
 is the prediction probability distribution 

at t-th decoding step to generate the next token conditioned on previously gener-
ated tokens, prefix, trie context and session. The top-N completions are generated 
using beam search. For both running examples, both  MPCMain and  MPCSynth failed 
to produce the correct ground truth completion. However, with context augmenta-
tion in NLG, it can be observed that for the prefix go, the final completion includes 
the correct completion google.com. Similarly, the prefix kindle e-reader has the cor-
rect completion kindle e-reader questionnaire. This demonstrates the effectiveness 
of augmenting additional context in the NLG for QAC systems.

5  Datasets and experimental setup

In this section, first, we provide a detailed overview of the dataset along with analy-
ses then we compare the performance of the proposed model with multiple base-
line models for the query auto-completion (QAC) task. Finally, We also provide a 
detailed analysis of the results from multiple perspectives and report ablation studies 
and case studies.

5.1  Datasets and analysis

In this subsection, we present the dataset details, including data construction steps, 
and some critical observations. We use two datasets: (1) Bing query log and (2) 
AOL public query log  (Pass et  al. 2006). The Bing dataset covers 9.08M users, 
while the AOL dataset corresponds to 0.50M users.

The raw AOL query log consists of a sequence of queries entered by the users 
along with time-stamp details. We first pre-process the dataset by lowercasing all 
the queries, removing duplicate and single character queries, and removing que-
ries with dominating (>50%) number of non-alphanumerics. Following previous 

(1)L = −

D∑

i=1

|yi|∑

t=1

logPi
t
(ŷi

t
|ŷi

0∶t−1
;p; e; s)
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studies  (Sordoni et  al. 2015; Yadav et  al. 2021), we split the sequence of queries 
into sessions with at least 30 min of idle time between two consecutive queries. We 
only retain those sessions which have at least two queries. Next, for a given ses-
sion with queries (in earliest to latest order) (q1, q2, ..., qn , qn+1) we create a triplet 
r = ⟨(q1, q2,… , qn), pn+1, qn+1⟩ where pn+1 is a sampled prefix of query qn+1 . Sam-
pling follows an exponential distribution favoring shorter prefixes. Each such triplet 
is a data point for modeling where input is all session queries except the last one, 
additional trie context, and prefix pn+1 . Ground-truth output is the last session query 
qn+1.

Unlike the AOL dataset, where the prefix-to-query information is not explicitly 
available, and the prefixes are synthetically created by splitting a full query, the Bing 
dataset consists of real prefixes. Each example of the dataset consists of the user’s 
session information s, current real prefix pn+1 , and real clicked completed query 
qn+1 . The dataset is obtained by considering only those cases where there were at 
least one past query in the user session, and the user has set their primary language 
as English.

Each dataset has two splits: Seen Dataset and Unseen Dataset. To obtain these 
splits, we use a trie with around one billion suggestions constructed using 1.5 years 
of past Bing query logs (Jul 2020 to Dec 2021). For a given prefix, if the trie con-
tains at least one completion then the prefix is called a Seen Prefix. Else, it is called 
an Unseen Prefix. The set of all Seen Prefixes (along with other search log attributes) 
is referred to as Seen Dataset and the set of all Unseen Prefixes is called Unseen 
Dataset. Statistics of Bing and AOL datasets shown in Tables 1 and 2 respectively 

Table 1  Prefix distribution statistics for Bing dataset with prefix character length

‘M’ and ‘K’ indicate that the value is in the order of millions and thousands respectively

Char length Train Validation Test

Total Seen Unseen Total Seen Unseen Total Seen Unseen

Total 20.40M 17.86M 2.54M 100K 92.43K 7.57K 100K 92.80K 7.20K
[1-5] 9.10M 8.80M 0.30M 40.68K 40.39K 0.29K 40.46K 40.19K 0.27K
[6-10] 4.30M 4.10M 0.20M 21.40K 21.07K 0.33K 21.62K 21.24K 0.38K
10+ 7.00M 4.96M 2.04M 37.92K 30.97K 6.95K 37.92K 31.37K 6.55K

Table 2  Prefix distribution statistics for AOL dataset with prefix character length

‘M’ and ‘K’ indicate that the value is in the order of millions and thousands respectively

Char length Train Validation Test

Total Seen Unseen Total Seen Unseen Total Seen Unseen

Total 3.91M 3.47M 0.44M 100K 88.73K 11.27K 100K 88.69K 11.31K
1–5 1.42M 1.42M 0.00M 35.55K 35.54K 0.01K 36.59K 36.56K 0.03K
6–10 1.15M 1.11M 0.04M 29.53K 28.67K 0.86K 29.51K 28.61K 0.90K
10+ 1.34M 0.94M 0.40M 34.92K 24.52K 10.40K 33.90K 23.52K 10.38K
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indicate that there are 12.4% and 11.4% unseen prefixes in the training part of Bing 
and AOL datasets respectively. The traditional MPC baseline leads to zero sugges-
tions for such prefixes. The AOL and BING datasets each contain three sub-splits, 
namely train, validation, and test, which are based on temporal information and are 
applicable to both seen and unseen datasets as well. The timestamps for the train, 
validation, and test datasets are denoted as ttrain , tvalidation , and ttest , respectively. It is 
stipulated that ttrain is the least recent of the three timestamps, and tvalidation and ttest 
are of increasing temporal proximity, with ttest being the most recent of the three.

To analyze the accuracy of various methods for different slices of the dataset, we 
created three prefix-length buckets: between 1 to 5 characters, 6 to 10 characters, and 
greater than 10 characters. Prefix distribution statistics with respect to each bucket 
are also reported in Tables  1 and  2 for Bing and AOL datasets, respectively. We 
observe that ∼45% and ∼36% of the prefixes from the training datasets have lengths 
less than 6 for Bing and AOL, respectively. This indicates the dominance of short 
prefixes and necessitates the design of better modeling techniques. An approach that 
provides additional context (as we propose) is promising. We also observe that ∼
80% and ∼91% of the unseen train dataset have prefix lengths 10+ characters for 
Bing and AOL respectively, which is another reason for them being less popular. 
The addition of more relevant context from tries may lead to better completions 
in such scenarios. We also observe that the average number of queries in a session 
for Bing is 5.2 and for AOL is 2.4. This provides diverse personalization contexts 
to better judge the applicability and usefulness of the models. Overall, unseen and 
short prefixes in QAC are frequent and challenging problems.

5.2  Evaluation metrics

We evaluate all the baselines and proposed model with three evaluation metrics. 
To cover multiple aspects of the evaluation, we use both ranking-oriented metrics 
(MRR) and metrics to identify the quality of the generated sequence (BLEU and 
 BLEURR). 

1. Bilingual Evaluation Understudy (BLEU): It is a popular metric used for multi-
ple NLG tasks. For our experiments, BLEU evaluates the degree of lexical match 
between the ground-truth complete query and the first ranked generated query.

2. Mean Reciprocal Rank (MRR): MRR is one of the most popular metrics for 
evaluating ranking systems. MRR score is calculated as 

 Here, Dts is the size of the test dataset and ri is the rank of the ground-truth 
complete query in the generated rank list for the ith input. If the ground-truth 
complete query is not in the generated rank list, then ri is set to ∞.

(2)MRR =

1

Dts

Dts∑

i=1

1

ri
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3. BLEU Reciprocal Rank (BLEURR Yadav et al. (2021)): It is defined as the 
reciprocal rank weighted average of BLEU score between the ground-truth query 
and generated completions. 

 where q is the ground-truth complete query and q′
i,j

 is the j-th generated comple-
tion for the i-th test example.

5.3  Baselines

Our proposed model is based on both NLG and Trie models. Such joint modeling 
of NLG systems with popularity signals from trie has not been previously explored. 
To thoroughly evaluate its performance, we have carefully selected ten diverse base-
lines, including the basic trie-based model (MPC, MPC+SynthMPC) to ranking 
(GRM) to Deep learning (LSTM, Transformers) to most recent pre-trained NLG 
models (T5, BART). In light of the superior performance demonstrated by trans-
former-based models, we have also included multiple strong transformer-based 
baselines. As our focus is on generation rather than ranking, we have selected more 
generative baselines for comparison. However, the outputs of our proposed model 
can be used as features in learning-to-rank and traditional models. The following 
baselines have been considered for our experimental evaluation: 

 1. MPCTrain: This uses the traditional MPC method (Bar-Yossef and Kraus 2011). 
The candidate rankings are obtained based on the popularity of each query from 
the historical query log. Here the historical query log is the training data itself.

 2. MPCMain: In this baseline the completions are obtained using the main trie cre-
ated using 1.5 years of historical query logs from Bing.

 3. MPCTrain + MPCSynth/MPCMain + MPCSynth: Completions are obtained using 
MPC_Train and MPC_Synth/MPC_Main for seen and unseen prefixes resp.

 4. GRM: We first represent a session, prefixes and complete query as a bag-of-
word (BOW) vector and then LambdaMART is trained with these features.

 5. Seq2Seq LSTM: Standard LSTM based sequence-to-sequence model with 
attention. Input is a prefix and the target is the complete query.

 6. Seq2Seq Transformer: Standard Seq2Seq Transformer model with architecture 
similar to T5-base. We train the model from scratch. Input is “session [SEP] 
prefix” and the target is the complete query.

 7. T5: Same as Seq2Seq Transformer, except that we fine-tune T5-base (Raffel 
et al. 2020) on the QAC dataset.

 8. BART : Similar to Mustar et al. (2020), we fine-tune BART-base (Lewis et al. 
2019) with QAC dataset. Input and output are the same as that of T5.

 9. BART + Implicit Trie Context (ITC): In this modeling, we try to augment 
trie’s knowledge implicitly. It is a two-step training procedure: (i) BART-base is 
fine-tuned using a dataset, which consists of session and prefix as input and top 

(3)BLEURR =

1

Dts

Dts�

i=1

∑N

j=1

1

j
BLEU(q, q�

i,j
)

∑N

j=1

1

j
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m suggestions from  MPCMain/MPCSynth as the target. (ii) This training check-
point is further trained with the QAC dataset, where the input is the session 
and the prefix and output are the clicked query. In the second step, we freeze 
the parameters of the first six decoder layers to retain the trie-based knowledge. 
During inferencing, the model checkpoint obtained from the second stage of 
training takes prefix and session as input and outputs the query suggestion.

 10. BART  + MPCMain: This baseline augments the trie knowledge explicitly. With 
each training example, we add up to top-m trie completions as additional con-
text. There are no completions for unseen prefixes. Input is session, prefix, and 
additional trie context and output is the clicked query.

5.4  Implementation details

The proposed model and all the baselines are implemented in Python. GRM is 
implemented using learning to rank library2 and seq2seq LSTM is implemented 
using Texar.3 All the transformer-based models are implemented using HuggingFace 
Library.4 All the experiments were conducted on eight A100 Azure cloud GPUs. 
The batch size is 128; the learning rate is 1e−4, the scheduler is ‘linear,’ the number 
of epochs is 5, and early stopping was enabled. We used the Adam optimizer with a 
max source length of 200 and a max target length of 32. BART-base has 6 layers and 
12 heads. Layer normalization was enabled and the hidden layer dimension is 768. 
For the generation, the number of beam size (i.e., k) is 8, the maximum sequence 
length is set to 16, and the repetition penalty5 is 0.6. We applied grid search for 
hyper-parameter tuning on the validation dataset and all the scores are reported on 
the test dataset. We experimented with 1, 3, 5, and 8 as values of m, the number of 
suggestions to extract from the trie. Based on the results of the validation dataset, 
m = 3 was selected for running experiments on the test data. We make our code pub-
licly available.6

6  Results and discussions

In this section, we present and analyze results of different baselines and the pro-
posed model.

6.1  Overall performance comparison

Tables 3 and 4 summarize the experimental results on the Bing and AOL datasets, 
respectively. Due to the confidential nature of the Bing dataset, we cannot report the 

2 https:// github. com/ jma127/ pyltr.
3 https:// github. com/ asyml/ texar.
4 https:// huggi ngface. co/.
5 https:// huggi ngface. co/ blog/ how- to- gener ate# appen dix.
6 https:// github. com/ kaush al0494/ Trie- NLG.

https://github.com/jma127/pyltr
https://github.com/asyml/texar
https://huggingface.co/
https://huggingface.co/blog/how-to-generate#appendix
https://github.com/kaushal0494/Trie-NLG
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exact values of the metrics. This is common practice in many previous studies (Ros-
set et al. 2018) as well. Hence, in Table 3 and the rest of the paper we report percent-
age improvement scores of the models over reference  MPCTrain +  MPCSynth baseline 
for the Bing dataset. We cannot use  MPCTrain as a reference for showing percentage 
improvements as the model does not have any completions for unseen prefixes. For 
the publicly available AOL dataset, we report exact evaluation scores across all three 
metrics. We also report percentage improvement scores of the models over reference 
 MPCTrain +  MPCSynth baseline for the AOL dataset in Table 5. Overall, our proposed 
Trie-NLG outperforms all the traditional, ranking, and generative models, across 
both the datasets (including Seen and Unseen) and all three metrics. Paired t-test 
shows that Trie-NLG outperforms the best baseline statistically significantly across 
both the datasets for each of the three metrics with a p-value less than 0.05.

Note that MPCTrain +MPCSynth and MPCMain +MPCSynth have identical results 
for “unseen” datasets. Similarly, MPCTrain and MPCTrain +MPCSynth yield same 
results for “seen” dataset. This is expected because MPCTrain and MPCMain pro-
vide trie suggestions for seen prefixes; while MPCSynth provides trie suggestions for 
unseen prefixes

Without  MPCSynth, the  MPCTrain and  MPCMain do not have completions for 
the Unseen dataset.  MPCSynth provides completions for the unseen prefixes and 
boosts the overall model performance. As expected, the generative models pro-
vide suggestions for unseen prefixes, unlike ranking and database lookup models. 
Evaluation scores of Seq2Seq Transformer and pre-trained models (i.e., T5 and 

Table 4  Results of the models on AOL dataset

Here we report exact evaluation scores, unlike the ones for the Bing dataset. We consider up to 3 comple-
tions as additional context from  MPCMain or  MPCSynth. GRM is a ranking model based on clicked que-
ries. As the Unseen dataset does not have click information, GRM models cannot be built

Seen + Unseen Dataset Seen Dataset Unseen Dataset

Models MRR BLEU_RR BLEU MRR BLEU_RR BLEU MRR BLEU_RR BLEU

MPCTrain 20.6 5.4 15.25 23.2 6.1 19.49 – – –
MPCTrain + 

 MPCSynth

31.3 12.0 40.10 23.2 6.1 19.49 95.2 58.7 95.66

MPCMain 19.7 9.9 24.44 22.2 11.2 29.75 – - –
MPCMain + 

 MPCSynth

30.4 16.6 47.76 22.2 11.2 29.75 95.2 58.7  95.66

GRM 21.8 7.3 20.69 24.6 8.3 23.33 – – –
Seq2Seq LSTM 43.9 14.7 51.43 43.6 12.9 49.16 47.1 29.3 69.18
Seq2Seq Trans-

former
45.4 16.8 57.50 44.5 14.8 51.79 51.9 32.3 73.62

T5 48.1 17.4 59.63 46.6 15.2 53.42 59.5 3461 77.18
BART 51.9 18.3 61.89 50.3 16.1 55.64 64.7 35.8 79.55
BART + ITC 50.7 18.3 61.55 49.1 16.0 55.29 63.5 35.9 79.24
BART + 

 MPCMain

53.2 18.6 62.48 51.8 16.4 56.58 64.1 35.6 79.21

Trie-NLG 56.5 19.3 66.63 52.0 16.5 56.56 92.1 41.2 94.62
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BART) indicate that the pre-trained models provide better input representation 
and perform better. BART + ITC fuses the additional context (top-ranked com-
pletions obtained from  MPCMain) implicitly with two-step training. However, the 
results are not promising, indicating that the model’s learning is distracted in the 
two-stage training. However, adding explicit context leads to better performance, 
as shown in BART +  MPCMain model. Eventually, adding context from  MPCMain 
and  MPCSynth helps the proposed Trie-NLG model perform the best.

The absolute evaluation scores for Unseen AOL data are much higher as com-
pared to Seen AOL data. We observe similar trends for the Bing dataset as well. 
There could be two possible causes for this: (1) Unseen dataset is ∼11% of the origi-
nal data, and hence it is much smaller compared to the Seen dataset, and (2) the 
average prefix lengths for Seen AOL, Unseen AOL, Seen Bing, and Unseen Bing, 
are 8.1, 20.9, 14.5 and 25.9 respectively. In the Unseen dataset, the lengths of the 
prefixes are longer compared to Seen, which provides more context and the gen-
erative models perform better. Most of the baseline models’ performance on the 
Unseen dataset is very poor, but the proposed Trie-NLG achieves much better per-
formance which shows the promising prospect of our approach. GRM is a ranking 
model based on clicked queries. As the Unseen dataset does not have click informa-
tion, GRM models cannot be built.

The  MPCMain +  MPCSynth model is the best-performing model for the AOL 
Unseen dataset, and it surpasses the Trie-NLG by a small margin. However, for 
the Bing Unseen dataset, the proposed model outperformed all the models. There 
can be multiple possible reasons behind this observation. For example, (1) Dataset 
Timeline: The AOL dataset is from 2006 while Bing data was collected in 2020-21. 
Pre-trained NLG models (like BART and T5) have been trained with recent corpus 
whose vocabulary is expected to be better aligned with recent Bing data rather than 
AOL. Final suggestions from the model for Unseen AOL data are hence governed 
by only the partially-aligned language model and without any context from the trie. 
(2) Query Log Size: Bing dataset has  20M queries compared to  4M in AOL data-
set. This leads to better synthetic suggestions for Bing, in turn leading to better con-
text augmentation for the Bing Trie-NLG model. (3) Prefix and Session Lengths: 
The prefix and session length for Bing (4.434 tokens/prefix and 5.619 queries/ses-
sion) are longer as compared to AOL (3.061 tokens/prefix and 2.530 queries/ses-
sion). Longer prefixes and sessions lead to better NLG completions for Bing. Recent 
search interactions for users do involve longer sessions, and the proposed model is 
expected to do well in such scenarios.

The overall evaluation results indicate that neither trie nor NLG models are effec-
tive individually for such a challenging scenario. The proposed hybrid approach that 
considers the benefits of both worlds (language semantics from NLG and popularity 
statistics from trie) through a joint modeling technique is a promising approach and 
can push the QAC research field forward.
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6.2  Performance analysis for short prefixes

Table  6 shows the performance of our proposed Trie-NLG model, and two base-
lines BART and BART+MPCMain for different prefix lengths on both the datasets. 
The evaluation scores are reported for three different buckets based on the character 
length of the prefix: [1–5], [6–10] and 10+. The evaluation scores in 10+ bucket are 
higher as compared to the other two. It indicates that as the prefix length increases, 
the performance of all the models increase. It is aligned with the intuition that model 
generates more accurate predictions as the prefix becomes longer. The model per-
formance improves across both datasets for short prefixes as the additional context 
is added, i.e., BART+MPCMain performs better as compared to BART. Moreover, 
when synthetic completions are included further, i.e., Trie-NLG, it outperforms both 
the baselines even for very short prefixes. This provides evidence that adding addi-
tional trie knowledge does help to increase relevant context for short prefixes. A few 
of the ΔBLEURR scores for Bing are negative for prefix lengths [1–5]. This implies 
that the performance of the  MPCMain+MPCSynth model is superior to the three mod-
els considered, i.e., BART, BART+MPCMain, and Trie-NLG. Despite this, the lower 
negative values for Trie-NLG demonstrate that its performance is better than the 
other two models. The reason behind this could be attributed to the fact that (1) the 
 MPCMain+MPCSynth model demonstrates the best performance for the Bing Unseen 
dataset in terms of unseen prefixes, as discussed in Sect. 6.1, and (2) the ΔBLEURR 
metric takes into account both the BLEU and MRR scores. However, other metrics’ 
results show consistent improvement across all prefix types and both datasets.

6.3  Ablation study

Table 7 shows ablation results. We observe similar trends for both AOL and Bing. 
In setups 1 to 3, we have removed session and/or external contexts. The model per-
forms worst when both the information are removed (setup 1). Modeling with the 

Table 7  Results of ablation study using different experimental setups. Trie-NLG(m) means “Trie-NLG 
+ Up to Top-m Completions.”

For the Bing dataset, percentage improvements over  MPCMain+MPCSynth baseline are reported. For the 
AOL dataset, actual evaluation scores are reported

# Ablation criteria Bing Dataset AOL Dataset

ΔMRR ΔBLEU_RR ΔBLEU MRR BLEU_RR BLEU

1 No (Trie Context + Session) −29.5 −1.5 43.1 5.7 5.9 30.9
2 No Trie Context 36.7 73.5 91.1 51.9 18.3 61.9
3 No Session 29.3 47.3 73.7 15.4 9.5 40.6
4 Trie-NLG(1) 44.8 81.3 104.8 32.3 15.1 54.4
5 Trie-NLG(5) 50.9 82.9 110.0 42.6 17.3 59.6
6 Trie-NLG(8) 52.9 83.8 111.4 28.5 13.8 51.5
7 Trie-NLG(3) 56.8 88.3 114.5 56.5 19.3 66.6
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only session (setup 2) performs better than a model that uses only trie context (setup 
3), which shows the importance of the user’s previous search query log. However, 
setups 4 to 7 that use both information perform even better, indicating the impor-
tance of both types of context. Setups 4 to 7 differ from each other in the number of 
candidate query completions that are used as additional trie context. It is observed 
that the use of a single top-ranked candidate query results in worse performance, 
which may be attributed to an inadequate context. Furthermore, incorporating more 
than three top-ranked queries also results in poor performance. This can be due to 
two possible factors: (1) the model may become overwhelmed and unable to effec-
tively distinguish relevant information from the trie context in the presence of too 
many suggestions in the input, or (2) the trie context may become too long, hinder-
ing the model’s ability to effectively utilize session signals. Overall, Trie-NLG with 
top-3 trie candidate completions (i.e., m = 3 ) in the input performs the best.

Table 8  Number of examples where t trie suggestions were retained in the Trie-NLG generated comple-
tions for Seen Test Datasets 

t 0 (%) 1 (%) 2 (%) 3 (%)

Bing Seen Test Dataset 19.0 26.4 30.5 23.6
AOL Seen Test Dataset 43.1 36.1 17.2 3.2

Table 9  Percentage of times the candidate suggestion from trie was copied to [1-8]th positions (‘Pos’) as 
output by Trie-NLG for Bing Seen Test Dataset

‘None’ indicates the candidate suggestion was not a part of Trie-NLG output. Results are shown for Seen 
Test Data when m=3. ‘Rank’ indicates the rank of candidate suggestion from trie

Rank↓/Pos→ 1 2 3 4 5 6 7 8 None

1 37.60 10.17 3.92 2.10 1.43 1.15 0.94 0.97 41.69
2 18.50 19.51 7.86 3.81 2.45 1.81 1.53 1.511 41.69
3 9.98 12.50 11.82 7.04 4.49 2.74 1.88 1.67 47.83

Table 10  Percentage of times the candidate suggestion from trie was copied to [1–8]th positions (‘Pos’) 
as output by Trie-NLG for AOL Seen Test Dataset

‘None’ indicates the candidate suggestion was not a part of Trie-NLG output. Results are shown for Seen 
Test Data when m=3. ‘Rank’ indicates the rank of candidate suggestion from trie

Rank↓/Pos→ 1 2 3 4 5 6 7 8 None

1 25.92 6.81 3.43 2.22 1.57 1.23 1.03 1.12 56.62
2 7.41 5.47 3.26 2.23 1.65 1.29 1.11 1.11 56.62
3 3.97 3.46 2.53 1.97 1.54 1.21 1.04 1.01 83.24
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6.4  Trie completion retention analysis

Further, we analyze how many candidate queries from trie context are generated as 
completions by the proposed Trie-NLG model, and what position they appear in. 
For simplicity, we only consider up to 3 candidate queries and seen test datasets. In 
the ideal scenario, the best performing model should retain good candidate queries 
of  MPCMain into the recommended completion list as well as generate new comple-
tions. Table 8 shows that ∼19% and ∼43% examples do not retain any completions 
for Bing and AOL datasets, respectively. At the same time, ∼23% of the Bing exam-
ples retain all the input candidate queries. For the AOL dataset, only 3% of examples 
have all the input candidates; this value is very low because  MPCMain is created with 
only Bing historical search log but used for generating completions for AOL pre-
fixes. So the trie-recommended completions may not be very relevant and hence not 
considered by Trie-NLG for the AOL dataset.

Tables  9 and  10 provide the position distribution of each trie candidate in the 
Trie-NLG output for Bing and AOL datasets respectively. In more than 40% of 
examples, the top-ranked candidate query from the trie doesn’t appear in the final 

Table 11  Runtime of different test dataset splits

Values are in millisecond(ms)/record for 8 auto-complete generations.

Models Bing Test Dataset AOL Test Dataset

Seen Unseen Total Seen Unseen Total

BART 11.25 11.75 11.29 11.69 12.83 11.82
BART+  MPCMain 12.28 12.16 12.27 12.17 13.05 12.27
TRIE-NLG 12.34 12.25 12.34 12.29 13.20 12.40

Fig. 3  Generated query completions for seen (short) and unseen prefixes
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generated output. On the other hand, for 37.6% examples, the top trie candidate is 
also the top suggestion from Trie-NLG for the Bing dataset. This also indicates that 
the model does not blindly copy the trie candidates as outputs. Instead, it learns to 
determine the candidate’s goodness or fit for the specific input and performs the gen-
eration accordingly.

6.5  Runtime analysis

Table 11 shows execution runtimes for the three models on an A100 Nvidia GPUs. 
Trie lookups are very cheap compared to BART-based suggestion generation. 
Hence, our method Trie-NLG has almost similar runtimes compared to a standard 
BART model.

6.6  Case studies

Figure 3 shows two examples of suggestions for a short seen prefix and an unseen 
prefix respectively. In the first example, the prefix ‘p’ is very short and  MPCMain 
is unable to understand the context and recommends more general/popular comple-
tions. Whereas the proposed Trie-NLG model learned the personalized context and 
recommended correct and more relevant completions. The model also considers 
recommendations from  MPCMain as additional context. For instance, ‘pogo official 
site’ is present in  MPCMain and recommended by Trie-NLG, although there is no 
relevant context in the session. In Example-2, there is no query recommendation 
from  MPCMain for the unseen prefix, but  MPCSynth has one recommendation and that 
acts as additional context for Trie-NLG. Trie-NLG generates more relevant comple-
tions and the top-ranked completion is correct. In summary, we can conclude that 
the additional trie context is useful for the generative model and helps Trie-NLG to 
generate more accurate and relevant query completions.

7  Conclusion

We proposed Trie-NLG model for personalized QAC. It is based on context aug-
mentation in the NLG model where the additional context is obtained from the main 
trie or the synthetic trie. To the best of our knowledge, this is the first study to use 
the trie context in NLG models for QAC. We primarily focused on solving the prob-
lem of short and unseen prefixes. The model was evaluated on a prepared AOL QAC 
dataset and a real prefix-to-click QAC dataset from Bing. The proposed model out-
performed all the baselines while specifically improving the performance for short 
and unseen prefixes.
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8  Future work and limitations

8.1  Future work

Not all session queries are relevant to the current user prefix. Irrelevant session que-
ries leads to noisy training data. In the future, we plan to explore modeling tech-
niques that can select and encode only the relevant queries as personalized contexts 
for Trie-NLG. Additionally, we will explore on-the-fly models like RAG (Lewis 
et al. 2020), which can provide additional (better) content or completions instead of 
trie completions to boost the performance. Finally, we will explore a transfer learn-
ing approach to extend this to multilingual QAC system.

8.2  Limitations

The proposed Trie-NLG model operates in a two-step process, comprising the 
extraction of auto-completions from a trie and augmentation in the NLG model. As 
a consequence of this approach, the model exhibits slightly higher latency compared 
to the standard NLG model due to trie lookup. However, the trie lookup time is nota-
bly low. It is crucial to highlight that the proposed model is built upon a pre-trained 
NLG model (BART), which renders it susceptible to displaying unexpected outcomes 
inherited from the pre-training phase (Gehman et  al. 2020). Such outcomes may 
include toxicity, bias, hallucination, misinformation, and other similar issues.
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