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Abstract
The core of sentence classification is to extract sentence semantic features. The 
existing hybrid methods have huge parameters and complex models. Due to the 
limited dataset, these methods are prone to feature redundancy and overfitting. To 
address this issue, this paper proposes an orthogonal independent Bi-GRU sentence 
classification model with multi-scale feature extraction, called Multi-scale Orthogo-
nal Independent Bi-GRU (MODE-Bi-GRU). First, the hidden state of the Bi-GRU 
model is split into multiple small hidden states, and the corresponding recursive 
matrix is constrained orthogonally. Then, multiple sliding windows of different sizes 
are defined according to the forward and reverse angles of the sentence, and the 
sliding window is obtained. Finally, different sentence fragments are superimposed 
and input to the model, and the output results of multiple small Bi-GRU models are 
spliced and processed by soft pooling. The improved focal loss function is adopted 
to speed up the convergence of the model. Compared to the existing models, our 
proposed model achieves better results on four benchmark datasets, and it has better 
generalization ability with fewer parameters.

Keywords Feature redundancy · Generalization ability · Multi-scale feature 
extraction · Orthogonally constrain · Sentence classification

1 Introduction

Sentence classification is a foundational and conventional task in Natural Language 
Processing (NLP), and it is widely used in many subfields, such as text emotion 
analysis (Wang and Lai 2016; Perone 2018) and question classification (Shi and 
Tian 2016). The core problem of sentence classification is to understand text seman-
tics by parsing key phrases located in different positions (Wang et al. 2015).
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Text Convolutional Neural Networks (TextCNN) are good at deriving n-gram 
characteristics of text through convolution operations, nonlinear layers, and pooling 
layers and have achieved splendid results in sentence classification (Kalchbrenner 
2014; Kim 2014). However, the convolution operation is linear, which may not be 
adequate to remove non-sequential dependencies of phrases (Lei 2015) and may lose 
sequence information (Madasu 2019). In the sentence "The food is delicious though 
the restaurant is not almost as big.", the weighted sum of the second half "though the 
restaurant is not almost as small" does not capture the discontinuous dependency of 
"though not small" well and ignores the order information.

Long Short-Term Memory (LSTM) recurrent neural networks (Hochreiter 1997) 
and Gated Recurrent Unit (GRU) neural networks are appropriate for encoding 
structural correlations by reserving preceding word representations and sequential 
information semantics. However, when LSTM understands the words at time t, it 
can only obtain the information of 0 t-1 but cannot obtain the information of words 
after time t. At the end of the complete sequence, in the above example, the sentence 
is still biased towards the following words, and the very first important word "deli-
cious" is forgotten (Yin and Yu 2017). To address this issue, some current methods 
(Lai and Liu 2015; Wang 2016; Zhang 2016; Song 2018) combine CNN and LSTM 
by stacking or using bidirectional LSTM. However, simply stacking multiple lay-
ers easily results in feature redundancy and overfitting because only relatively small 
training sets are available for sentence classification tasks (Yin 2016; Guo 2019). 
Due to the complexity of the LSTM framework, the calculation is extremely com-
plex, and the storage of redundant intermediate variables requires a lot of training 
time and memory space. LSTM and GRU can only use historical information to 
judge the current information but cannot use future information. Thus, they cannot 
make accurate judgments and fully extract sentence information.

Therefore, some studies (Zhao et al. 2018; Zhou 2018) use attention mechanisms 
to height prominent features and eliminate redundancy. However, attention mecha-
nisms also increase the number of parameters, and training on limited datasets still 
suffers from overfitting.

In summary, it is necessary to explore a better sentence classification structure 
that balances generalization ability and complexity. This paper proposes a light-
weight model Multiscale Orthogonal Independent Bidirectional GRU (MODE-Bi-
GRU) fused with multi-scale feature extraction. The model reduces parameters, 
improves generalization ability, and considers different scaled n-gram semantic 
features. First, inspired by Zhang (2016), the hidden state of Bidirectional GRU 
(Bi-GRU) is unpacked into several independently updated small hidden states to 
reduce the number of parameters. Meanwhile, orthogonal constraints are placed 
on the recursive transition matrix of small hidden states, which improves a variety 
of features. This framework is called Bidirectional Orthogonal Independent GRU 
(ODE-Bi-GRU). Then, Bi-ODE-GRU is used within a local window to extract 
n-gram semantic features instead of simply using weighted sums like convolution. 
Especially, this paper introduces a three-size window operation that splits a sen-
tence into multiple clauses in forward and reverse directions by sliding windows 
and stacks them together. These clauses are considered a mini-batch and can be pro-
cessed in parallel by a shared ODE-Bi-GRU. In this paper, the last hidden state of 
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ODE-Bi-GRU is used as the n-gram semantic feature of each clause. Next, to cap-
ture variable-size phrases in the sentence, windows of various scales and different 
ODE-Bi-GRUs are used to extract features of multi-scale phrases. This framework 
is called bidirectional multi-scale ODE-GRU (MODE-Bi-GRU). Similar to CNN, 
MODE-Bi-GRU can derive multi-scale n-gram semantic features while reserving 
the nonlinearity and long-term dependencies of GRU, with strong modeling abil-
ity but fewer parameters. MODE-Bi-GRU is similar to a one-dimensional CNN 
using various filters with varied window sizes, but it uses recursive transformations 
instead of convolution operations. This paper conducts experiments on four sentence 
classification datasets, and the experimental results reveal that the model achieves 
comparable or better results than other models on datasets with fewer parameters.

2  Related work

The TextCNN-based model uses a deep CNN model with dynamic k-max pool-
ing operations for semantic modeling of text. However, a simple single-layer CNN 
coupled with fine-tuned word embeddings can also achieve significant results. 
Some researchers also use various word embeddings as input to obtain further 
improvement.

A transformable CNN that can adaptively adjust the range of convolutional filters 
is proposed in Xiao and Chen (2018). Although methods based on the above excel 
are applied to local semantic feature extraction, the ability of the model to extract 
discontinuous dependencies and sequence information is limited by linear convolu-
tion operations.

The Recurrent Neural Network (RNN) model is appropriate for processing text 
sequences and modeling long-term dependencies, so it is also used for text mod-
eling. Recently, some studies have added residual connections (Wang 2016) or dense 
connections (Ding and Yu 2018) to the recurrent structure to avoid vanishing gra-
dients. A memory rotation unit (Dangovski 2019) was introduced to RNN to recall 
distant information.

HS-LSTM (Zhang 2018) can automatically build representations in a text through 
reinforcement learning. However, these RNN-based models still prefer to keep the 
words in the second half of the text and forget the words in the first half of the text. 
The model combining the bidirectional LSTM model and the attention mechanism 
can retain both the first half of the text and the second half of the text, but it cannot 
eliminate the problem of too long training time caused by complex calculations, and 
the training on limited data sets will suffer from overfitting.

To handle this problem, a common strategy is to combine the strengths of CNNs 
and RNNs through stacking. In Zhou and Liu (2015), max pooling is integrated into 
RNN to solve the bias problem of RNN. Phrase features are extracted using 1D con-
volutions, and then LSTMs are used to obtain text representations. Some subsequent 
work (Lee 2016) first uses LSTM to model long-term dependencies and then applies 
CNN to extract features of the text. However, these methods just stack multiple lay-
ers, resulting in feature redundancy and overfitting due to limited datasets. Some 
researchers introduced attention mechanisms (Er 2016; Lin et al. 2017) to strengthen 
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prominent features, but this causes a large number of parameters to overfit on small-
scale datasets. A more flexible method is to replace the convolution operation with 
a tensor product or RNN unit. This method can directly capture nonlinear n-gram 
features, but it only considers n elements of a fixed scale.

The framework Dual-task Temporal Recurrent Reasoning Network for Joint 
Dialog Sentiment Classification (DARER) proposed at the ACL 2022 conference 
uses predictive-level interactions instead of semantic-level interactions to model 
explicit dependencies, so it is more consistent with human intuitive classification 
methods. (Xing 2022)

The most related works to our method are DRNN (Wang 2018) and MODE-
LSTM (Ma and Yan 2020), which use RNN to learn semantic features. There are 
several differences: (1) DRNN uses GRU as a recursive unit; MODE-LSTM uses 
ODE-LSTM as a recursive unit and uses the Max pooling operation to obtain fea-
ture phrases representing sentence sentiment. This paper uses ODE-GRU and soft 
pooling operation to obtain overall features representing sentence sentiment, which 
achieves better generalization performance. (2) Instead of sequentially sliding to 
extract features, this paper introduces three windows of different sizes to extract fea-
tures in parallel, which is faster than the DRNN algorithm. (3) Both MODE-LSTM 
and the model proposed in this paper consider multi-scale n-gram features of sen-
tences, while DRNN only considers a fixed scale.

3  Model

3.1  Orthogonal independent Bi‑GRU(ODE‑Bi‑GRU)

The vector related to an input sentence T  is { X1,X2,...,XT }, Xi ∈ Rd0 , where d0 is the 
word embedding dimension of each word, and the LayerNormalization operation is 
performed. The hidden state ht ∈ Rd of each GRU unit is:

where rt , zt and Ot represent the update gate, reset gate and out gate of the GRU unit, 
respectively; Wr,Wz,Wh,WO ∈ Rd×d , Ur,Uz,Uh,UO ∈ Rd0 are the learnable param-
eters; Xt represents the sentence vector input at time t; ht−1 is the hidden state at time 
t-1. The number of parameters of the GRU model is 3d×(d+d0 ), and the space com-
plexity is O(d2 ). There is an overfitting problem for the dataset of limited sentence 
classification tasks.

To reduce the number of parameters, the GRU’s hidden state ht is equally divided 
into K independent hidden states, i.e., h̃t =

[
h̃1
t
, ⋅ ⋅ ⋅, h̃i

t

]⊤ , h̃i
t
∈ Rp , p = d∕K , and the 

(1)
(
rt
zt

)
= �

((
Wr

Wz

)
⋅ ht−1 +

(
Ur

Uz

)
⋅ Xt

)

(2)Ot = tanh(Wo ⋅ (ht−1 ∗ rt) + UoXt)

(3)ht = Ot ∗ zt + (1 − zt) ∗ ht−1
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corresponding recursive matrix is W̃ =
[
W̃1, ⋅ ⋅ ⋅, W̃K

]
 , W̃K ∈ R3p×p . At time t of the 

sequence, each small hidden state h̃i
t
 is individually updated by a separate recursive 

matrix W̃i , and these h̃i
t
 are connected and merged into h̃i

t
 . This process can be 

expressed as the following formulas:

where ⊗ is a vector point operation. For example,

The ODE-Bi-GRU model is improved based on ODE-GRU, by adding a reverse 
input of sentence. Each hidden state in the reverse ODE-GRU model is expressed as:

The hidden states in ODE-Bi-GRU are:

where wt , vt are learnable parameters, and this paper only keeps the last hidden state 
(return_sequence=False).

In the derivation of the recurrent neural network, there are multiple parameter 
matrices (collectively referred to as W), as shown in Equation 12:

If the eigenvalue � of the parameter matrix W is less than 1, the gradient disappears 
after continuous multiplication; if |�| is greater than 1, the continuous multiplication 
causes the gradient to explode. If the parameter matrix is initialized as an orthogonal 
matrix, and the eigenvalue’s modulo of the orthogonal matrix is 1, gradient explo-
sion or gradient disappearance can be avoided. So, it is necessary to initialize the 
parameter matrix of these small GRUs as an orthogonal matrix.

(4)
(
r̃t
z̃t

)
= 𝜎

((
�Wr

�Wz

)
⊗ h̃t−1 +

(
Ur

Uz

)
⋅ Xt

)

(5)�Ot = tanh(�Wo ⋅ (h̃t−1 ∗ r̃t) + UoXt)

(6)h̃t =
�Ot ∗ z̃t + (1 − z̃t) ∗ h̃t−1

(7)�W ⊗ h̃t−1 =
[
�W1h̃1

t−1
, ⋅ ⋅ ⋅, �WKh̃1

t−1

]⊤

(8)
(
r̂t
ẑt

)
= 𝜎

((
�Wr

�Wz

)
⊗ ĥt−1 +

(
�Ur

�Uz

)
⋅ XT−t

)

(9)�Ot = tanh(�Wo ⋅ (ĥt−1 ∗ r̂t) +
�UoXT−t)

(10)ĥt =
�Ot ∗ ẑt + (1 − ẑt) ∗ ĥt−1

(11)ht = wt ∗ h̃t + vt ∗ ĥt

(12)
�fn

�W
=

�fn

�hn
fn−1 +W

�fn

�hn

�fn−1

�hn−1
fn−2 + ⋅ ⋅ ⋅ +W∧(n−1)

�fn

�hn

�fn−1

�hn−1
⋅ ⋅ ⋅

�f1

�h1

�h1

�W
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3.2  Equipping ODE‑Bi‑GRU with sliding window

The core of the sentence classification task is to analyze the semantics of keywords 
and variable-size phrases in the sentence. Although CNNs can extract n-gram fea-
tures, linear convolution operations are inadequate to model the sequential infor-
mation and discontinuous dependencies of a sentence. One-way LSTM focuses on 
retaining the content of the latter part of the sentence, and it is easy to forget the 
content of the former part of the sentence. The ODE-Bi-GRU in this paper can pre-
serve word order and control the preservation or forgetting of information through 
bidirectional gates to model discontinuous dependencies. Taking the sentence "The 
food is delicious though the restaurant is not almost as big" as an example, ODE-
LSTM still focuses on retaining the weight information of "not" and "big", through 
the one-way gate control unit. By contrast, ODE-Bi-GRU uses the forward gate con-
trol unit to selectively and gradually retain the semantic information of "not" and 
"big", while gradually forgetting other words; meanwhile, it uses the reverse gate 
control unit to retain the semantic information of "delicious" and "though", while 
gradually forgetting other words.

Therefore, this paper uses a sliding window for ODE-Bi-GRU to extract n-gram 
features. In this case, the cyclic transformation of ODE-Bi-GRU can only be accom-
plished in a local window and scales with the sentence. For the sliding window posi-
tion corresponding to time series t, ODE-Bi-GRU will sequentially process consecu-
tive words within the forward sentence and reverse sentence range of (emph t-S+1, 
t ) and generate related hidden states. The output of ODE-Bi-GRU is used as the 
n-gram feature in the scanning range of the sliding window:

Then, the dimension of the vector is restored to d. Meanwhile, s-1 0 s are added to 
the front of the sentence to ensure that the window size of each time series is the 
same (as shown in Fig. 1b). Such a local method is similar to DRNN, but it pro-
cesses all windows sequentially, which is very time-consuming. However, it is found 
that all windows are independent of each other, so these windows can be processed 
in parallel with GPU to enhance computational efficiency.

This paper also introduces the triple-S (Sliding Split Stacking) operation to com-
bine all windows, as illustrated in Fig. 1b. First, a forward sentence and the corre-
sponding reverse sentence are divided into multiple clauses through a sliding window 
of length S, and then they are stacked together, where B1 ∈ RT×S×d0 ,B2 ∈ RT×S×d0.

3.3  Multi‑scale ODE‑Bi‑GRU (MODE‑Bi‑GRU)

Sentence phrases have n-gram features of different scales, which makes the use of 
only a fixed window not sufficient. Therefore, it is necessary to use windows of dif-
ferent scales to extract n-gram features of different scales in parallel with ODE-Bi-
GRU. The structure of the bidirectional multi-scale ODE-GRU (MODE-Bi-GRU) 
model is shown in Fig.  1a. Based on the sliding stacking operation of windows 

(13)ht = ODE-Bi-GRU
([
Xt−S+1, ⋅ ⋅ ⋅,Xt

]
,
[
Xt, ⋅ ⋅ ⋅,Xt−S+1

])
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[
S1, ⋅ ⋅ ⋅, Sm

]
 of different scales ( Si is the window size), the sentence is transformed 

into multiple mini-batches B =
[
B1, ⋅ ⋅ ⋅,Bm

]
 and B� =

[
B1

�, ⋅ ⋅ ⋅,Bm
�
]
 . Then B and B′ 

are input into different ODE-GRUs to obtain the n-gram feature matrix:

hSm,t ∈ Rd represents time series t , the forward and reverse n-gram features scanned 
by the sliding window.

In each n-gram feature matrix along the T-dimension direction, each vector in the 
T-dimension direction is a vector represents of a sentence. The significant features 
corresponding to each scale, are extracted through soft pooling (SP), as shown in 
Fig. 2. These features are spliced to form a multi-scale feature expression:

The feature representation F is reconstructed into a vector and sent to the MLP layer. 
Then, it is processed by the activation function ReLU and the softmax layer for 
classification.

(14)HSm
=
[
hSm,1, ⋅ ⋅ ⋅, hSm,t, ⋅ ⋅ ⋅, hSm,T

]⊤

(15)ht = ODE-Bi-GRUSm

([
Xt−Sm+1

, ⋅ ⋅ ⋅,Xt

]
,
[
Xt, ⋅ ⋅ ⋅,Xt−Sm+1

])

(16)F =
[
SP

(
HS1

)
, ⋅ ⋅ ⋅, SP

(
HSm

)]⊤

Fig. 1  a The structure of MODE-Bi-GRU with three windows of different scales [ S
1
,S

2
,S

3
 ]. The input 

sentence is transformed into three mini-batches [ B
1
,B

2
,B

3
 ] by the Triple-S operation. These mini-batches 

are respectively fed into different initialized ODE-GRUs to derive n-gram features for each scale. b The 
detail of Triple-S operation. c The procedure of performing mini-batch for an ODE-GRU. d The com-
parison of ODE-GRU and GRU. Here, ODE-GRU disentangles the hidden state into two small hidden 
states. An orthogonal limitation is applied to the recurrent matrix W̃∕Ŵ to improve the diversity of fea-
tures (Color figure online)
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3.4  Loss function

The loss function corresponding to the MODE-Bi-GRU model is an improved Focal 
loss (Lin and Girshick 2017) function that adds a penalty term to the Focal loss 
function.

The sentence classification model is a probability model, and the corresponding loss 
function is the cross entropy loss function:

where, N is the number of samples, yi is the label corresponding to the sample, and 
pi is the probability value predicted by the model. In the sentence classification data-
set, there is a problem of unbalanced sample categories. The critical information 
provided by the small number of samples cannot be used in training to derive a loss 
value that can provide a correct guidance for model training. So this paper uses the 
Focal_loss function to solve this problem, and the specific mathematical formula is 
as follows:

where � and G are hyperparameters. G = 2 and � = 0.25 lead to the best perfor-
mance (Ma and Yan 2020). To ensure that each small Bi-GRU model learns differ-
ent knowledge, a penalty term is introduced is as follows:

(17)Loss =
1

N

N∑

n=1

−
[
yi ⋅ log(pi) + (1 − yi) ⋅ log(1 − pi)

]

(18)Focal_Loss = � ×
(
1 − pi

)∧G
× Loss

(19)W =
(
W̃ + Ŵ

)
∕2

Fig. 2  Soft pooling, where a
i
 

is the feature extracted for each 
ODE-Bi-GRU (Color figure 
online)
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where I is the identity matrix. Assume that any two rows in W (the results of any 
two small Bi-GRUs) consider completely different aspects. According to the prop-
erties of orthogonal matrices, the dot product is 0 and Lp = 1 . During training, the 
value of L is continuously reduced to ensure that different small Bi-GRUs learn dif-
ferent contents.

Therefore, the final loss function of the model is as follows:

3.5  Combine with ALBERT

Recently, the pre-trained language model BERT (Devlin and Lee 2018) has been 
proven to be more effective than traditional word embeddings in fine-tuning down-
stream tasks. ALBERT (Lan et al. 2019) is improved on BERT, by factoring word 
embeddings and sharing parameters across layers. Though its parameter size is 
reduced from 110 to 12 M, the model representation capability is almost the same as 
that of BERT. Compared to word embeddings, ALBERT can learn context-sensitive 
sentence representations. However, recent work has shown that ALBERT’s self-
attention mechanism distracts the text, thus ignoring important adjacent elements 
and phrases.

MODE-Bi-GRU can extract multi-scale local features bidirectionally, which is com-
plementary to ALBERT representation. Therefore, this paper combines MODE-Bi-
GRU with ALBERT to further improve the generalization performance of the model 
(Fig. 3). Specifically, the sentences are fed into the ALBERT, and the hidden repre-
sentation of the ALBERT’s last layer is used as the input of MODE-Bi-GRU instead 

(20)LP =

K∑

i=1

K∑

j=1

‖‖‖WW⊤ − I
‖‖‖
2

2

(21)L = Focal_Loss + �

m∑

i=1

Lpi

Fig. 3  The diagram of MODE-Bi-GRU fusing with ALBERT (Color figure online)
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of GloVe and character embeddings. ALBERT provides contextualized sentence-level 
representation, which helps MODE-Bi-GRU to understand sentence semantics more 
accurately.

4  Experiments

4.1  Experimental setup

To evaluate the effectiveness of our proposed model, sentence classification experi-
ments are conducted on four extensively studied datasets. The statistics of these datasets 
are listed in Table 1, where C is the number of target categories; L is the average length 
of the sentence; ML is the maximum length of the sentence, and CV is ten-fold cross-
validation. These datasets come from different topics such as sentiment analysis, movie 
reviews (MR, SST2, SST5), and question type (TREC) classification.The Amazon 
dataset contains more than 1.3 million reviews, and each review contains information 
such as rating, title, review text, review time, and product ID. These reviews come from 
goods of different categories on the Amazon website, such as books, movies, music, 
electronics, etc. These reviews can be used for many natural language processing tasks, 
such as sentiment analysis, text classification, entity recognition, etc. The Yelp dataset 
contains reviews and ratings of businesses on the Yelp business social media site. The 
dataset contains more than 6 million reviews and 2 million pieces of business infor-
mation, and each review contains information such as rating, comment text, comment 
time, user ID, and business ID. These reviews come from businesses of different types 
in different cities, such as restaurants, bars, beauty salons, etc. The ratios of positive and 
negative samples in the SST2 and Yelp.P datasets are 1.09:1 and 1.17:1, respectively.

In this paper, accuracy, recall, and F1-score are used to measure the performance of 
the sentence classification model. The calculations formulas are shown below::

(22)acc =
TP + TN

TP + TN + FP + FN

(23)Recall =
TP

TP + TN

(24)Precision =
TP

TP + FP

Table 1  Statistics of four dataset Dataset C L ML Train Dev Test

MR 2 19 53 10662 – CV
TREC 6 10 33 5452 – 500
SST2 2 19 53 6920 872 1821
SST5 5 18 53 8544 1101 2210
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where TP means the number of positive samples that are also predicted as positive; 
TN the number of negative samples that are also predicted as negative; FP means 
the number of negative samples that are predicted as positive; FN means the number 
of positive samples that are predicted as negative.

Since F1 score and recall are suitable for the research of binary classification 
problems, F1 score and recall are only added to the binary classification data sets 
SST2, MR and Yelp.P.

4.2  Experimental details

The word embedding is initialized by the glove pre-trained word vector published by 
Stanford. The vector has a dimension of 300, and it is merged with a 50d character 
embedding constructed by a convolutional layer with a max-pooling layer to avoid 
the problem that words cannot be found in the glove. In the experiment, the continu-
ous debugging of the two parameters of the sliding window size and the number of 
GRU splits K reveals that when the sliding window size is [6,11,16] and K is 2, the 
effect is the best. The parameters corresponding to the model are shown in Table 2.

4.3  Baseline models

MODE-Bi-GRU is compared with three types of strong baselines: 

(1) CNN/RNN-based model: TextCNN, LSTM, GRU, Bi-LSTM and Bi-GRU.
(2) Hybrid model: C-RNN directly fuses LSTM with RNN, DRNN, and self-atten-

tion mechanism (Vaswani et al. 2017).

(25)F1 =
2 ∗ Precision ∗ Recall

Precision + Recall

Table 2  Model parameter 
setting

Parameter Value

K 2
Hidden layer state dimension 50
Regularization L2
Embedding dropout 0.2
MLP dropout 0.5
Sliding window [6,11,16]
Optimizer Adam
Learning rate 0.001
Batch size 60
�(Formula 17) 0.25
GAMA(G in Formula 17) 2
�(Formula 20) 0.01
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(3) Capsule network: The HAC (Zheng and Wan 2019) model is complex, and each 
layer of the network is composed of deep dilated convolution and a capsule 
module.

(4) MODE-LSTM: It was proposed at the EMNLP2020 conference, and it uses max 
pooling to perform pooling operations on the extracted features. In addition to 
the above models, this paper also uses ODE-Bi-GRU as a benchmark. The value 
of K is set to 6; so that the number of parameters is consistent with MODE-Bi-
GRU.

(5) MODE-GRU: It is compared with the unidirectional model to further verify the 
effectiveness of multi-scale independent orthogonality (control variable).

(6) DARER: It was proposed by ACL in 2022, and the main architecture of this 
model is also based on Bi-LSTM.

(7) MODE-Bi-GRU fused with ALBERT (MODE-Bi-GRU+ALBERTbase ) is com-
pared with some recent baseline models that are also combined with pre-trained 
sentence representations, including InferSent (Conneau and Schwenk 2017), 
HAC+ELMo, and MODE-LSTM+ALBERTbase

4.4  Experimental results and analysis

The performance comparison results are presented in Table 3. (1) With fewer param-
eters, MODE-Bi-GRU achieves significantly better performance than DRNN, and 
the average accuracy is increased by more than 1.0% , which is 1.2% higher than that 
of MODE-LSTM. Compared with GRU, MODE-Bi-GRU can retain the features 
before and after the sentence and consider the features for the sentence of different 
scales, so MODE-Bi-GRU performs better than DRNN and MODE-LSTM.

(2) MODE-Bi-GRU is similar to the single-layer TextCNN model. It is sim-
ple and effective and achieves an average accuracy improvement of 1.9% over the 
recently proposed HAC model. Due to the reduction of model parameters, MODE-
Bi-GRU has better generalization ability and achieves better performance than HAC 
in the test set.

(3) Although the parameters of TextCNN are less than MODE-Bi-GRU, its 
parameter size will increase with the filter window size. By contrast, the parameter 
size of MODE-Bi-GRU is independent of the window size.

(4) The average accuracy of Bi-ODE-GRU is 2.5% , 3.6% , 4.1% higher than that 
of Bi-GRU, which indicates the effectiveness of orthogonal and independent hid-
den states. The average accuracy, recall, and F1-score of MODE-Bi-GRU is 0.78% , 
0.94% , 2.4% higher than that of ODE-Bi-GRU. It can be seen that the effect of fusing 
windows of different scales is better than that of fusing single-scale windows, which 
can prove the effectiveness of multi-scale feature extraction.

(5) By replacing the Glove word vector representation with the ALBERT rep-
resentation, MODE-Bi-GRU can further improves the generalization performance, 
as shown in the last row in Table 4. Although the strong performance of ALBERT 
has been verified on a large number of datasets, it may tend to ignore local phrase 
information tends to be ignored due to the self-attention mechanism. Therefore, the 
combination of MODE-Bi-GRU and ALBERT can further improve the prediction 
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ability, which indicates that the MODE-Bi-GRU model can better understand 
semantics. It is worth noting that the classification performance of the MODE-Bi-
GRU model has surpassed that of the pre-trained model InferSent. Also, the clas-
sification performance of the MODE-Bi-GRU+ALBERTbase model exceeds that of 
110 M BERTbase , and the effectiveness and generalization of the MODE-Bi-GRU 
model are verified.

(6) According to the ablation experiment in Table 4, the effect of fusing the win-
dows of three different scales is the best, and adding a penalty term to the objective 
function can improve the performance of the model.

To investigate how MODE-Bi-GRU differs from other models, its convergence 
trend is visualized in Fig. 4. It can be observed that the directly stacked C-LSTM 
(dark blue line) converges quickly on the training set but performs poorly on the 
validation or test set. Although the self-attention mechanism model (dark green 
line) can reduce feature redundancy, overfitting still occurs due to a large number of 
parameters. MODE-Bi-GRU (red line) has more superior generalization ability than 
other models on the dev or test set.

4.5  Case study

To explore why Bi-MODE-GRU outperforms TextCNN, DRNN, and MODE-
LSTM, several of the most contributing positions in the largest pool are presented 
through visualization techniques. Four examples are selected from the SST dataset 
(these examples are biased towards aspect-level sentiment) and converted into dif-
ferent expressions. In the four cases shown in Table  5, TextCNN misses the key 
phrase "not". Therefore, the sentence is incorrectly classified as a negative sentence 
(although examples 2 and 3 are negative sentiments, but not judged by the word 
"not").

In the third example, MODE-LSTM and MODE-Bi-GRU capture discontinuous 
dependencies based on the keywords "but" and "awful". Therefore, they pay atten-
tion to the second half of the sentence for accurate classification. In the first exam-
ple, both MODE-LSTM and MODE-Bi-GRU extract key phrases with "not splen-
didly decorated" discontinuous dependencies, but MODE-LSTM is unidirectional, 
and max pooling is applied to the extracted features. The transformation operation 
retains only one feature and still forgets the initial keyword "delicious". Therefore, 
MODE-LSTM fails in this case. However, MODE-Bi-GRU can extract multiple fea-
tures through bidirectional multi-scale features. Meanwhile, it uses soft pooling to 

Table 4  Ablation experiment Windows Penalization SST2 MR TREC

[6, 11, 16] ✓ 82.3 82.5 94.6
[6, 6, 16] ✓ 82.0 82.1 93.5
[6, 16, 16] ✓ 81.9 81.6 93.7
[6, 11, 16, 24] ✓ 81.6 81.7 94.2
[6, 11, 16] × 82.1 82.1 94.3
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Fig. 4  The convergence analysis on SST2 datasets (Color figure online)
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accumulate multiple feature weights to obtain the main features of the sentence, thus 
obtaining the correct answer.

5  Conclusion

This study proposes a new parameter-efficient model, multi-scale n-gram semantic 
features from sentences. Different from the complex operations of stacking CNNs 
and RNNs or attaching too many parameters to the attention mechanism, our work 
provides a lightweight method to improve sentence classification. By decomposing 
the hidden state into multiple small orthogonal independent hidden states and using 
multiple sliding windows of different scales, MODE-Bi-GRU performs better than 
the popular CNN/RNN-based approach on different benchmark datasets. In future 
work, the effectiveness of the proposed model in aspect-level sentiment classifica-
tion will be confirmed through large-scale validations.

Small sample learning (few-shot) technology is becoming mature. Smaller data-
sets such as SST and MR still contain more than a few thousand sentences, and 
small sample learning can use pre-trained models (even be trained on the CPU) to 
obtain better results on dozens of sentences, which greatly reduces the training cost 
and training time. The next step is to fuse the MODE-Bi-GRU+ALBERTbase model 
with the prompt method.
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